
Tracking Shoppers

Professional Social  
Matching Systems

Fuzzing: Hack, Art, and Science

Toward 
ML-Centric 
Cloud 
Platforms

COMMUNICATIONS
OF THE ACMCACM.ACM.ORG� 02/2020 VOL.63 NO.02

Association for  
Computing Machinery

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=Cover&exitLink=http%3A%2F%2FCACM.ACM.ORG
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scalable, extensible, and formally specified. Essence frees the practices from their 
method prisons.
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from the president

A
CM HAS AN amazing cadre 
of volunteers around the 
globe, and they deserve 
the credit for what ACM 
accomplishes. It’s not just 

that volunteers are the ones who come 
up with innovative ideas. They also in-
vest their personal time to make those 
ideas come to life. ACM owes its success 
to volunteers’ collective efforts to “start 
small, but with a big vision in mind.” 
Let’s look at some recent examples.

Taking a stand on harassment. It’s 
hard to work in computing these days 
and not be aware that people who are 
“different” feel excluded from many 
technical conversations and opportu-
nities. Studies have shown that’s one 
reason young women and people from 
underrepresented groups don’t choose  
computing as a career. ACM is not di-
rectly involved in hiring or educating the 
future workforce, but as a professional 
society we can and should speak out 
about the importance of encouraging 
representation from all backgrounds, 
perspectives, and ideas. This is reflected 
in the ACM Code of Ethics and Profes-
sional Conduct (ethics.acm.org), partic-
ularly sections 1.4 and 1.5.

What I’d like to recognize here is how 
the work of many volunteers contributed 
to what has become an ACM-wide stance 
on what constitutes acceptable behavior. 
Although we have no authority over what 

happens in the workplace or classroom, 
we can address behavior at all ACM 
events, from conferences to committee 
meetings to sponsored speaker events. 
ACM members noted that sometimes a 
speaker or attendee engages in be-
havior that is demeaning or offensive 
to other participants. Concerned vol-
unteers began trying to codify what 
behavior is/isn’t acceptable and what 
the consequences of poor behavior 
should be. What started as statements 
by specific conferences culminated in our 
formal Policy Against Harassment at 
ACM Activities (http://bit.ly/2PXiz98). 
This was followed by a Policy on Coer-
cion and Abuse in the ACM Publica-
tions Process (http://bit.ly/2PWyvbY). 
There is more work to be done, but 
these policies address the most com-
mon ACM contexts.

Recognizing the need for reproduc-
ible computing. Technology has be-
come essential to everyday life, which 
means society collectively places a lot of 
trust in technology. Since software and 
data reliability is key to that trust, it 
must be possible to independently veri-
fy the results of algorithms and soft-
ware. Recently, volunteers working 
with a couple of ACM journals and con-
ferences began to encourage authors 
to include their data, code, intermedi-
ate results, and so on as part of the 
publication process. These efforts 

gained momentum, with some confer-
ences even awarding prizes for cases 
where independent teams succeeded 
in reproducing the results. The ACM 
Digital Library now has a series of 
“badges” reflecting what supporting 
materials are available and the extent 
to which they have been evaluated or 
replicated by others (www.acm.org/
publications/artifacts). The badges are 
indicators of skill and quality, recog-
nizing the extra effort required to make 
computing processes more transparent.

Expanding the reach of computing. 
Some of the most exciting work happens 
at the intersection of computing with 
other disciplines, or in areas still emerg-
ing within mainstream computer sci-
ence. Each year, ACM’s Special Interest 
Groups and regional councils host sum-
mer schools where students and re-
searchers explore new challenges and 
experiment with new techniques. The 
table shows some of the summer/winter 
schools around the globe in 2019. These 
events create opportunities to start 
building a community that may result in 
a future publication, conference, or SIG.

These are just some of the many 
ways small groups within ACM share 
ideas that end up taking on a life of 
their own. Special thanks to all of you 
who contributed to them. And I chal-
lenge other members to reach out to 
your colleagues and consider develop-
ing your own grassroots effort. What’s 
small today could be a global initiative 
within just a few years.	

Cherri M. Pancake, ACM PRESIDENT

Start Small, Then Achieve Big Impact
DOI:10.1145/3377932		  Cherri M. Pancake

A sampling of the summer/winter schools offered by ACM groups in 2019.

Topic Location ACM Group

Detection and Analysis of Malware Pune, India ACM India Council

HPC for AI and Dedicated Applications Barcelona, Spain ACM Europe Council

Data Science Athens, Greece SIGMOD+SIGIR+SIGKDD

Cybersecurity and Data Analytics Delhi, India ACM India Council

Projects Based on UN’s Sustainability Goals Prague, Czech Rep. SIGEVO

Hybrid Cloud Bangalore, India ACM India Council

Machine Learning for Data Mining  
and Search

Cape Town, S. Africa SIGIR+SIGKDD
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Inviting Young 
Scientists

Meet Great Minds in Computer 
Science and Mathematics

As one of the founding organizations of the Heidelberg Laureate Forum http://www.
heidelberg-laureate-forum.org/, ACM invites young computer science and mathematics 
researchers to meet some of the preeminent scientists in their field. These may be the very 
pioneering researchers who sparked your passion for research in computer science and/or 
mathematics. 

These laureates include recipients of the ACM A.M. Turing Award, the ACM Prize in Computing,  
Abel Prize, the Fields Medal, and the Nevanlinna Prize.

The 8th Heidelberg Laureate Forum will take place September 20–25, 2020 in Heidelberg, 
Germany.

This week-long event features presentations, workshops, panel discussions, and social events 
focusing on scientific inspiration and exchange among laureates and young scientists.

Who can participate?
Students of computer science and mathematics (or closely related fields) at the Undergraduate/ 
Pre-Master, Graduate Ph.D. and Postdoc levels can apply for the Heidelberg Laureate  
Forum. Postdocs include young researchers in classical postdoc positions as well as those 
who have recently completed (within five years) their Ph.D. and are still strongly interested  
in scientific matters, even if currently working in a non-scientific environment.

How to apply:
Online: https://application.heidelberg-laureate-forum.org/ 
Materials to complete applications are listed on the site.

What is the schedule?
The application deadline is February 14, 2020.
Successful applicants will be notified by mid-late April 2020.

More information available on  
https://www.heidelberg-laureate-forum.org/young-researchers/faq.html

PHOTOS:  
©Heidelberg Laureate Forum Foundation

ACM_HLF_ad-2019.indd   1 10/18/19   5:17 PM
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cerf’s up

I’m no economist, but I have become 
convinced that our consuming societies,  
at least in the economically “developed” 
world, have become sources of harm to 

ourselves and our planet. One has 
only to read about single-use prod-
ucts (for example, plastic bags and 
bottles, packaging material, straws, 
paper cups, gift wrapping) or short-
use products (for example, mobile 
phones and other electronics) to rec-
ognize this is a serious and huge prob-
lem. This consumption drives a sig-
nificant part of the economy. It isn’t 
just relatively modest per-item costs 
either. We probably don’t use automo-
biles as long as we could (and should) 
before we want the latest and greatest. 
There is a category of goods called 
durable goods that typically have lon-
ger usage. Washing machines, refrig-
erators, ovens, stove tops, fireplaces, 
utensils, and dishes fall into this cat-
egory. This line of reasoning makes 
me wonder whether we could shift 
the pollution needle toward longer 
use products as substitutes.

While it is not a solution to all short-
use goods, software can contribute 
new functionality without requiring 
replacement of the underlying hard-
ware. A good example of this is found 
with the Tesla electric cars. They are 
heavily dependent on software for 
their operation and upgrades with 
new functionality are frequent and 
unobtrusive. One wonders whether 
this concept could increase the use-
ful lifetime of at least some products. 
Of course, the idea is not useful for 
nonprogrammable goods, like plastic 
bottles and paper towels!

However, it is worth thinking about 
the design of products to maximize 
ease of repair, durability, and perhaps 

also repurposing. For example, imag-
ine glass jars designed to be useful as 
cups as well as being reused as con-
tainers. Remember Mason jars for 
preserving fruits and vegetables for 
the winter? Or the glass bottles that 
soft drinks came in that were re-
deemed for two cents and reused by 
the bottling companies? What about 
reversible clothing? I remember sav-
ing animal fat and turning it into 
soap (OK, I suppose that would be a 
bit extreme today). None of these are 
new ideas but they make me wonder 
about increasing the value of durabil-
ity and decreasing the attraction of 
throwaway products.

I guess that changing the value 
system is a form of social engineer-
ing and not so easy. One would look 
for incentives for consumers and 
producers to induce such a change. 
It’s also important to understand 
how such a trend would affect the 
economy. Consumption drives pro-
duction and expenditure. Would 
the “velocity of money” change sig-
nificantly in a society that values 
durability? How might that affect 
economic indicators such as gross 
domestic product (GDP)? Would 
this change income and wealth in-
equality? Would it affect the way in 
which companies are valued? Prof-
it growth as a metric of corporate 
value may induce behaviors that 
are not conducive to societal well-
being if the side effects are pollu-
tion, waste, and externalizing costs 
(for example, shipping trash out of 
the country). I’m not qualified to 

answer any of these questions, but 
they all seem to me worthy of asking.

Returning to the possible role of 
software and computing, one won-
ders whether these tools could be 
applied to the design of durable and 
reusable products? I am thinking 
not only of programmable goods but 
of other products that would ben-
efit from flexible designs. It used to 
be the case that repair of products 
and inventory of spare parts added 
value to the products. Products to-
day seem to be designed not for re-
pair but replacement. Could we ap-
ply our machine learning and other 
software tools to make products 
more repairable rather than less? It 
is possible that modularity of design 
could play a role although it might 
increase the cost of production but 
perhaps reduce the lifetime cost of 
use. We have tried to make products 
recyclable but this seems to have 
been only partially effective. Perhaps 
a return to durability is worthy of 
consideration. Of course, I may have 
been influenced by the fact that I live 
in a house full of antiques, some of 
which are over 200 years old—not 
counting me. At some point, the val-
ue of used furniture goes from zero 
to ridiculously expensive.	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.

On Durability
DOI:10.1145/3377424		  Vinton G. Cerf
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ACM  ON A MISSION TO SOLVE TOMORROW.

Dear Colleague,

Without computing professionals like you, the world might not know the modern 
operating system, digital cryptography, or smartphone technology to name an obvious few.  

For over 70 years, ACM has helped computing professionals be their most creative, connect 
to peers, and see what’s next, and inspired them to advance the profession and make a 
positive impact.

We believe in constantly redefining what computing can and should do. 

ACM offers the resources, access and tools to invent the future. No one has a larger 
global network of professional peers. No one has more exclusive content. No one 
presents more forward-looking events. Or confers more prestigious awards. Or provides 
a more comprehensive learning center.

Here are just some of the ways ACM Membership will support your professional growth 
and keep you informed of emerging trends and technologies:

	 •   Subscription to ACM’s flagship publication Communications of the ACM
	 •   Online books, courses, and videos through the ACM Learning Center
	 •   Discounts on registration fees to ACM Special Interest Group conferences
	 •   Subscription savings on specialty magazines and research journals
	 •   The opportunity to subscribe to the ACM Digital Library, the world’s 
	     largest and most respected computing resource 

Joining ACM means you dare to be the best computing professional you can be. It means 
you believe in advancing the computing profession as a force for good. And it means 
joining your peers in your commitment to solving tomorrow’s challenges.

Sincerely,

Cherri M. Pancake
President
Association for Computing Machinery

Advancing Computing as a Science & Profession
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Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

Sizing the U.S.  
Student Cohort for 
Computer Science 
Mark Guzdial considers indicators that U.S.  
K–12 students will study computer science.

DOI:10.1145/3374764			   http://cacm.acm.org/blogs/blog-cacm

Mark Guzdial  
The Size  
of Computing 
Education Today,  
By The Numbers
�http://bit.ly/2sxWlBq 
November 3, 2019

Alan Kay, Cathie Norris, Elliot Solo-
way, and I had an article in the 
September 2019 issue of Commu-
nications called “Computational 
Thinking Should Just Be Good Think-
ing” (access the article at http://bit.
ly/2P7RYEV). Our argument is that 
“computational thinking” is already 
here — students use computing every 
day, and that computing is undoubt-
edly influencing their thinking. What 
we really care about is effective, criti-
cal, “expanded” thinking, where com-
puting helps us think. To do that, we 
need better computing.

Ken Kahn engaged with our arti-
cle in the comments section (thank 
you, Ken!), and he made a provoca-
tive comment:

There are have been many suc-
cessful attempts to add program-

Here is what I found. I decided to be 
U.S.-centric, so that I could compare to 
known overall populations.

Overall Populations
Number of people in the U.S. 
(World Population Review, http://bit.ly/ 
2Pg79Mu): 329 million.

Number of school children in the 
U.S. (National Center for Educational 
Statistics, http://bit.ly/2OKFhAK):  
56.6 million

	˲ About 50.8 million in public 
schools, about 5.8 million in private 
schools. Only about 1.5 million chil-
dren are homeschooled.

	˲ 35.5 million are in pre-K to grade 8, 
15.3 million in high school.

Learners of Computing vs.  
Users of Computing Tools

Number of Scratch users in  
U.S. (Scratch community statistics 
at a glance, http://bit.ly/37YWrCl): 
19.2 million.

We don’t know ages (and we know 
that we can’t trust the age data in Scratch; 
see “Youth Computational Participa-

ming to games: Rocky’s Boots 
(1982), Robot Odyssey (1984), Ro-
boSport (1991), Minecraft (mul-
tiple extensions), and probably 
many more. But these efforts 
excite a small fraction relative 
to those who are excited about 
using general-purpose program-
ming systems such as Logo, 
Scratch, Squeak, ToonTalk, or 
Snap! for their own projects.

That got me wondering: Is gener-
al-purpose programming more popu-
lar than specialized programming? 
That’s a hard question to answer, 
but there are other related questions 
that are answerable. What fraction 
of people use Scratch and other gen-
eral-purpose programming systems,  
versus something like Minecraft? 
What fraction of students learn any 
kind of programming at all? How 
many students learn general-purpose 
programming today, compared to us-
ing other computing environments 
or learning other science, technol-
ogy, engineering and mathematics 
(STEM) subjects?
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tion in the Wild: Understanding Expe-
rience and Equity in Participating and 
Programming in the Online Scratch 
Community,” http://bit.ly/2ONsq0E). 
Roughly one-third of all U.S. school-
children have tried Scratch. While 
Logo, Snap!, Squeak, and other tools 
are popular, they are nowhere near as 
popular as Scratch. Scratch is likely our 
best possible scenario.

Number of Code.org stu-
dents in U.S. (2018, Computing  
Education Research Blog, http://
bit.ly/2DJiz5W): 1.2 million.

Number of Minecraft users 
(from “‘Minecraft’ has been qui-
etly dominating for over 10 years, 
and now has 112 million players 
every month,” Business Insider, 
September 14, 2019, http://bit.
ly/2OISLNv): 112 million.

Obviously, that’s more than the 
U.S., and not just school age, since 
that’s even school children or a third 
of everyone in the U.S. I was unable to 
find a number just in the U.S.

I found this estimate for the num-
ber of children playing Minecraft (in 
“Minecraft teaches kids about tech, 
but there’s a gender imbalance at 
play,” The Conversation, January 16, 
2018, http://bit.ly/2OISLNv):

The results show that 53% of 
children aged 6 to 8, and 68% of 
children aged 9 to 12, are actively 
playing Minecraft. More than 
half of those play more than once 
per week.

Number of Fortnite users (from 
Fall Skirmish Fortnite Series, Fall Skir-
mish Details, September 20, 2018):  
78.3 million.

Again, more than in the U.S., and 
not limited to school children.

The best estimate I could find is that 
61% of U.S. teens play Fortnite (from 
“Exclusive: ‘Fortnite’ survey shows 
kids are playing in class. So what can 
parents do?” USA Today, December 6, 
2018, http://bit.ly/363N02V), so per-
haps 9.3 million.

Bottom line: There is no comput-
ing education tool that comes any-
where close to the number of children 
who play Minecraft or Fortnite.

Learners of Computing vs.  
Other Learners of STEM
One way of getting a sense of access to 
computing vs. other subjects in the U.S. 
is to look at access to Advanced Place-
ment, which is a program for accessing 
advanced subjects (for college credit or 
placement) in high school. It is gener-
ally considered elitist: not every student 
gets access to it (though there is some 
argument that it’s no longer elitist.) But 
if we’re going to compare between sub-
jects, it’s elitist to all subjects equally.

Number of students who 
took AP Calculus AB (2018, 
http://bit.ly/2sHB1cU):  
308,537

Number of students who 
took AP Calculus BC (2018, 
http://bit.ly/2sHB1cU):  
139,376
Total: 347,913

Compared to the 15.3-million high 
schools students in the U.S., this is 
about 2%. It’s an upper bound on the 
number of students that one might get 
in an AP STEM class.

Number of students who took 
AP Physics 1 (2018, http://bit.
ly/2LhaXMg): 170,653

Number of students who took 
AP Physics 2 (2018, http://bit.
ly/2LgcvpC): 24,985

Total: 195,638

Number of students who 
took AP Computer Science A 
(2018, http://bit.ly/360EMbS):  
65,133

Number of students who took 
AP Computer Science Principles 
(2018, http://bit.ly/2ONsq0E): 
72,187

So, combined, AP exams in com-
puter science have about 137,320 
exam takers, which is about 70% of AP 
Physics. That’s about 40% of AP Calcu-
lus, or about 40% of 2% of all U.S. high 
school students.

The Bottom Line: Computing edu-
cation is not even close to the main-
stream of STEM.

Conclusion: We should try every-
thing: In general, we have not yet cre-
ated popular computing education. 
We reach very few students. 

To respond to Ken, we only have 
reached a small fraction of students 
with all our tools combined. We 
should be programming extensions to 
games and general-purpose program-
ming languages and everything else 
we can think of that might help kids to 
gain access to computing education. 

There’s so little reaching students 
now that it doesn’t make sense to 
build only on what’s been most suc-
cessful in the past. All past successes 
may be local maxima. We may have 
to try something radically different 
to reach many students.

Comments
Interesting numbers. It would be great  
to get a worldwide census. I think  
the numbers are better in the U.K. for  
5-to-16-year-olds, and not as good for 
16 to-18-year-olds. I’ve heard about 
countries with much better numbers 
(Costa Rica, Lithuania, ??).

Twelve years ago, I wrote “Should 
Logo Keep Going Forward 1?” (http://bit.
ly/2Lz2gx1) for EuroLogo 2007. I tried 
to argue against incremental progress; 
instead, we should move towards 
“something radically different” as you 
suggest. I came up with a list of 12 ideas 
that looking at it now should be a much 
longer list. One thing I would add today 
is artificial intelligence playing multiple 
roles including being a guide/coach and 
providing new kinds of computational 
building blocks for students to use in 
their projects.

One topic that Seymour Papert 
brought up when I spoke to him about 
this just before his accident is, whose 
aesthetics should count: mathematicians 
or engineers? A mathematically aesthetic 
design would be based upon a very small 
set of very expressive building blocks. 
Nearly everything we build for children 
has been engineered to have a large 
number of nice features, instead of a 
beautiful kernel.

Ken Kahn
November 4, 2019

Mark Guzdial is a professor in the Computer Science & 
Engineering Division of the University of Michigan, USA.
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O
N E  OF  TH E core beliefs be-
hind the push to build 
quantum computers is that 
they will power a massive 
expansion in computing 

capability. However, how much capa-
bility could the technology really bring 
and, even if we can harness all that 
power, how can we be sure quantum 
computing will provide accurate an-
swers when there is no way to run the 
same algorithms on conventional com-
puters for verification?

A paper on the use of quantum en-
tanglement in verifying the solutions 
to problems published in the spring of 
2019 by California Institute of Technol-
ogy (Caltech) postdoctoral researchers 
Anand Natarajan and John Wright has 
shown how quantum computers can 
prove their results are legitimate. The 
expansion in what is provable is likely 
to lead to a situation where the ability 
of quantum computers to demonstrate 
the correctness of their calculations far 
outstrips their ability to compute the 
results in the first place.

The key to checking the work of high-
ly powerful computers lies in a result 
published in 1988 by Michael Ben-Or 
and Avi Wigderson of Hebrew Universi-
ty, working together with Shafi Goldwas-
ser and Joe Kilian at the Massachusetts 

Learning to Trust 
Quantum Computers 
They need to show us they can solve the biggest problems.

Science  |  DOI:10.1145/3374874	 Chris Edwards

A Rigetti Computing quantum processor based on 32-qubit superconducting chip technology.

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3374874
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Institute of Technology (MIT). Their 
original aim was to find a new way to 
construct authentication systems that 
did not rely on cryptographic functions 
that are assumed to be hard for comput-
ers to break. To do so, they employed 
the idea of the zero-knowledge proof, 
which lets two remote systems (known 
as provers) demonstrate to a third party, 
the verifier, that they hold a secret, with-
out revealing the secret itself. 

The provers are assumed to be able 
to solve any problem. To prevent the 
provers from cheating, the verifier uses 
randomly generated queries in an in-
teractive protocol designed to catch 
attempts by either prover to conspire 
with the other to deliver a false answer. 
The only way they could lie reliably 
is to work together. To avoid this pos-
sibility, classical implementations of 
zero-knowledge proofs rely on setting 
up the tests so the two provers cannot 
communicate with each other directly. 

The work on multiprover interac-
tive proof (MIP) systems later expanded 
into delegated computing: to let sys-
tems offload tasks to remote servers. 
In a paper presented at the 2008 ACM 
Symposium of the Theory of Comput-
ing in British Columbia, Canada, Gold-
wasser and colleagues referenced the 
Harry Potter series, whose seventh and 
final volume was published that year, 
with the claim that a “muggle” ma-
chine (in this context, a conventional 
computer) could check the work much 
more capable computers claim to be 
able to perform. The question that chal-
lenged theoreticians was how much 
more those magical systems could do, 
and still let non-wizardly computers 
check whether their work is valid. 

A few years after the original MIP 
work appeared, Lászlo Babai, Lance 
Fortnow, and Carsten Lund, working 
at the University of Chicago, showed a 
user with access to a machine able only 

to handle problems in polynomial time 
could verify the work on problems that, 
for a Turing machine that can perform 
multiple operations in each computa-
tional step, require exponential time to 
solve. This is a complexity class known 
as NEXP. The open question before last 
year was what difference quantum en-
tanglement between the provers would 
make, an arrangement that mathemati-
cians call MIP*.

“When MIP* was first introduced, it 
wasn’t clear whether it was more pow-
erful than MIP,” Wright says. 

Researchers believed MIP* could de-
liver greater power by letting the provers 
share states through entanglement. But 
it carried with it the threat of collusion. 
Separate provers could use their shared 
knowledge to collude with each other in 
a way that classical multiprover systems 
do not. This would, in turn, reduce the 
theoretical power of multiprover sys-
tems that use quantum-capable provers.

ACM has named 58 members ACM 
Fellows for their wide-ranging, fun-
damental contributions in areas 
including artificial intelligence, 
cloud computing, combating 
cybercrime, quantum computing, 
and wireless networking. 

“Computing technology has 
had a tremendous impact in 
shaping how we live and work 
today,” said ACM President Cherri 
M. Pancake. “In highlighting the 
accomplishments of the ACM Fel-
lows, we hope to give credit where 
it is due, while also educating the 
public about the extraordinary 
array of areas in which computing 
professionals work.”

The 2019 Fellows hail from 
universities, companies and 
research centers in Australia, 
Canada, China, Egypt, France, 
Germany, Israel, Italy, Switzer-
land, and the United States.
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Kanianthra Mani Chandy, 

California Institute of 
Technology

Xilin Chen, Institute of 
Computing Technology, 
Chinese Academy of Sciences

Elizabeth F. Churchill, Google
Philip R. Cohen,  

Monash University
Vincent Conitzer, Duke University
Noshir Contractor,  

Northwestern University
Matthew B. Dwyer,  

University of Virginia
Elena Ferrari,  

University of Insubria
Michael J. Freedman,  

Princeton University
Deborah Frincke, U.S. National 

Security Agency

Lise Getoor, University of 
California, Santa Cruz

Maria L. Gini,  
University of Minnesota

Subbarao Kambhampati,  
Arizona State University

Tamara G. Kolda,  
Sandia National Laboratories

Songwu Lu, University of 
California, Los Angeles

Wendy Elizabeth Mackay, Inria
Diana Marculescu,  

University of Texas at Austin
Sheila McIlraith,  

University of Toronto
Rada Mihalcea,  

University of Michigan
Robin R. Murphy,  

Texas A&M University
Marc Najork, Google
Jason Nieh, Columbia University
Hanspeter Pfister,  

Harvard University
Timothy M. Pinkston, University 

of Southern California
Mihai Pop, University of 

Maryland, College Park
Andreas Reuter, Heidelberg 

University/Heidelberg Laureate 
Forum Foundation

Jeffrey S. Rosenschein,  
Hebrew University

Srinivasan Seshan,  
Carnegie Mellon University

Prashant J. Shenoy, University of 
Massachusetts Amherst

Peter W. Shor, Massachusetts 
Institute of Technology

Mona Singh, Princeton University
Ramesh K. Sitaraman, University 

of Massachusetts Amherst
Dawn Song, University of 

California, Berkeley
Salvatore J. Stolfo,  

Columbia University
Dacheng Tao,  

The University of Sydney
Moshe Tennenholtz, Technion
Giovanni Vigna, University of 

California, Santa Barbara
Nisheeth K. Vishnoi. 

Yale University
Darrell Whitley,  

Colorado State University
Yuan Xie, University of California, 

Santa Barbara
Moustafa Amin Youssef, 

Alexandria University
Carlo A. Zaniolo. University  

of California, Los Angeles
Lidong Zhou,  

Microsoft Research Asia

ACM will formally recognize 
its 2019 Fellows at the annual 
Awards Banquet in San Francisco 
on June 20, 2020. Additional 
information about the 2019 ACM 
Fellows, as well as previously 
named ACM Fellows, is available 
on the ACM Fellows site at https://
awards.acm.org/fellows.

Milestones

ACM Recognizes 2019 Fellows 
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compression that makes it possible for 
classical machines to handle spaces far 
beyond their capabilities.

The problem space that a MIP* sys-
tem can handle could be far bigger than 
that and introspection may provide the 
way forward. “You’d hope to use succes-
sive layers of introspection,” Wright says, 
with each round of introspection pro-
ducing a smaller protocol until the mes-
sages are small enough to be exchanged 
with a purely classical computer. Here 
again, Ji’s work provides inspiration for 
this nested use of introspection. 

In a follow-up paper with Yuen, Vid-
ick, and Singapore University of Tech-
nology and Design associate professor 
Joseph Fitzsimons, Ji showed how it 
was possible to use the technique re-
cursively to arbitrarily deep levels of 
exponentiation. As long as the veri-
fier could tolerate some level of doubt, 
they could check the work of provers 
on problem spaces far larger than the 
number of atoms in the universe. For 
mathematicians specializing in the 
field, Natarajan and Wright’s result 
put MIP* on much firmer footing that 
may expand the power of quantum-
enabled provers to the edges of com-
plexity theory.

“This result, I think, has dramati-
cally shifted the attitude of the com-
munity towards MIP*: while before I 
think many of us would’ve hedged our 
bets on the complexity of MIP*, now 
it seems much more conceivable—
likely, even—that the complexity of 
MIP* won’t just stop at NEEXP, but 
could keep on going to arbitrarily large 
complexity classes such as NEEEXP or 
NEEEEEEEXP, or potentially even un-
decidable problems,” Yuen says. “The 
Natarajan-Wright result is giving us 
really compelling evidence of the tre-
mendous complexity of MIP*.”

Wright says work continues on re-
cursively using introspection, though 
it is not yet clear whether it will work. 
The implications would be pretty big, 
he says, if undecidable problems are 
also shown to fit into MIP*. “If two 
people told you that a Turing machine 
halts on a given input, how would you 
check that without just running it until 
it halts, which could take an unbound-
ed amount of time?” he asks. Quantum 
multiprovers, in this scenario, would 
provide the way to determine whether 
those people were telling the truth. 

How they knew would likely remain a 
mystery as there is no prospect of any-
one being able to construct a computer 
that can provide the answer. 

The result also circles back to the 
zero-knowledge proofs of cryptogra-
phy research that kicked off work on 
multiprover systems. Says Yuen, “One 
of my recent papers shows that the 
class MIP* is equal to the class zero-
knowledge MIP*. In other words, ev-
ery interactive proof conducted with 
quantum-entangled provers can be 
transformed into an equivalent zero-
knowledge protocol.”

If undecidable problems do fall into 
MIP*, the verifier would have proof there 
is an answer to a problem that computer 
science today considers unknowable, 
but not what the answer is. “While I 
can’t imagine that there could be practi-
cal applications of this fact, it would be 
an amusing fact if nothing else.”

Yuen says there are potential prac-
tical benefits for much smaller prob-
lems: “One could envision people 
inventing protocols for verifying ex-
tremely large computations where the 
verifier could be extremely succinct in 
its interrogation of the provers.”

The research continues, although 
much remains uncertain as to how far 
mathematicians can push the upper 
bounds of theoretical capability. What 
has been shown so far is that quantum 
entanglement could underpin a mas-
sive expansion in what is computable.�
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Working with Caltech professor of 
computing and mathematical scienc-
es Thomas Vidick, Natarajan demon-
strated in 2016 it was possible to stop 
cheating by entangled provers. The pro-
tocol, known as the Pauli braiding test, 
exploits the Heisenberg Uncertainty 
Principle. If one system attempts to 
measure a variable held by a quantum 
bit or qubit, information on the other 
properties the entangled qubit holds 
is destroyed. Over a series of questions, 
the verifier switches between the prov-
ers, asking them different things in a 
way that the answers can be checked for 
consistency, but destroying data that 
would let them collude.

By this point, mathematicians in 
the field considered the quantum ver-
sions of multiprover systems at least as 
powerful as their entirely classical coun-
terparts. What remains unclear to this 
day is the upper bound. Natarajan and 
Wright were able to expand the known 
upper bound to systems exponentially 
larger than NEXP: a class called NEEXP.

A major hurdle in developing the 
proof was the mismatch between the 
size of messages a verifier can send to 
the provers and the space occupied by 
a problem with an NEEXP-level of com-
plexity. Simply expressing the problem 
can exhaust the capacity of the verifier. 
“The graph becomes so large that to 
even give a name to a specific vertex re-
quires an exponential number of bits,” 
Wright says.

If a verifier, for example, cannot 
identify a specific vertex in the com-
plete graph, how does it get provers 
to deliver believable answers? The an-
swer, for Natarajan and Wright, was to 
use what they call “introspection.”

Says Henry Yuen, assistant professor 
of computer science and mathematics at 
the University of Toronto, “The idea can 
be traced back to a paper of Zhengfeng Ji, 
although he didn’t call it introspection.”

Ji’s work led to a result superficially 
similar to Natarajan and Wright’s, but 
with a key difference: there would be 
a credibility gap in what the provers 
can demonstrate to the verifier that ex-
pands as problems become bigger. Ji 
also showed a carefully chosen proto-
col can make provers ask questions of 
themselves in a controlled manner and 
use the answers they derive to look into 
the much, much larger answer space. 
In effect, introspection acts as a form of 
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close enough to that of a previously 
authenticated template that digitally 
describes legitimate users.

This authenticated template is 
known in the payments industry as 
the user’s “digital mask.” Such masks 
have two major components: a device 
fingerprint (which includes device 
fingerprinting factors like your com-
monly used IP addresses, firmware 
version, installed plugins, time zone, 
screen resolution, preferred window 
sizes, GPU type, OS version, and brows-
er cookies), and a behavioral profile 
based on factors such as how ‘clicky’ 
you are when using a mouse or touch-
screen online, the amount of time you 
typically spend at an e-store, your usual 
items of interest, the amount you usu-
ally spend, and whether you tend to 
buy digital or actual goods.

However, here’s the thing: hackers 
can penetrate payment systems and 
steal copies of those masks. Alterna-
tively, and more likely, they can use 
malware planted on poorly defended 
computers and smartphones to trans-
mit device and behavioral data to them 

D
E E P W ITHIN THE encrypted 
bowels of the dark Web, be-
yond the reach of regular 
search engines, hackers and 
cybercriminals are brazenly 

trading a new breed of digital fakes. Yet 
unlike AI-generated deepfake audio 
and video—which embarrass the likes 
of politicians and celebrities by mak-
ing them appear to say or do things 
they never would—this new breed of 
imitators is aimed squarely at relieving 
us of our hard-earned cash.

Comprising highly detailed fake 
user profiles known as digital doppel-
gängers, these entities convincingly 
mimic numerous facets of our digi-
tal device IDs, alongside many of our 
tell-tale online behaviors when con-
ducting transactions and e-shopping. 
The result: credit card fraudsters can 
use these doppelgängers to attempt 
to evade the machine-learning-based 
anomaly-detecting antifraud measures 
upon which banks and payments ser-
vice providers have come to rely.

It is proving to be big criminal busi-
ness: many tens of thousands of doppel-
gängers are now being sold on the dark 
Web. With corporate data breaches fuel-
ing further construction of what market 
analyst Juniper Research calls “synthet-
ic identities,” Juniper estimates online 
payment fraud losses will jump to $48 
billion by 2023, more than double the 
$22 billion lost in 2018.

The existence of a doppelgänger 
dark market was first discovered in Feb-
ruary 2019 by security researcher Sergey 
Lozhkin and his colleagues at Kasper-
sky Lab, the Moscow-based security 
software house. His team was carrying 
out their regular threat analyses on sev-
eral underground dark forums, “when 
we discovered a private forum where 
Russian cybercriminals were hosting 
information about something called 
the Genesis Store,” Lozhkin says.

Fraud-on-Demand
When the security researchers gained 
access to it, Genesis turned out to be 
an invitation-only, crime-as-a-service, 
identity-theft e-shop containing so-
phisticated doppelgänger datasets 
mimicking 60,000 people, including, 
in many cases, their stolen logins and 
passwords for online shops and pay-
ment service providers. Each identity 
was for sale, at prices varying from $5 
to $200 (depending on the amount of 
useful credit-card-hacking data each 
contained.) Once launched in a brows-
er, each doppelgänger could then be 
used for fraud.

What is actually going on here, it 
turns out, is the turning of one of the 
major pillars of latter-day antifraud 
technology against itself. To detect 
fraudulent transactions in real time, 
credit card companies, banks, and 
payment processors use commercial 
machine learning (ML) anomaly-de-
tection software, which determines 
whether the dataset covering the de-
vices and behaviors of the user at-
tempting to make a transaction are 

Dark Web’s Doppelgängers  
Aim to Dupe Antifraud Systems 
Digital doppelgängers that fool online payment fraud  
detection systems are a threat to your bank balance. 

Technology  |  DOI:10.1145/3374878 	 Paul Marks 

The home page of Genesis Market, a referral market focused on scam prevention for both 
vendors and buyers. As the site says, “Our mission is to create a market where scams are 
not be tolerated from neither vendors nor buyers. Period.”
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over a botnet, so they can then cre-
ate their own competing masks from 
scratch. Then they just launch them 
through a customized browser the 
Genesis gangsters call Tenebris, and 
connect using an IP-address-mimick-
ing proxy to make transactions that 
fool the fraud detection systems.

Lozhkin says the Genesis dark mar-
ket has effectively turned the decades-
old practice of credit card fraud (also 
known as ‘carding’) into a new, highly 
targeted, industrial-scale criminal ac-
tivity. It’s one slick high-tech opera-
tion: for instance, the Kaspersky team 
found the fraudsters had written algo-
rithms that automatically price each 
doppelgänger, based on its fraudulent 
earnings potential.

Because the Genesis Store uses bot-
nets to harvest data to construct its own 
fake masks, criminals can target vic-
tims directly. “A search panel lets users 
search for specific bots, website logins 
and passwords, the victim’s country, 
operating system, date the profile first 
appeared on the market—everything 
is searchable,” Kaspersky Lab says in 
an analysis of the offerings on Genesis 
that it has posted on its Securelist blog.

It appears to be popular. “We are 
seeing monthly increases in the num-
bers of [data-stealing] bots that are be-
ing sold on the market, and also in the 
numbers of cybercriminals that want 
to buy stolen information, so it’s still 
growing,” says Lozkhin.

Combating the Threat
On the front line of the antifraud indus-
try, doppelgängers are indeed being 
seen as a latter-day adversary. “Our cus-
tomers continue to see fraud attacks of 
many different types, including those 
using doppelgängers, and the landscape 
of these attacks changes daily,” says Da-
vid Excell, founder of Featurespace, one 
of the leading antifraud anomaly detec-
tion technology providers, with bases in 
Cambridge, U.K. and Atlanta, GA.

To fight digital payment fraud, Fea-
turespace has developed a probabi-
listic machine learning platform that 
alerts finance firms to fraud attempts. 
Called the Adaptive Real-time Change 
Identifier (ARIC), it lets companies 
“construct their own doppelgänger 
for each consumer, in the form of an 
individual behavioral profile,” says Ex-
cell. “Using these profiles, we’re able 

to identify if the interaction for a cus-
tomer is normal, based on how they’ve 
behaved in the past. Typically, a fraud-
ster is revealed when they attempt to 
monetize their attack, because at that 
point, their behaviors aren’t matching 
the ones we expect to see from the ac-
tual customer.”

Like its rivals in the anomaly de-
tection arena, Featurespace does not 
reveal how its proprietary algorithms 
spot that mismatch. However, Excell 
says, defending against digital fraud 
is about far more than the ‘secret 
sauce’ behind their ever-changing al-
gorithms. “Protecting a financial insti-
tution from fraud is no easy task and 
relies on a combination of data, tech-
nology and processes,” he says.

One measure finance firms can take 
in the war against fraud is to eschew 
the use of standalone disconnected 
businesses. “Financial institutions 
tend to operate multiple business 
units in silos, making it difficult to 
join systems together. This is one of 
the weaknesses that fraudsters often 
try to exploit,” says Excell.

By linking data sources in such units 
together and having oversight of cus-
tomer interactions across many chan-
nels, Excell says, “financial institutions 
can build individual behavioral pro-
files in real time to spot the unusual or 
incorrectly mimicked behavior of the 
fraudster.” As an example, he points to 
how the channels a bank would need 
to integrate would include traffic on its 
online service, its mobile app, transac-
tions undertaken in the branch, and 
also those on the phone.

It’s the sunk costs in older technol-
ogy, such as the kit and code in those si-
los, that are leaving some firms behind 
in the cyber arms race against fraud-
sters, says Ian Thornton-Trump, an IT 
security analyst at cybersecurity insurer 
and underwriter AmTrust Financial Ser-
vices in New York City. “The current cy-
bersecurity problem has little to do with 
security controls or their effectiveness: 
the arch nemesis of cybersecurity is 
network complexity and technological 
debt,” he says.

The problem, he says, is that while 
physical network complexity has 
changed little, logical network com-
plexity has gone through the roof with 
the addition of low-cost, off-premise, 
cloud-hosted software-as-a-service 

ACM 
Member 
News
PRODUCING LEADERS FOR 
THE NEXT CS GENERATION  

“I was lucky,” 
says Huan Liu, 
a professor  
of computer 
science (CS) and 
engineering at 
Arizona State 

University (ASU), when reflecting 
on the trajectory of his career.  
“I picked computer science in 
college, I picked AI (artificial 
intelligence) when doing my 
Ph.D. research, I picked 
machine learning after I 
graduated, and then I moved 
into data mining.”

Liu earned master’s and 
Ph.D. degrees in computer 
science from the University of 
Southern California, following 
an undergraduate degree in 
computer science and electrical 
engineering from China’s 
Shanghai Jiao Tong University.

Before joining the faculty at  
ASU, Liu worked in the Research  
Labs of Telecom Australia 
Research Labs, and was affiliated 
with the faculty of the National 
University of Singapore.

Liu’s research interests 
are in data mining, machine 
learning, social computing, 
and artificial intelligence. He 
investigates interdisciplinary 
problems that arise in many 
real-world, data-intensive 
applications with high-
dimensional data of disparate 
forms, such as social media.

His current research focus 
is on causal learning with data, 
detecting fake news and bots, 
and also how to preserve privacy 
in social media. He works to 
discover actionable patterns or 
insights from data, particularly 
social media. 

Liu is highly invested in his 
students. His senior doctoral 
students guide junior members 
and help them to succeed, 
and through this process they 
naturally become leaders. “The 
key for me is to produce the next 
generation of top computer 
scientists,” he says. 

Liu takes pride in his 
graduates, pointing out  
that many co-authors  
of his published research  
are former students who have 
now moved on. “I follow my 
students to success.” 

—John Delaney
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(SaaS), platform-as-a-service (PaaS) 
and infrastructure-as-a-service (IaaS) 
facilities to those physical networks. 
Understanding that complexity, adopt-
ing a roadmap that reduces it, and re-
moving the least secure parts (probably 
the old legacy systems) is one key to 
enhancing security, Thornton-Trump 
says. “If you know what ‘normal’ is, 
and what systems you need to protect, 
this would make anomaly detection far 
more effective.”

Bounty Hunters vs. Fraudsters
Still another way to defeat doppel- 
gänger fraudsters is to harness the 
skills of crowdsourced ethical hack-
ers, says Laurie Mercer, a security 
engineer with London-based Hack-
erOne, a bug bounty firm that offers 
cash rewards to the more than 400,000 
ethical hackers it has registered on its 
books. By probing corporate systems, 
they can help firms find the kind 
of vulnerabilities that let criminals 
plant their data-stealing bots.

“Online payment systems and  
e-commerce brands have sophisti-
cated technology in place to prevent 
fraud, but humans can often outwit 
these technical controls. And, it takes 
a human to outwit a human,” Mercer 
says, suggesting his organization’s 
hacker army is the best way to unleash 
human intelligence against the fraud-
sters. He’s not alone: Goldman Sachs, 
the U.K. challenger bank Starling, 
and the Germany-based direct bank 
N26 are all financial organizations 
working with white-hat hackers to se-
cure their digital assets. “Anyone who 
finds a security vulnerability on these 
companies’ assets can report them to 
the company, potentially earning a 
bounty,” Mercer says.

The human factor matters at an-
other level, too, says Amanda Wid-
dowson, cybersecurity champion at 
the Chartered Institute of Ergonom-
ics & Human Factors in London, not-
ing that the Genesis Store’s doppel-
gängers are more of a threat if they 
include login/password pairs, some-
thing people have the power to limit 
spilling to fraudsters.

“The temptation is to use the same, 
easy-to-remember and so easy-to-guess 
password for multiple applications. 
The danger is, if one application is 
compromised, our other applications 

are also at risk. What’s needed is more 
investment in alternative methods of 
user validation such as biometrics—
face, iris, and fingerprint recognition—
to reduce reliance on limited human 
memory capacity,” Widdowson says.

Kaspersky Lab agrees, urging that 
people use strong passwords, biomet-
rics, and multi-factor authentication 
to keep the bots out. “People should 
be practicing safe cybersecurity habits, 
implementing the same methods they 
would to prevent any malware infection 
on their personal devices,” says Lozhkin.

Most importantly, he says, since the 
doppelgängers were constructed via 
botnets, “strong cooperation and quick 
information sharing between cyber-
security vendors and law enforcement 
agencies around the world will be key 
to a fast shutdown of such services.”

For the future, however, the banking 
and finance industry’s move to voice-
based account management servic-
es—following on the success of voice 
assistants like Amazon’s Alexa, Google 
Home, and Apple’s Siri—may end up 
making them vulnerable to hack at-
tacks via deepfake audio. That might 
add a voiceprint component to digital 
doppelgängers, with heavy ramifica-
tions for services.

Indeed, the threat that fake AI-gen-
erated voices pose to humans, rather 
than voice assistants, is already more 
than apparent. In September, it 
emerged that the CEO of a U.K.-based 
energy company had been convinced 
that he was talking on the phone to 
his boss in Germany, who asked him 

to make a $220,000 cash transfer to 
Hungary, which he did. However, 
his supposed superior was actually a 
criminal using very convincing voice 
synthesizer software that had been 
trained to mimic every aspect of the 
target’s voice, from his tonality to his 
German accent. The money is lost.

Such attacks will force changes on 
the payments industry. “Since the at-
tack surface of deepfakes is primarily 
banking information and money trans-
fer functions, I believe we will see man-
datory holds for cash amounts over 
certain levels, with additional autho-
rizations required to complete money 
transfers,” says Thornton-Trump.

“Although this may impede busi-
ness agility, the risk of being victim-
ized by a multi-thousand- or multi-
million-dollar fraud exceeds the 
inconvenience.”	
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maps; the data is then fed into a model 
that can be used to optimize the retail 
space. The solution also incorporates 
facial detection and recognition tech-
nology, which allows Sephora to bet-
ter measure product engagement with 
individual users, create demographic 
and marketing profiles for products, 
and can be used to aid in shoplifter 
detection and prevention.

Camera data that includes customer 
positioning, daypart engagement in-
formation, and foot traffic can be com-
bined with data analytics “to help mar-
keting make decisions about how you 
place a promotion, what time of day you 
have more people passing by, and how 
you set up your retail space, all based 
on the data you’ve collected,” says Aji 
Anirudhan, global sales and marketing 
manager for AllGoVision, Inc.

However, the use of cameras feels 
invasive to some shoppers, which is 
why some retailers choose a different 
method of tracking shoppers. Bea-
cons—small devices that send signals 
to Bluetooth-equipped devices such as 
smartphones—can be used to detect 
the presence of shoppers, recognize 
them individually, and interact with 
each one by providing an offer (such as 

M
OST PEOPLE ARE aware that if 
they use the Internet, so-
cial media sites, or elec-
tronic payment systems, 
their activity is tracked, 

thereby creating a digital footprint and 
roadmap that can reveal a significant 
amount of personal data and activity 
patterns. Online retailers and market-
ers are leveraging (some may say ex-
ploiting) this treasure trove of data, 
helping them craft advertisements and 
marketing messages that specifically 
target consumers in the hopes of driv-
ing sales, or creating a deeper level of 
engagement with customers.

It is no surprise physical brick-and-
mortar retailers are trying to replicate 
the engagement strategies that have 
worked well for their online counter-
parts (or which they themselves have 
used online). Using a combination of 
technology and social engineering, 
retailers are tracking shoppers in and 
around their stores to leverage shop-
ping and behavioral data to increase 
sales, build greater customer loyalty 
and, in some cases, deter or thwart 
theft or fraud.

Indeed, according to Retail Systems 
Research, a research company that 
tracks technology use by predomi-
nantly North American retailers, 61% 
of those surveyed in 2018 said they 
see potential value in technology that 
tracks shoppers as they walk through 
the store, up from 51% the year before. 
Similarly, the use of in-store cameras 
and video analytics for customer expe-
rience purposes hit an interest level of 
49% in 2018, up from 43% in 2017.

Not surprisingly, the use of video 
surveillance technology appears to be 
more pervasive in other parts of the 
world, such as Asia, where consumer 
privacy protections are weaker and 
shoppers appear to be more receptive 
to the use of new technology, provided 
they receive tangible benefits.

“Especially in the APAC (Asia-Pacific) 
region, you see a lot of companies that 
will use surveillance footage that will 
capture the images of customers, and 
then match that to their loyalty pro-
grams,” explains Auria Moore, director 
of solution strategy at Stibo Systems, a 
provider of master data management 
(MDM) solutions that allow retailers to 
maintain a single view of all customer 
data. “Some companies are doing it 
better than others.”

Cosmetics seller Sephora is an ex-
ample of a retailer that has successfully 
deployed video surveillance and analyt-
ics to provide a more granular view of 
store traffic patterns, while also provid-
ing more individualized marketing and 
incentives to customers. Working with 
AllGoVision, a provider of video analyt-
ics solutions, Sephora deployed 54 Axis 
cameras at store entrances and near var-
ious product sections across 10 Sephora 
retail outlets located in Malaysia.

The video solution can count the 
number of people entering and mov-
ing about the store, and feeds this 
data into the analytics platform. The 
data is used to monitor and address 
checkout line wait times, and to gen-
erate store traffic flow maps and heat 

Tracking Shoppers  
Retailers of all stripes are using technology to follow consumers 
through their brick-and-mortar stores in order to develop  
detailed profiles of their shopping habits and preferences.  

Society  |  DOI:10.1145/3374876	 Keith Kirkpatrick 

Thermal after-images of shoppers can be tracked as a “heat map,” to inform retailers of 
shopper traffic patterns in their stores.

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=19&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3374876
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a coupon) to further strengthen the 
store/customer relationship.

Retail chains with a presence in the 
U.S., such as Target, Walmart, Urban 
Outfitters, and Nieman Marcus, have 
deployed such Bluetooth-based wire-
less technology to connect and inter-
act with customers over the past few 
years. Unlike Wi-Fi, beacons work well 
indoors, can track customer location 
within stores with accuracy ranging 
from within a foot to a few yards, and 
are energy-efficient, making them ide-
al for the retail environment.

Target, one of the notable large re-
tailers to embrace beacons a few years 
ago, had rolled out the technology to 
most of its stores by last year. Shoppers 
who download the Target app (which is 
equipped with software that interacts 
with the beacons) will display their lo-
cation on the app’s map as they move 
throughout the store.

Mike McNamara, Target’s CIO, ex-
plained in a video discussing the tech-
nology that the store-tracking technol-
ogy is “a bit like driving your car with 
GPS. Just click on an item from your list, 
and the app will indicate on a store map 
the precise aisle where you will find your 
item.” McNamara noted that the app 
will even tell you if the product is on sale.

Because beacons are designed 
to tie offline behavior (shopping in 
a physical store) to online behavior 
(which is often tracked by the use of 
a store app or via browsing history on 
a mobile or desktop device), retailers 
can capture, analyze, and make pre-
dictions on a substantial amount of 
personal data. A retailer then can use 
this data to increase both online and 
offline sales by offering discounts, 
loyalty points, or other incentives in 
order to further engage customers 
and drive sales. That means consum-
ers’ private habits are quickly becom-
ing public knowledge, which is then 
used for commercial purposes.

“I still see that people are willing 
to trade the benefit of giving up their 
personal information,” says Norman 
Shaw, an associate professor at Ryer-
son University in Toronto, Canada, 
who focuses on digital privacy issues. 
“They want to give it up because they 
get the convenience.”

In a retail environment, a beacon 
placed adjacent to a product would be 
alerted to a shopper’s proximity to the 

beacon by the app on the shopper’s 
phone. Once the smartphone app rec-
ognizes the beacon, it sends the data 
back to a company’s server, and the 
app then can be prompted to display 
ads for products the customer is likely 
to buy, based on data contained in 
that shopper’s profile. Alternatively, a 
store can use a strategy called “retar-
geting,” which refers to the practice 
of sending a follow-up offer, such as 
a coupon, after the shopper leaves the 
store, to entice the shopper to return.

Despite their potential benefits to 
both retailers and customers seeking 
deals or personalized offers, the adop-
tion rate of beacons has not matched 
the hype. Indeed, much of the cover-
age of beacons being deployed at large 
retailers such as Walmart, Target, and 
other retailers occurred in the 2013–
2017 timeframe; since then, few suc-
cess stories have been popping up in 
the popular or trade press. “Beacons 
are valuable, [but] they blend the lines 
of scariness at the same time,” Moore 
says. “I don’t think retailers are adopt-
ing them as quickly as they thought.”

This could be due to growing con-
sumer concerns about privacy. Most 
large, reputable retailers notify cus-
tomers they may be tracked if they 
download their mobile application, 
although these disclosures are often 
buried within their terms and condi-
tions, rather than being highlighted 
within the application itself. However, 
a large number of third-party loca-
tion-marketing firms generate bea-
con tracking code and bundle it into a 
tool kit that developers can insert into 
benign-looking weather or newsfeed 
apps. A retailer would then be able 
to track where a customer spends the 
most time in a supermarket, even if 

that user wasn’t aware he or she was 
being explicitly tracked.

That said, the tide may be chang-
ing, as there seems to be increasing 
interest in beacons among retailers, 
according to data from Retail Systems 
Research. The use of beacons for in-
store marketing applications saw an 
11% year-over-year increase in inter-
est among retailers between 2017 and 
2018, from 38% to 49%. Similarly, the 
use of beacons for store perimeter 
marketing saw an interest level of 44% 
in 2018, up from 37% in 2017.

“The interest [in beacons]” is there, 
Rowen says, noting that he expects this 
year interest in beacons for in-store mar-
keting is likely to reach nearly 60% of all 
U.S. retailers, based on the established 
historical trajectory of retailer interest 
in beacons. From the retailers’ perspec-
tive, the biggest challenge is that there 
are so many potential technological in-
novations that could be used, that pick-
ing a winner or devising a strategy has 
become a massive challenge.

Indeed, Rowen says many retailers 
have been afflicted with the ‘if I buy 
something this year, who’s to say it’s 
still going to be valuable next year?’ 
conundrum, particularly because store 
margins are so thin that any mistake 
likely will have a huge, potentially dev-
astating financial impact.

“There are these exciting tech-
nologies that are available,” Rowen 
says. “But if [they’re] not guaranteed 
that they will increase sales, reduce 
shrink (theft), increase footfall (the 
number of people visiting a store), 
drive conversion (from shopping to 
buying), or prompt ancillary sales,” 
stores are unlikely to commit opera-
tional expenditures to deploying a 
new technological solution.

Tracking shoppers, however, is not 
solely about marketing. Retailers are 
also keen to use technology to track 
shoppers to identify potential shoplift-
ers. Shrinkage, in industry parlance, 
remains a major problem for retail-
ers, and due to the legal and safety is-
sues surrounding the apprehension of 
thieves after they have taken merchan-
dise or cash, there is a push to identify 
and thwart theft prior to it occurring.

A combination of video surveillance 
and machine learning can be used to 
not only identify people who populate 
the BOLO (“be on the lookout for”) lists 

The tide may be 
changing, as there 
appears to be 
growing interest in 
the use of beacons 
among retailers. 
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signage to alert them their images 
were being captured.

In Canada, the Information and Pri-
vacy Commissioner of Ontario released 
in 2015 updated guidelines governing 
the lawful use of video surveillance, 
which laid out a number of collection, 
use, access, and retention requirements.

While there is no law in the U.S. cur-
rently requiring retailers to disclose 
their customers are being tracked or 
recorded on video, that may change, 
according to Moore.

“I think you’re going to see digi-
tal compliance tightness spill over 
into the retail store, and I don’t know 
what that looks like yet,” Moore says. 
“It could be as simple as a sign that 
hangs in front of every Walmart store 
that says, ‘video surveillance is in use 
and you agree to be captured for [mar-
keting or security purposes].’ But in 
order to get shoppers to provide this 
consent, retailers will need to provide 
a worthwhile trade-off for the use of 
shoppers’ private data,” Moore says.

“My data is my gold, so if I’m giving 
up my gold, what am I getting back?” 
Moore says. “I think that the experience 
has to match up for consumers. You 
look at things like the Fitbit and Apple 
Watch, people are okay with giving up 
their data if it’s going to help them 
monitor their heart. You’re okay with 
giving up data if it’s going to help them 
in their day-to-day lives. [Giving up pri-
vacy] for a coupon or promo code while 
I’m in the store is not good enough.”	

Further Reading

Kilcourse, B. and Rowen, S.
Location Intelligence in Retail: 
The Value of ‘Where’, Retail Systems 
Research, February 27, 2019
https://www.rsrresearch.com/research/
location-intelligence-in-retail- 
the-value-of-where

Lang, E.
Store People Counting and Gesture 
Recognition, December 20, 2018
https://www.youtube.com/
watch?v=cryEd6XD41k

There’s More in Store With the Target App, 
A Bullseye View, September 20, 2017
https://corporate.target.com/
article/2017/09/target-app-mike-mcnamara

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in New York.

© 2020 ACM 0001-0782/20/2 $15.00

of suspected or known thieves, but also 
those who may display body-language 
cues (nervous tics, eyes scanning the 
area rapidly, etc.) that could indicate 
they may be looking to steal.

Vendors including FaceFirst, Vaak, 
and Third Eye have conducted ex-
tensive public relations campaigns 
highlighting the effectiveness of their 
solutions; FaceFirst, for example, 
claimed its software is in use at “hun-
dreds” of retail locations. However, it 
is difficult to accurately quantify what 
percentage of retailers are actively us-
ing facial recognition or video analyt-
ics to deter or prevent fraud and theft, 
because few retailers choose to pub-
licize their use of the technology, lest 
they incur the ire and scorn of privacy-
minded shoppers.

Anirudhan says retailers outside 
the U.S. may be somewhat more com-
fortable discussing how they use vid-
eo technology, possibly because pri-
vacy is not expected in some markets, 
such as Asia. Using video analytics for 
marketing purposes, such as making 
the store easier to navigate, or by of-
fering shoppers discounts or other 
benefits, is likely to be acceptable to 
shoppers in those regions, but using 
the technology to deter theft may not 
be as welcome as there is no direct 
benefit to shoppers.

Further, facial recognition technol-
ogy, as well as gesture or body-language 
analysis technologies, are not yet accu-
rate or reliable enough for some retail-
ers to use, mainly because there isn’t a 
large-enough repository of real-world 
video data available that can be used 
to train recognition systems so they are 
accurate. Particularly in privacy-con-
scious markets such as the U.S., these 
types of systems need to be accurate 
nearly 100% of the time in order to gain 
the confidence of retailers.

Currently, regulation of video data 
varies by jurisdiction. In more auto-
cratic jurisdictions, such as China, 
it’s unlikely that meaningful regula-
tion on the use of video will be en-
acted. However, in privacy-focused 
Europe, the General Data Protection 
Regulation (GDPR) appears to apply 
to not just text-based data, but also 
video. In October 2018, the Austrian 
regulator fined a company 4,800 eu-
ros for capturing detailed images of 
passers-by and not having adequate 

Milestones

Gordon Bell 
Prize To ETH 
Zurich Team
ACM named a six-member 
team from the Swiss Federal 
Institute of Technology (ETH) 
Zurich recipients of the 2019 
ACM Gordon Bell Prize for 
their project, “A Data-Centric 
Approach to Extreme-Scale Ab 
initio Dissipative Quantum 
Transport Simulations.”

The ETH Zurich team 
introduced DaCe OMEN, a 
new framework for simulating 
the transport of electrical 
signals through nanoscale 
materials (like the silicon 
atoms in transistors). The team 
simulated how electricity would 
flow through a two-dimensional 
slice of transistor consisting of 
10,000 atoms, 14 times faster 
than an earlier framework used 
for a 1,000-atom system. 

The ACM Gordon Bell 
Prize, which tracks the 
progress of parallel computing 
and rewards innovation in 
applying high-performance 
computing to challenges in 
science, engineering, and 
large-scale data analytics, was 
presented to the researchers 
by ACM president Cherri M. 
Pancake and Arndt Bode, chair 
of the 2019 Gordon Bell Prize 
Award Committee, during the 
International Conference for 
High Performance Computing, 
Networking, Storage and 
Analysis (SC19) in Denver, CO.

The ETH Zurich team used 
their simulation to develop a 
map of where heat is produced 
in a single transistor, how it 
is generated, and how it is 
evacuated, in the hope a deeper 
understanding of  thermal 
characteristics could inform 
development of semiconductors 
with heat-evacuating properties.

The team also built a 
graphical interface for the 
framework that includes a 
visualization of dataflow in lieu 
of a simple textual description. 
Anyone running the code can 
use the image representation to 
interact with the data directly. 

Winning team members 
include Alexandros Nikolaos 
Ziogas, Tal Ben-Nun, Timo 
Schneider, and Torsten Hoefler 
from ETH Zurich’s Scalable 
Parallel Computing Laboratory, 
as well as Guillermo Indalecio 
Fernández and Mathieu Luisier 
from ETH Zurich’s Integrated 
Systems Laboratory.
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a fundamental human right. The U.N. 
has developed connectivity targets in-
cluding the U.N. Broadband Commis-
sion 2025 target (75% of the world using 
broadband Internet, 35% in least-devel-
oped countries or LDCs) and the U.N. 
Sustainable Development Goal 9c tar-
get for 2020 (universal and affordable 

T
HE INTERNATIONAL TELECOMMU-

NICATIONS (ITU) estimated 
that more than half (51.2%) 
of the world’s population 
was using the Internet (de-

fined as using any Internet-based ap-
plication from any location and de-
vice over the last three months) by the 
end of 2018. The outcome of a stun-
ning pace of global growth, this marks 
the first time a majority of the world 
is using the Internet. However, it also 
highlights the fact that approximately 
half the world is not yet connected 
to the Internet. While the threats to 
Internet users are many—from mis-
information or cyberstalking to an 
increasing loss of control over our 
personal data and privacy—to be of-
fline today means to be excluded from 
opportunities to learn and earn, to ac-
cess valuable services, and to partici-
pate in democratic debate. Although 
a discussion on the value of connec-
tivity is essential, and we recognize a 
need to define just what sort of Inter-
net we want to build for the future—
this column focuses on those who 
remain unconnected and when they 
may come online.

In 2016, the United Nations (U.N.) de-
clared Internet access a human right.a If 
we accept this U.N. position then those 
who remain unconnected are not merely 
inconvenienced, they are being denied 

a	 32nd session of the Human Rights Council; 
http://bit.ly/2sh7Flx

Global Computing 
Are We Losing 
Momentum?
Estimating when the second half of the world will come online.
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V access in LDCs). Based on the models 
presented in this column we are unlikely 
to meet either of these goals; instead 
our results indicate a general slowdown 
in growth in Internet use.

A Model for Estimating Global 
and Regional Internet Use
To predict future Internet connectivity 
levels we studied historical data provid-
ed by the International Telecommuni-
cations Union (ITU).b,c Limitations exist 
with this data, including the relatively 
short time series available, year-on-year 
intervals, and the different age ranges 
used to identify Internet populations 
in different countries. Also, the data is 
based on several assumptions including 
linear growth of the overall population, 
no substantial reduction of existing 
Internet users, and no significant new 
mass Internet connectivity projects.

Finally, we note the ITU could be 
more transparent by publishing the 
methodology used to develop these es-
timates. Publishing the methodology 
would help ensure the estimates are in-
formed by best practice2 and consider 
correlating predictor variables such as 
population size, life expectancy, eco-
nomic growth, literacy and education 
rates, and the policy environment.

Data Projections and 
Results Discussion
We have proposed a projection model 
of the time series data and use it to 

b	 This is part of the ITU’s World Telecommuni-
cations/ICT Indicators (WTI) database (June 
2019 update). Other secondary data sources 
we consulted include: ITU ICT Statistics: Key 
ICT indicators for developed and developing 
countries and the world (totals and penetra-
tion rates: 2005–2018)—see https://www.itu.
int/en/itu-d/statistics/documents/; ITU ICT 
Statistics: Percentage of individuals using 
the internet (2000–2017)—see https://www.
itu.int/en/itu-d/statistics/documents/statis-
tics/2018/; and World Bank: Individuals using 
the internet (% of population: 1989–2017)—
based on ITU data—see https://data.world-
bank.org/indicator/it.net.user.zs

c	 Our predictions are based upon exponential 
smoothing and ARIMA models for non-station-
ary time-series forecasting with 95% confidence 
intervals. We use the point averages as refer-
ence and the 80% lower confidence interval 
values as an alternative scenario—following 
the traditional diffusion of innovation theory S-
curve pattern as described in this column. Cal-
culations are available at the Web Foundation 
github repository; see https://www.github.com/
TheWebFoundation/Internet-Users

Figure 1. Percentage of population using the Internet (2005–2017/2018, solid lines) 
and global and regional forecasts (2018/2019–2025, dashed lines). Grey horizontal lines 
represent U.N. targets.
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Figure 2. Individuals (%) using the Internet in high, middle, and low-income countries 
(1990–2016 reported data, solid lines, and 2017–2025 projections, dashed lines—lower 
80% interval projection).

Source: ITU 2018 using World Bank 2019 (fiscal year) income classification; projections are based on authors’ calcu-
lations. No bias-adjustment has been used for high-income countries to ensure forecast stays within 0–100% limits.
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Forecast (rounded point average) of Internet users globally and in the least-developed 
countries (2020 UN SDG 9c target and 2025 UN Broadband Commission target).

Forecast Year
Estimated 

Internet Use - Global
Estimated 

Internet Use - LDCs

2020 - UN SDG 9c 
(universal LDCs access target)

57% 23%

2025 – UN Broadband Commission 
(75% world broadband target, 35% in LDCs)

70% 31%
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who live in rural communities—so, 
specific policies to address not only 
these countries but also particular 
groups within them will be necessary 
to speed up adoption.

Conclusion
This column’s model suggests we will 
fall short of the 2020 and 2025 U.N. tar-
gets. As shown in our projections, low 
and middle-income countries have yet 
to enter a rapid growth phase and may 
be at risk of moving into a slow growth 
phase well before approaching a point 
of universal access. This is worrying 
since 50% of the world that is still of-
fline is mostly from these countries. If 
we adopt the U.N. position that the In-
ternet is a human right, then this access 
gap is profoundly significant.

Reaching a world of broad universal 
access will require a combination of in-
novative policies, technologies, and new 
business models. Policies will need to 
address the specific reasons why some 
groups (for instance, women) are less 
likely to use the Internet. Service pro-
viders will need to adopt business mod-
els that can accommodate the needs 
of low-income and rural populations. 
And while innovative new technologies 
(such as global low-orbit satellites) look 
promising, we need to make sure that 
the right regulations are in place to en-
sure the greatest benefit for those who 
are not yet connected. Finally, we need 
improved and more transparent data 
sources and methodologies on Internet 
access and use, which can help over-
come today’s access gap and enable the 
realization of policy goals.	
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forecast by simply continuing the mod-
el dynamics into the future. This allows 
us to get an estimation of how close (or 
far) we are to achieving the aforemen-
tioned U.N. SDG 2020 and Broadband 
Commission 2025 goals.

We focus on the three regions where 
the next 50% of users are most likely 
to come from: Latin America and the 
Caribbean; Asia and the Pacific; and 
Africa. Figure 1 provides the historical 
data, between 1995 and 2017/2018, of 
average Internet use rates for these re-
gions, as well as globally. We also add-
ed projections for each region and the 
world up to 2025; the table in this col-
umn includes our estimates of Internet 
use rates for those target years.

Based on these models, we will 
meet neither the U.N. SDG 9c 2020 nor 
Broadband Commission 2025 targets 
at current rates. The 2020 target calls 
for universal access in LDCs. “Univer-
sal access” does not necessarily imply 
that 100% of the population is online. 
Rather, we take an 85% adoption rate as 
universal access.d Clearly, we are a long 
way from even that milestone globally, 
and particularly for LDCs. The 2025 
target calls for a 75% global broadband 
Internet use rate (and 35% in LDCs). In-
stead, by then we project 70% for global 
Internet use (broadly defined as men-
tioned earlier and may not include ac-
tual broadband use) and 31% in LDCs.

In attempting to understand these 
trends we draw on diffusion of innova-
tion theory (for example, Rogers3) and 
specifically its application to Internet 
use (see for example Wolcott, et al.4). 
That research looks at many aspects of 
technology adoption including types 
of adopters and factors that drive over-
all adoption. This, in turn, has been 
applied to studies on trends in global 
and regional Internet use.1 According 
to the diffusion of innovation frame-
work, adoption over time is typically de-

d	 Defining universal access is part of a complex 
ongoing discussion that is out of the scope 
of this column. For this analysis we take the 
population of five years and above as potential 
Internet users (based on UN population data; 
see http://bit.ly/348ypBS). Moreover, the ITU 
data suggests that even in high-income coun-
tries Internet penetration rates have plateaued 
between 80%–90% (which is understandable as 
some groups in the population may not be able 
to or interested in access). Thus, we take 85% 
as a reasonable and conservative reference for 
universal access. 

scribed with an S-curve. That is, we will 
observe slow growth at first (indicating 
adoption among early users), followed 
by rapid growth (as the technology be-
comes mainstream), and ending with 
slow growth again (close to universal ac-
cess as late adopters trickle on board).

This S-curve is present in Figure 2 
when we look at high-income countries 
as defined by the World Bank and depict-
ed by the green line.1 This curve shows 
an initial slow-growth phase for the first 
five years followed by 12 years of rapid 
growth between 1995 and 2007, followed 
again by slow growth from 2008 to pres-
ent. This final slow-growth period of late 
adopters started with more than 65% of 
the entire population already online.

Turning to middle and low-income 
countries, we do not observe the same 
S-curve pattern compared to the high-
income data. In particular, for middle 
and low-income countries, we see a 
slow-growth late adopter regime well 
before we hit universal access. While 
the final slow-growth phase in high-
income countries started at approxi-
mately 65% penetration and continues 
above 85%, the projected slow-growth 
phase in middle and low-income econo-
mies could start as soon as 42% and 13% 
penetration rates respectively, without 
being preceded by an extended period 
of rapid exponential growth. In other 
words, while Internet use rates in high-
income countries have begun to pla-
teau around the universal access level, 
in low and middle-income countries 
the plateau may occur much earlier. Al-
though this model, and its underlying 
datasets, does not allow us to robustly 
predict penetration rates decades into 
the future (and in any case, technology 
adoption prediction of this sort is error-
prone), based upon this model if these 
regions are ever going to reach universal 
access it will not be for a very long time.

We are already experiencing slowing 
Internet access growth rates, particu-
larly among low and middle-income 
countries. This is particularly salient 
given that it is in these countries that 
the next 50% reside, and points to the 
need for everyone—policymakers, en-
gineers, companies, and civil-society—
to carefully assess current strategies 
if we wish to reach universal access. 
These offline groups are more likely to 
be women or older adults, with lower 
levels of education and employment, 
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F
ROM W HAT I  have seen, heard, 
and read, confusion and mis-
information abound about 
software and safety. I have 
worked in this area for nearly 

40 years, starting around the time when 
computers were beginning to be intro-
duced into the control of safety-critical 
systems. I want to share what I have 
learned. Too many incorrect beliefs are 
being promoted, which are inhibiting 
progress and, in some cases, unneces-
sarily costing lives. This column clari-
fies this topic so that the solutions we 
propose are more likely to have a sig-
nificant impact on safety.

With only a few exceptions, software 
was not used to directly control safety-
critical systems until approximately 
1980, although it was used to provide 
computational power for complex sys-
tems, such as spacecraft. Direct control 
was very limited, but the hesitation has 
now almost completely disappeared 
and software is used to control most 
systems, including physical systems 
that could involve potentially large and 
even catastrophic losses.

Originally, “embedded software” 
was used to denote these new control 
roles for software, but more recently 
the term “cyber-physical systems” has 
come into vogue. The figure here shows 
a standard cyber-physical control loop. 
Note that, for some reason, cyber-phys-
ical systems usually forget that control 
can be, and often is, provided by hu-
mans. In a little more realistic model 

(but more complicated than necessary 
here), there would be two controllers 
where a human controller is providing 
control signals to a computer control-
ler. To cover more than the unusual 
case where there are no human con-
trollers, we should actually talk about 
“cyber-human-physical” systems. Even 
so-called “unmanned” air vehicles, for 
example, usually have a human con-
troller on the ground. A more realistic 
and complete model is provided in Ap-
pendix G of the STPA Handbook.4

As illustrated in the figure here, a 
controller (or controllers, which may be 
human, automated or both) compares 
the current state of the controlled pro-
cess with the control goals and sends 
control signals to an actuator, which in 
turn may be automated or human. The 
actuators translate the control signals 

into physical actions on the controlled 
process. Sensors provide feedback 
about the state of the controlled pro-
cess to the controller so it can deter-
mine the state of the controlled system 
and decide whether further control 
signals are needed. The actuators and 
sensors may be software, hardware, 
physical devices, or humans.

In order to decide on what control 
actions to provide in order to satisfy 
its goals (requirements), the control-
ler must have a model (often called 
a mental model when the controller 
is human) of the current state of the 
controlled process. The most common 
cause of accidents stemming from un-
safe controller action is that the model 
of the controlled process is incorrect: 
the pilot thinks the aircraft is not in 
a stall when it is and does not issue a 

Inside Risks 
Are You Sure Your Software 
Will Not Kill Anyone? 
Using software to control potentially unsafe systems requires  
the use of new software and system engineering approaches.
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As a simple, real-world example, con-
sider going out to the middle of a large 
deserted area, pointing a gun away 
from oneself, and firing. If there is no-
body or nothing in the vicinity, the gun 
could be considered to be both reliable 
and safe. Consider, however, doing the 
same thing in a crowded mall. The gun 
has not changed, the gun’s reliability 
has not changed, and the action (pull-
ing the trigger) has not changed. But 
the safety certainly has.

The accompanying sidebar high-
lights three examples out of hundreds 
of similar losses.4 Considering reliabil-
ity only at the system level (instead of 
the component level) does not help. 
Complex systems almost always have 
many requirements (or goals) while 
there are constraints on how those 
goals can be achieved. As an example, 
a chemical plant may very reliably pro-
duce chemicals (the goal or mission of 
the plant) while at the same time pol-
luting the environment around the 
plant. The plant may be highly reliable 
in producing chemicals but not safe. 
Most safety-critical systems have both 
mission (non-safety) requirements and 
safety constraints on how the mission 
or goals can be achieved. A “system fail-
ure” or inability to satisfy its require-
ments is not equivalent to a hazard or 
an accident. One exception is if safety 
is the only goal of the system; however, 
even for systems such as air traffic con-
trol, there are usually non-safety goals 
such as optimizing throughput in addi-
tion to the safety goals.

A common approach to assess-
ing safety is to use probabilistic risk 
assessment to assess the reliability 
of the components and then to com-
bine these values to obtain the sys-
tem reliability. Besides the fact that 
this assessment ignores accidents 
that are caused by the interactions 
of “unfailed” components (see Mis-
conception 3), most of these assess-
ments include only random hardware 
failures and assume independence 
between the failures. Therefore, they 
provide anything close to a real safety 
assessment when the systems are just 
hardware and relatively simple. Such 
systems existed 50+ years ago when 
these probabilistic risk methods were 
developed; virtually all systems today 
(particularly complex ones) contain 
non-stochastic components including 

required control action to escape from 
the stall, the driver does not see the 
pedestrian and does not brake in time 
to prevent a collision, the weapon con-
troller thinks that friendly troops are 
the enemy and initiates friendly fire. 
The pilot, driver, and weapon control-
ler can be human or computerized, or 
a combination of both.

Accidents involving computers (and 
humans) most often occur when their 
models of the current state of the con-
troller do not match the actual state of 
the controlled process; the controller 
issues a control action that is appropri-
ate for a different state but not the one 
that currently exists. As an example, 
the software controller thinks the air-
craft is in a stall when it is not and is-
sues a control action to escape the non-
existent stall only to inadvertently put 
the aircraft into a dangerous state.

Starting from this foundation, let’s 
consider some of the most common 
misconceptions with respect to soft-
ware and safety.

Misconception 1:  
Software Itself Can Be Unsafe
Software cannot catch on fire or ex-
plode; it is an abstraction. Only physical 
entities can inflict damage to life and 
property: physical energy is usually re-
quired to inflict physical harm. In the 
figure in this column, software sends 
control signals to a physical process, 
which may have physical effects. Nucle-
ar power plants can release radiation, 
chemical plants can release toxins, 
weapon systems can explode or inadver-
tently target a friendly object, for 
exsmple. One old model of an accident 
describes it as uncontrolled energy. 

Software does not release energy; it 
simply releases bits, which can be used 
to send a control signal.

To avoid misconceptions that arise 
from the term “software safety,” some-
times safety engineers speak of “soft-
ware system safety,” to denote the 
contribution of software behavior to a 
dangerous process. An alternative con-
ception is to speak of the contribution 
of software to system safety. Either way, 
by considering software in isolation, 
without including the controlled physi-
cal process, it is not possible to assure 
anything about the safety of the system 
the software is controlling.

The Ariane 4 software Inertial Refer-
ence System was perfectly safe in that 
launcher. However, when reused in the 
Ariane 5, it led to an explosion and loss 
of a satellite. Many accidents involve 
reused software.3 It is not the software 
that is unsafe, but the entire system 
controlled by the software.

Misconception 2:  
Reliable Systems Are Safe;  
That Is, Reliability and Safety 
Are Essentially the Same Thing. 
Reliability Assessment Can 
Therefore Act as a Proxy for Safety
Reliability and safety are different sys-
tem properties and sometimes even 
conflicting. This is true also with re-
spect to the contribution of software to 
accidents. System components (includ-
ing software) can operate 100% reliably 
and accidents may still result, usually 
from unsafe interactions among the 
system components. In addition, the 
larger environment (including social 
policies and decision making) beyond 
the system boundaries is important. 

A cyber-human-physical control loop.

Controller(s)

Cyber-Human

Physical

Controlled Process

Actuator(s) Sensor(s)

(Human and/or Computer)

Model (beliefs) about the state 
of the controlled process Feedback

Signal

Physical
Feedback

Control
Signal

Physical 
Control Signal
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Misconception #4:  
Software Can Be Shown  
to Be Safe by Testing, Simulation, 
or Standard Formal Verification
Testing: Exhaustive testing of software 
is impossible. The problem can be ex-
plained by examining what “exhaus-
tive” might mean in the domain of soft-
ware testing:

	˲ Inputs: The domain of possible 

software logic and humans making 
cognitively complex decisions.

We need to stop pretending that 
these probabilistic estimates of safety 
have anything to do with reality, and 
not base our confidence about safety 
on them. I have examined hundreds of 
accident reports in my 40 years in sys-
tem safety engineering. Virtually every 
accident involved a system with a prob-
abilistic risk assessment that showed 
the accident could/would not occur, 
usually exactly in the way it did happen.

Misconception 3:  
The Safety of Components in 
a Complex System Is a Useful 
Concept; That Is, We Can 
Model or Analyze the Safety 
of Software in Isolation from 
the Entire System Design
While the components of a more com-
plex system can have hazards (states 
that can lead to some type of loss), 
these are usually not of great interest 
when the component is not the entire 
system of interest. For example, the 
valve in a car or an aircraft can have 
sharp edges that could potentially lead 
to abrasions or cuts to those handling 
it. But the more interesting hazards are 
always at the system level—the sharp 
corners on the valve do not impact the 
hazards involved in the role of the valve 
in the inadvertent release of nuclear ra-
diation from a nuclear power plant or 
the release of noxious chemicals from a 
chemical plant (for example).

In other words, safety is primarily 
a system property and the hazards of 
interest are system-level hazards. The 
component’s behavior can, of course, 
contribute to system hazards, but its 
contribution cannot be determined 
without considering the behavior of 
all the system components as a whole. 
Potentially effective approaches to 
safety engineering involve identifying 
the system hazards and then eliminat-
ing or, if that is not possible, prevent-
ing or mitigating them at the system 
level. The system hazards can usually 
be traced down to behavior of the sys-
tem components, but the reverse is 
not true. One cannot show that each 
component is safe in isolation and 
then use that analysis to conclude the 
system as a whole will be safe.

Another way of saying this is that 
a system component failure is not 

equivalent to a hazard. Component 
failures can lead to system hazards, 
but a component failure is not neces-
sary for a hazard to occur. In addition, 
even if a component failure occurs, 
it may not be able to contribute to a 
system hazard. This is simply another 
way of clarifying misconception #2 
concerning the difference between 
reliability and safety.

Some Navy aircraft were ferrying missiles from 
one point to another. One pilot executed a 
planned test by aiming at the aircraft in front 
(as he had been told to do) and firing a dummy 
missile. Apparently, nobody knew that the 
“smart” software was designed to substitute a 
different missile if the one that was commanded 
to be fired was not in a good position. In this case, 
there was an antenna between the dummy missile 
and the target, so the software decided to fire a 
live missile located in a different (better) position 
instead. What aircraft component(s) failed here?

This loss involved the Mars Polar Lander. It is 
necessary to slow the spacecraft down to land 
safely. Ways to do this include using the Martian 
atmosphere, a parachute and descent engines 
(controlled by software). As soon as the spacecraft 
lands, the software must immediately shut 
down the descent engines to avoid damage to 
the spacecraft. Some very sensitive sensors on 
the landing legs provide this information. But it 
turned out that noise (sensor signals) is generated 
when the legs are deployed. This expected 
behavior was not in the software requirements. 
Perhaps it was not included because the software 
was not supposed to be operating at this time, but 
the software engineers decided to start early to 
even out the load on the processor. The software 
thought the spacecraft had landed and shut down 
the descent engines while the spacecraft was 
still 40 meters about the planet surface. Which 
spacecraft components failed here?

It is dangerous for an aircraft’s thrust reversers 
(which are used to slow the aircraft after it has 
touched down) to be activated when the aircraft 
is still in the air. Protection is designed into 
the software to prevent a human pilot from 
erroneously activating the thrust reversers when 
the aircraft is not on the ground. Without going 
into the details, some of the clues for the software 
to determine the plane has landed are weight 
on wheels and wheel spinning rate, which for a 
variety of reasons did not hold in this case. For 
example, the runway was very wet and the wheels 
hydroplaned. As a result, the pilots could not 
activate the thrust reversers and the aircraft ran 
off the end of the runway into a small hill. What 
aircraft components failed here?

Three Examples of 
Accidents Due to Unsafe 
Interactions between 
Systems Components
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complex physical systems, that is, the 
controlled process shown in the figure 
in this column.

Conclusion
All of this leads to the conclusion that 
the most effective approach to deal-
ing with safety of computer-controlled 
systems is to focus on creating the safe-
ty-related requirements. System and 
software requirements development 
are necessarily a system engineering 
problem, not a software engineering 
problem. The solution is definitely not 
in building a software architecture (de-
sign) and generating the requirements 
later, as has been surprisingly suggest-
ed by some computer scientists.7

Some features of a potential solution 
can be described. It will likely involve us-
ing a model or definition of the system. 
Standard physical or logical connection 
models will not help. For most such 
models, analysis can identify only com-
ponent failures. In some, it might be 
possible to identify component failures 
leading to hazards, but this is the easy 
part of the problem and omits software 
and humans. Also, to be most effec-
tive, the model should include control-
lers that are humans and organizations 
along with social controls. Most inter-
esting systems today are sociotechnical.

Using a functional control model, 
analysis tools can be developed to ana-
lyze the safety of complex systems. In-
formation on an approach that is being 
used successfully on the most complex 
systems being developed today can 
be found in Engineering a Safer World1 
and on the related website http://psas.
scripts.mit.edu/home/.	
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inputs to a software system includes 
both valid and invalid inputs, potential 
time validity of inputs (an input may be 
valid at a certain time but not at other 
times), and all the possible sequences 
of inputs when the design includes his-
tory (which is almost all software). This 
domain is too large to cover any but a 
very small fraction of the possible in-
puts in a realistic timeframe.

	˲ System states: Like the number of 
potential inputs, the number of states 
in these systems is enormous. For ex-
ample, TCAS—an aircraft collision 
avoidance system—was estimated to 
have 1040 possible states.5 Note that col-
lision avoidance is only one small part 
of the automation that will be required 
to implement autonomous (and even 
non-autonomous) vehicles.

	˲ Coverage of the software design: 
Taking a simple measure of coverage 
like “all the paths through the software 
have been executed at least once dur-
ing testing” involves enormous and im-
practical amounts of testing time and 
does not even guarantee correctness, 
let alone safety.

	˲ Execution environments: In addi-
tion to the problems listed so far, the 
execution environment becomes signif-
icant when the software outputs are re-
lated to real-world states (the controlled 
process and its environment) that may 
change frequently, such as weather, 
temperature, altitude, pressure, and so 
on. The environment includes the social 
policies under which the system is used.

In addition, as seen in the much-
repeated Dijkstra quote, testing can 
show only the presence of errors, not 
their absence.

Finally, and perhaps most impor-
tant, even if we could exhaustively test 
the software, virtually all accidents in-
volving software stem from unsafe re-
quirements.2,6 Testing can show only 
the consistency of the software with 
the requirements, not whether the re-
quirements are flawed. While testing 
is important for any system, including 
software, it cannot be used as a mea-
sure or validation of acceptable safety. 
Moving this consistency analysis to a 
higher level (validation) only shifts the 
problem, but does not solve it.

Simulation: All simulation depends 
on assumptions about the environ-
ment in which the system will execute. 
Autonomous cars have now been sub-

jected to billions of cases in simula-
tors, and have still been involved in ac-
cidents as soon as they are used on real 
roads. The problems described for test-
ing apply here, but the larger problem is 
that accidents occur when the assump-
tions used in development and in the 
simulation do not hold. Another way of 
saying this is that accidents occur be-
cause of what engineers call “unknown 
unknowns” in engineering design. We 
have no way to determine what the un-
known unknowns are. Therefore, simu-
lation can show only that we have han-
dled the things we thought of, not the 
ones we did not think about, assumed 
were impossible, or unintentionally left 
out of the simulation environment.

Formal verification: Virtually all ac-
cidents involving software stem from 
unsafe requirements, not implemen-
tation errors. Of course, it is possible 
that errors in the implementation of 
safe requirements could lead to an ac-
cident; however, in the hundreds of 
software-related accidents I have seen 
over 40 years, none have involved er-
roneous implementation of correct, 
complete, and safe requirements. 
When I look at accidents where it is 
claimed the implemented software 
logic has led to the loss, I always find 
the software logic flaws stem from a 
lack of adequate requirements. Of the 
three examples shown in the sidebar in 
this column, none of these accidents 
(nor the hundreds of others that I have 
seen) would have been prevented using 
formal verification methods. Formal 
verification (or even formal valida-
tion) can show only the consistency of 
two formal models. Complete discrete 
mathematical models do not exist of 

System and software 
requirements 
development are 
necessarily a system 
engineering problem, 
not a software 
engineering problem.
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as well play it really well, even if your in-
strument is a hammer and anvil.

As you point out, the developer defi-
nitely has this the wrong way around 
for at least two reasons: The first has to 
do with how one communicates a val-
ue as important as time; and the other 
has to do with how and where software 
should translate data into a human-
readable form.

Computer systems generally, and 
networked systems specifically, often 
depend on time and time stamps to 

Dear KV,
While debugging a set of networked 
systems that seemed to be executing 
operations out of the expected order, 
I discovered an interesting feature of 
the protocol used by the application. 
The system is fairly old, and I was 
not involved in its creation, but I was 
asked to figure out why about 10% of 
the transactions were flagged as being 
in the wrong order. All the application 
communication happens using TCP. 
And since TCP guarantees the order-
ing of messages, I was confused as to 
how transactions between two sys-
tems could arrive out of order. What 
I found—by using Wireshark—was 
that the TCP stream was, as expected, 
in order, but the application protocol 
used on top of TCP had some rather 
odd properties.

In particular, all of the information, 
including time, was communicated as 
strings. The bug turned out to be an 
incorrect conversion of the time from 
a string to a value that could easily be 
compared. Although the messages ar-
rived in the correct order, the system, 
reading the time, thought they were out 
of order and complained loudly. When 
I finally tracked down the developer 
who wrote the code, he said that he had 
used strings to make the protocol eas-
ier to debug and to make it easier for 
people looking at the log file to know 
what was happening in the system. My 

feeling is that he got this concept the 
wrong way around, and I am wonder-
ing how you might feel about this, as 
you have written about in the past.

Stung by Strings

Dear Stung,
How does this make me feel? Well, like 
nearly all questions around software 
and technology, it makes me angry, but 
then, what does not make me angry? 
When you play only one note, you might 

Kode Vicious 
Numbers Are for Computers, 
Strings Are for Humans
How and where software should translate data into a human-readable form.
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more powerful, and that fallacy is that 
compute power should always be used 
to give the human the best experience. 
When computers were slow and expen-
sive, programmers were able to avoid 
dealing with the human question by 
pointing out that storing data in a com-
pact numerical form resulted in bet-
ter efficiency and use of an expensive 
resource. As computers became cheap 
and pervasive, many people pointed out 
that these efficiencies were no longer as 
strictly necessary as they used to be.

Those of us who continue to pro-
gram near bare metal have never re-
ally let go of this cherished orthodoxy, 
but KV must, grudgingly, very grudg-
ingly, admit that the other camp 
might have a point here. A few bytes 
here, a few instructions there, they do 
add up, but often saving them is not 
worth the effort, unless it leads either 
to incorrect results or to increased 
complexity, which usually leads to in-
correct results (see the previous sec-
tion of this column).

Unless what you are processing, 
storing, or transmitting are, quite lit-
erally, strings that come from and are 
meant to be shown to humans, you 
should avoid processing, storing, or 
transmitting that data as strings. Re-
member, numbers are for computers, 
strings are for humans. Let the com-
puter do the work of presenting your 
data to the humans in a form they 
might find palatable. That is where 
those extra bytes and instructions 
should be spent, not doing the inverse.

KV

  Related articles  
  on queue.acm.org
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maintain or reconstruct the ordering 
of events, and this ordering often must 
be maintained so that the system as a 
whole can function properly. Some sys-
tems can operate without needing to 
know the time of day; instead, they de-
pend on a total ordering of events, as es-
tablished by Leslie Lamport—who ACM 
honored with a Turing Award for both-
ering to figure out that little problem 
(see https://amturing.acm.org/award_
winners/lamport_1205376.cfm).

There remains a class of systems 
that actually do care about the very hu-
man time of day, such as credit-card 
processing. If your payment to the bank 
is not timestamped with the appropri-
ate time of day (for example, midnight 
on the first day of the month), then you 
are going to be subject to interest and 
penalty payments that will likely make 
you even angrier than KV. Time also 
plays an important role in many non-
banking security protocols. Get a com-
parison backward, or let it roll over to 0 
or to a negative value, and the security 
of the system is broken. The number of 
attacks on systems based on time fills a 
large number of papers and books on 
computer security.

Computers, it should be pointed 
out, like to work with numbers. Strings 
are for humans, and so the idea of stor-
ing something as integral as time in 
a string is ridiculous on the face of it. 
The only way to know if X came before 
Y with a string-formatted time is to 
convert the times into something eas-
ily comparable (that is, integers) and 
then to have the computer do the com-
parison by math, which computers are 
very good at.

The number of times that a human 
will be looking at any of this data to 
make the same comparison is minus-
cule, which is the whole reason that 
pretty much all computer languages 
have a time data structure that can be 
both easily compared and that, hope-
fully, is resistant to misinterpretation. 
Not that we cannot get time wrong as 
an integer; we can, but it is far less like-
ly than getting it wrong when stored as 
a string and converted before the math 
happens. Find your language’s provid-
ed time type and use it, and check for 
errors on every comparison.

The second fallacy under which your 
software was written has become more 
common as computers have become 
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birdwatchers to contribute bird data 
collaboratively. Projects in this strand, 
such as Galaxy Zoo and eBird, are typi-
cally designed to answer scientific re-
search questions and increase public 
understanding of science.

Community Citizen Science is a 
particular case of citizen science that 
embraces participatory democracy, 
community co-design, and power re-
balance. These characteristics corre-

H
UM A N - COMPUTER INTERAC-

TION  ( HCI)  studies the de-
sign and use of interfaces 
and interactive systems. HCI 
has been adopted success-

fully in modern commercial products. 
Recently, its use for promoting social 
good and pursuing sustainability—
known as sustainable HCI—has begun 
to receive wide attention.4 Convention-
ally, scientists and decision-makers 
apply top-down approaches to lead re-
search activities that engage lay people 
in facilitating sustainability, such as 
saving energy. We introduce an alter-
native framework, Community Citi-
zen Science (CCS), to closely connect 
research and social issues by empow-
ering communities to produce scien-
tific knowledge, represent their needs, 
address their concerns, and advocate 
for impact. CCS advances the current 
science-oriented concept to a deeper 
level that aims to sustain community 
engagement when researchers are no 
longer involved after the intervention 
of interactive systems.

Defining Community 
Citizen Science
Citizen science refers to the framework 
that empowers amateurs and profes-
sionals to form partnerships and pro-
duce scientific knowledge jointly. A 
major science-oriented strand aims 
to facilitate scientific research and ad-
dress large-scale problems that are in-

feasible for experts to tackle alone.11 
In this strand, professionals lead proj-
ects, define the goals, and encourage 
the public to participate in scientific 
research. One example is Galaxy Zoo 
(see https://galaxyzoo.org), which uses 
the knowledge collected from volun-
teers to classify a large number of gal-
axies online. Another example, eBird 
(see https://ebird.org), is an online 
crowdsourcing platform that engages 

Viewpoint 
When Human-Computer 
Interaction Meets Community 
Citizen Science
Empowering communities through citizen science.

DOI:10.1145/3376892	 Yen-Chia Hsu and Illah Nourbakhsh
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lay perspectives contradict profession-
al ones, and thus activism is needed to 
inform decision-makers about the per-
ceptions of community concerns. In 
this way, CCS promotes ongoing politi-
cal discourse around local concerns to 
improve the conditions of society. For 
instance, in a study of childhood leu-
kemia cases that were clustered near 
contaminated water wells in Woburn, 
MA, residents recruited epidemiolo-
gists to show the relationship between 
the risk of childhood leukemia and the 
hazardous chemicals in their drinking 
water.1 When connected to CCS, sus-
tainable HCI is extended to exploring 
how technology can empower citizens 
to produce scientific evidence and re-
balance power relationships among 
stakeholders.

Architecting Interactive Systems 
as Technology Infrastructure
Designing interactive systems to sup-
port CCS suffers from the dilemma of 
Wicked Problems.10 These problems 
have no precise definition, cannot 
be fully observed at the beginning, 
are unique and depend on context, 
have no opportunities for trial and er-
ror, and have no optimal or provably 
correct solutions. While researchers 
intend to enable citizens to generate 
scientific evidence and express their 
concerns with interactive systems, 
they are unable to accurately predict 
if citizens will contribute sufficient 
data to draw meaningful insights. It 
is also difficult to determine the criti-
cal amount of human effort, time, 
and the geographical scale required 

spond to three different issues: core 
value, participation model, and gov-
ernance structure. Depending on who 
defines the research question, citizen 
science projects can have different 
scientific, educational, social, environ-
mental, and political values.11 These 
projects can make use of diverse partic-
ipation models between scientists and 
citizens, ranging from crowdsourcing 
to co-creation.5 Citizen science can 
also apply different governance struc-
tures to connect stakeholders, ranging 
from top-down to bottom-up.2

Participatory Democracy
CCS embraces participatory democracy 
to influence policymaking and address 
local concerns that community mem-
bers wish to advocate for themselves. 
This community-oriented strand seeks 
to generate scientific evidence from 
community data to support exploration, 
understanding, and dissemination of lo-
cal concerns.8 In CCS, community mem-
bers frame the main research question, 
and scientists engage in local issues that 
are raised by communities. For example, 
the Bucket Brigades project, pioneered 
by Global Community Monitor, (see 
https://gcmonitor.org) provides low-cost 
devices that enable affected residents to 
collect air samples, send these samples 
to laboratories for analysis, measure 
the impact of local industrial pollution, 
and launch advocacy efforts. When con-
nected to CCS, sustainable HCI extends 
scientific research into community em-
powerment, exploring how to use tech-
nology to strengthen the link between 
science and civil society.

Community Co-Design
CCS embraces community co-design 
to develop interactive systems with ad-
vocacy groups, who are deeply ground-
ed in local cultures and can bring di-
verse expertise to inform the design 
and use of computational tools.3 In 
this way, CCS intends to rebalance 
technological privilege and develop 
a shared understanding of how tech-
nology is embodied in context, which 
brings community members and 
scientists into parity. Previous work 
has shown that a strong partnership 
among scientists and citizens has 
great potential to prompt decision 
making and produce policy changes.11 
For instance, The Community-Driven 
Environmental Project co-designed its 
technology platform, NatureNet, with 
naturalists and community members 
to successfully support local water-
shed management, such as engaging 
residents in installing rain barrels.9 
When connected to CCS, sustainable 
HCI further explores how researchers 
take on the role of supporters that fa-
cilitate utilizing and disseminating 
technology, instead of supervisors that 
oversee and control the entire commu-
nity engagement procedure.

Power Rebalance
CCS aims to rebalance power by using 
a bottom-up and multiparty structure, 
where local communities play sig-
nificant roles in initiating grassroots 
movements, providing organizational 
networking, and disseminating criti-
cal findings to influence policymak-
ing. CCS is especially beneficial when 

The left image (a) shows the user interface of our prior work, a community-empowered air-quality monitoring system.6 The right image (b) 
shows the user interface of our other prior work, Smell Pittsburgh.7

(a) (b)
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for extracting reliable knowledge. 
Moreover, there are various methods 
of collecting, presenting, analyzing, 
and using the data. It is not feasible 
to explore and evaluate all possible 
methods without deploying the sys-
tem in a real-world context. Further-
more, each context requires custom-
ized community outreach strategies 
due to different power relationships 
among stakeholders. These challeng-
es, combined with other social con-
ditions, make it difficult to integrate 
modern sensing devices and compu-
tational tools to support sustainabil-
ity and community empowerment.

To tackle Wicked Problems, we 
propose an approach inspired by the 
design process used in architecture 
and urban planning. When approach-
ing Wicked Problems on community 
or city scales, architects and urban 
planners design physical infrastruc-
ture based on prior empirical expe-
riences to sustain human activities 
without their continuous supervision. 
This mind-set treats interactive sys-
tems as an ongoing technical infra-
structure that sustains communities 
over time, even when the researchers 
are no longer present. For instance, 
in Civic Technoscience, citizens use 
open source tools to conduct scien-
tific research, raise awareness of lo-
cal issues, and influence policymak-
ing.12 The Balloon Mapping project, 
pioneered by Public Lab (see https://
publiclab.org) provides low-cost 
technology for communities to cre-
ate high-resolution landscape imag-
ery with various applications, such as 
documenting protest events and eval-
uating the effectiveness of bioswales 
in absorbing pollutants. In this case, 
the Balloon Mapping tool became the 
technology infrastructure that sup-
ports community activism without 
extensive ongoing expert assistance 
following deployment.

Evaluating the Impact  
of Interactive Systems
When evaluating interactive systems 
after deployment, we believe it is 
more beneficial to ask “Is the system 
influential?” instead of “Is the system 
useful?” Merely focusing on usabil-
ity testing metrics, such as the time 
of completing tasks, may restrict the 
perspective of system design. Metrics 

of impacts, such as changes of atti-
tude and behavior, can be useful prox-
ies for evaluating the effectiveness of 
technology interventions.

However, due to the dilemma of 
Wicked Problems, it is extremely 
challenging to statistically verify 
whether the interactive system truly 
empowers communities and causes 
attitude or behavior changes. Un-
like observational studies, CCS ap-
plies technology to simultaneously 
produce scientific knowledge and 
influence community members. If re-
searchers frame the question of iden-
tifying the causal relationships as an 
observational study, it is difficult to 
track and control confounding fac-
tors that may influence their behav-
iors and attitudes, such as the effect 
of news and social media.

Alternatively, evaluating the in-
tervention of technology with a ran-
domized experiment can suffer from 
scientific and ethical concerns. It 
is not practical to randomly sample 
a control group with sufficient size 
from affected residents, since the 
information can spread among com-
munities. Even if there is a way to pre-
vent the control group from accessing 
the information about the deployed 
system, it is not appropriately ethical 
and contradicts the value of democ-
ratizing scientific knowledge. One 
may further consider an ethical way 
to compare the changes in the target-
ing community with another inde-
pendent one that shares similar con-
cerns but does not have access to the 
tool at the beginning. Nevertheless, 
CCS is by nature not replicable since 
each community has distinct charac-
teristics and power relationships. The 
results obtained by conducting a ran-

CSS is by nature 
not replicable since 
each community 
has distinct 
characteristics and 
power relationships.

Calendar 
of Events
Feb. 7–8
AIES ’20: AAAI/ACM Conference 
on AI, Ethics, and Society,
New York, NY, USA
Contact: Toby Walsh,
Email: toby.walsh@nicta.com.au

Feb. 9–12
TEI ’20: 14th International 
Conference on Tangible, 
Embedded, and Embodied 
Interaction,
Sydney, Australia
Sponsored: ACM/SIG,
Contact: Lian Loke,
Email: lian.loke@sydney.edu.au

Feb. 22–23
CC ’20: International 
Conference on Compiler 
Construction,
San Diego, CA,
Sponsored: ACM/SIG,
Contact: Louis-Noel Pouchet,
Email: pouchet@cse.ohio-state.
edu

Feb. 22–26
CGO ’20: 18th Annual  
IEEE/ACM International 
Symposium on Code Generation  
and Optimization,
San Diego, CA, USA
Sponsored: ACM/SIG,
Contact: Lingjia Tang,
Email: lingjia@umich.edu

Feb. 22–26
PPoPP ’20: 25th ACM SIGPLAN 
Symposium on Principles 
and Practice on Parallel 
Programming,
San Diego, CA, USA
Sponsored: ACM/SIG,
Contact: Rajiv Gupta,
Email: gupta@cs.ucr.edu

Feb. 23–25
FPGA ’20: The 2020 ACM/SIGDA 
International Symposium on 
Field-Programmable Gate Arrays,
Seaside, CA, USA
Sponsored: ACM/SIG,
Contact: Stephen Neuendorffer,
Email: stephen@neuendorffer.
name

March 
Mar. 3–4
HotMobile ’20: The 21st 
International Workshop on 
Mobil Computing Systems and 
Applications, Austin, USA,
Sponsored: ACM/SIG,
Contact: Padmanabhan Pillai,
Email: pillai@umich.edu
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lytics, community engagement, and 
research methods. To connect science 
tightly to local concerns, we call for 
establishing CCS as a formal research 
field and integrating both computa-
tional and design thinking skills into 
curricula, which involves understand-
ing local concerns through commu-
nity fieldwork, forming the research 
question, co-designing technology 
infrastructure with communities, and 
evaluating the social impact after sys-
tem deployment. In this way, we go be-
yond the mind-set of “citizens as sci-
entists” to “scientists as citizens.” We 
envision that CCS can drive sustain-
able HCI toward citizen empowerment 
at a time when community concerns, 
sustainability issues, and technologi-
cal ethics are at the forefront of global 
social discourse.	
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domized experiment on two indepen-
dent communities can be misleading.

Although it is difficult to statis-
tically and rigorously validate the 
impact of systems on communities, 
understanding “How can the system 
be influential?” and “Does the com-
munity think that the system is influ-
ential?” can be beneficial. Through 
qualitative and quantitative analysis, 
the evaluation of impact can provide 
valuable insights to inform system 
design for the HCI community. For 
instance, our work, a community-em-
powered air-quality monitoring sys-
tem (see the left image in the figure) 
enabled affected residents to pres-
ent evidence of local air pollution 
for social activism, including smell 
reports, sensor data, and videos from 
monitoring cameras.6 It studied how 
community members used animated 
smoke images and found that both 
manual and automatic approaches 
for generating images are essential 
during the engagement life cycle. The 
data provided by the system, com-
bined with personal stories from af-
fected residents, urged regulators to 
respond to the air pollution problem 
during a public community meeting.a 
Despite the small sample size in the 
analysis of self-efficacy and sense of 
community, the survey study found 
that the capability of using data-driv-
en evidence from multiple perspec-
tives is an important reason that the 
communities felt more confident af-
ter interacting with the system.

Our other work—Smell Pittsburgh 
(see https://smellpgh.org)—is a mo-
bile application that enables resi-
dents to report pollution odors and 
track where these odors are frequent-
ly concentrated.7 From our previous 
work, we found that smell experi-
ences were valuable in representing 
how local air pollution affected the 
living quality of communities. In 
this Viewpoint, we translate this les-
son from a hyperlocal to a citywide 
scale and provide insight into how 
smartphones, sensors, and statistical 
methods can be used to support CCS. 
The data analysis showed that events 
of poor smell were related to a joint 

a	 Regulators reviewing Shenango Coke Works’ 
compliance with 2012 consent decree:  
http://bit.ly/34TWZ9L

effect of wind information and hydro-
gen sulfide. A survey study found that 
motivations for community members 
to use Smell Pittsburgh came mainly 
from internal factors, including the 
desire to contribute data-driven evi-
dence, concern about the welfare of 
others, and the ability to validate per-
sonal experiences using the visualiza-
tion. This result was reinforced by the 
quantitative analysis of system usage, 
which identified a moderate associa-
tion between contributing data and 
interacting with the visualization. 
The reports collected via Smell Pitts-
burgh were printed and presented by 
the community at the Board of Health 
meeting with the local health depart-
ment, which urged the regulator to 
enact rigorous rules for petroleum 
coke plants.b

Next Steps
Community Citizen Science aims to 
empower everyday citizens and scien-
tists to represent their voices, reveal lo-
cal concerns, and shape more equita-
ble power relationships. Lessons that 
are learned from hyperlocal scale proj-
ects may be translated to large scale 
ones. However, when conducting CCS 
research, it is essential to acknowl-
edge that replicating successful expe-
riences and “parachuting” technol-
ogy intervention without thoughtful 
consideration can cause irreversible 
harm to communities. Developing 
interactive systems to support CCS 
requires training of multidisciplinary 
skills, including system develop-
ment, interaction design, data ana-

b	 Allegheny County Health Department defends 
air quality efforts, plans stricter coke plant 
rules: http://bit.ly/361wKQt

Lessons that are 
learned from 
hyperlocal-scale 
projects may be 
translated to  
large-scale ones.
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Instruction, Peer-Led Team Learning, 
Problem-Based Learning, Project-Based 
Learning, and Process Oriented Guided 
Inquiry Learning (POGIL) (for overviews, 
see Eberlein et al.2 and Simon et al.11).

POGIL focuses on how students 
learn by emphasizing skills and the 
process of learning (the “process ori-
ented” in POGIL) as well as specific 
concepts and content.9,12 In a POGIL 
classroom, students interact in 
teams (typically 3–5) to work through 
an activity together, discuss each ques-
tion, and ensure that team members 

R
E C E NT  SURVEYS 4 ,1 0 INDICATE 

that employers seek candi-
dates with broad “profes-
sional” skills in communica-
tion, teamwork, information 

processing, critical thinking, and prob-
lem solving. At the same time, faculty of-
ten feel pressure to “cover” more course 
content and feel there is not enough 
time for students to learn key concepts 
and also develop these skills. Faculty 
also feel students are disengaged, do not 
ask or answer questions, and struggle 
to think critically and solve problems. 
What more could faculty do to help stu-
dents engage in the classroom, master 
content, and develop important skills?

Imagine a classroom where stu-
dent teams actively collaborate to 
process information; think critically 
about problems; identify and evalu-
ate possible solutions; and share in-
sights and questions with each other. 
This starts on the first day of my first 
CS course, when students with no pro-
gramming experience use a number-
guessing game to develop key ideas in 
algorithm complexity analysis (see de-
scription in Simon et al.11). This con-
tinues through advanced courses such 
as artificial intelligence and program-
ming languages. A graduate noted this 
approach “actually prepared me with 
hands-on experience in performing 
tasks that I was immediately required 
to complete when I began my job. The 
practice … gave me a noticeable edge 
during my internship that led to me 
being hired.”

The ICAP (Interactive, Construc-
tive, Active, and Passive) framework1 
describes how learning outcomes im-
prove as students progress from pas-
sive to active to constructive (generate 
understanding) to interactive (dis-
cuss with peers). In recent decades, 
faculty have developed instructional 
approaches that build on educa-
tional research and help students to 
interact, construct understanding, 
and develop important skills. These 
approaches include Case-Based 
Learning, Pair Programming, Peer 

Viewpoint 
Guiding Students  
to Develop Essential Skills 
Students should interact with one another to practice skills and construct their own 
understanding, with assistance from a teacher acting as a coach and guide—not a lecturer.

DOI:10.1145/3376893	 Clif Kussmaul 
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consensus. Thus, as teams work on the 
activity, they process information, 
think critically and solve problems, and 
communicate with their team, the in-
structor, and the entire class.

Most POGIL activities have several 
of these Explore-Invent-Apply (EIA) 
learning cycles. For example, in the 
Python style activity, the EIA cycle re-
peats in part B with code snippets that 
involve function names, and in part 
C with comments. Similar structures 
are used for other syntax elements, 
and more complex examples, depend-
ing on the course and level of student 
experience. Other activities use longer 
code samples, and guide students to 
identify and correct defects, refactor 
and extend the code, or analyze algo-
rithmic complexity. Activities can use 
many other models: a table of storage 
device size and access time (memory 
hierarchy); a recipe to bake cookies 
(project scheduling); normal magic 
squares and eight tile puzzles (search 
strategies); and equations (neural net-
works and genetic algorithms). As stu-
dents gain skills and content knowl-
edge, they are able to explore more 
complex models with less guidance, 
invent more complex ideas, and apply 
their insights to larger and more ab-
stract problems.

While the teams work, the instruc-
tor walks around the classroom to 
observe, and ask questions such as 
“What differences do you see between 
the two snippets?”, “Does everyone on 
your team agree with this answer?”, 
or “Could you rewrite your insight as 
a complete sentence?”. At the same 
time, the instructor learns what their 
students know (and don’t know), and 
how to revise the activity to better guide 
student learning. After most teams 
have answered Q2, the instructor might 
ask a few teams to report their answers 
to the class, so all teams can check 
their work. Students who hesitate to 
share their own answers are often ea-
ger to share their team’s answers. The 
instructor might ask a few teams to 
write their answers to Q4 on the board 
or share them electronically, and then 
moderate a short discussion of any dif-
ferences in answers. After teams com-
plete the activity, the instructor spends 
a few minutes to emphasize key ideas, 
and prompts teams to reflect on what 
they learned, how they worked as a 

understand and agree on each answer. 
Each team member has a role that fo-
cuses on specific skills, and the roles 
rotate each class to help each student 
practice all of the skills. For example, 
the manager keeps track of time and 
encourages all team members to par-
ticipate, the recorder takes notes for 
the team on key concepts and insights, 
and the presenter shares the team’s 
conclusions with other teams and the 
teacher. The instructor is not a lecturer, 
but an active facilitator, who observes 
teams, prompts members to focus on 
their roles, responds to questions that 
a team cannot resolve, and leads class-
room discussion, usually based on key 
questions in the activity.

Each POGIL activity is specifically 
designed with models (for example, 
code, diagrams, graphs, tables), each 
followed by a sequence of questions to 
guide student to construct understand-

ing (the “guided inquiry” in POGIL). For 
example, Figure 1 shows part A of a 
CS1 activity on coding style in the Py-
thon language. (Sample answers are 
shown in blue italics.) Question 1 
prompts the team to explore two code 
snippets (X and Y), notice differences, 
discuss, and decide which is better. 
For many students these answers are not 
obvious and so at first they might dis-
agree, but after discussion most teams 
reach consensus. Question 2 prompts 
them to discuss and invent general in-
sights and advice. Thus, each team will 
consider their answers to Q1, develop 
insights, and express them clearly. 
Question 3 introduces a new term (“self-
documenting code”) and prompts 
teams to connect it to their insights in 
Q2. Question 4 prompts teams to apply 
these insights to a new, longer code 
snippet. Again, team members might 
disagree at first, but will usually reach 

Figure 1. Excerpt of Process Oriented Guided Inquiry Learning (POGIL) activity on Python style.

Learning Objectives: After completing this activity, learners should be able to:
• � Describe good conventions for variable names, parentheses,  

function names, spacing, indentation, etc.
• � Explain the value and benefits of good programming style.

1.  For each row in the table below, write X or Y in the last column to 
indicate which option is better. Sample answers are shown in blue italics.

2.  Based on your answers above, summarize advice for writing expressions.
(Write complete sentences, and be ready to report your answers to the class.)

Use spacing & parentheses to be readable and clarify precedence.
Use consistent ordering of the terms in subexpressions.
Use subexpressions and extra variables instead of long complicated expressions.

3.  Code that can be read and understood without separate documentation is called 
self-documenting code. How can we make expressions self-documenting?

same as above

4. Use your answers to previous questions to rewrite the code above.

# calculate trip cost from 2-way flights, hotels, & meals
fc=500; ch=150; mc=30; nn=5 # costs & number nights
c = 2*fc+ch*n+n*3*cm

Option X Option Y X/Y

s1=i1*c1+i2*c2; s1	 =	i1*c1 + i2*c2; Y

s1=(i1*c1)+(i2*c2); s1=i1*c1+i2*c2; X

s1 = c1*i1 + i2*c2; s1	 =	i1*c1 + i2*c2; Y

total = nCD*sCD + 
  (nCD*cCD + nMP3*cMP3) *
  (1+rateTax);

cost	 =	nCD *cCD + 
			   nMP3*cMP3;
ship	 =	nCD*sCD;
tax		 =	cost * rateTax;
total	=	cost + tax + ship;

Y
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team, and how they might improve in 
the future. A homework assignment 
might prompt students (individually, 
in pairs, or in teams) to apply good cod-
ing style to their own code, or to an ex-
ample provided by the instructor.

Research on POGIL in other disci-
plines (for example, Farrell3, Moog8) 
generally finds that, compared to tra-
ditional approaches, student attrition 
is lower, content mastery is greater, 
and students have more positive atti-
tudes. In one study,13 on the first day of 
Organic Chemistry II, students took an 
unannounced quiz on content from Or-
ganic I. Students from the POGIL sec-
tion of Organic I did dramatically bet-
ter than those from the lecture section, 
although the quiz was written by the 
lecture instructor. There are fewer stud-
ies of POGIL in computer science, but 
results are encouraging. After convert-
ing a CS1 course to POGIL, pass rates 
increased for females but not males.6 In 
a software project course, POGIL activi-
ties helped students to understand the 
importance of communication in real 
software projects.7 In a survey (summa-
rized in Figure 2), CS POGIL instructors 
reported that students were more ac-
tive and engaged, understood concepts 
better, and were better at teamwork, 
communication, and critical thinking.5

Thus, POGIL can both improve stu-
dent learning outcomes and develop 
key skills. POGIL has been used across 
STEM disciplines in secondary and 
post-secondary settings. The POGIL 
Project (see http://pogil.org) reviews 
and endorses POGIL activities, and of-
fers an extensive series of workshops 
on classroom facilitation, activity au-
thoring, and related topics. The U.S. Na-
tional Science Foundation has funded 
numerous projects to support POGIL, 

including several focused on comput-
ing disciplines. To learn more about 
POGIL activities for a range of comput-
ing topics, see http://cspogil.org.	
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Figure 2. CS faculty (n=26) perceptions of POGIL effectiveness.
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IN  2 011,  FACEBOOK announced the Open Compute 
Project to form a community around open source 
designs and specifications for datacenter hardware. 
Facebook shared its hardware specs, which resulted 
in 38% less energy consumption and 24% cost savings 
compared with its existing datacenters.6 What 
Facebook and other hyperscalers (Google, Microsoft, 
et al.) donate to the Open Compute Project are their 
solutions to the agonizing problems that come with 
running datacenters at scale.

Since then, the project has expanded to all aspects 
of the open datacenter: baseboard management 
controllers (BMCs), network interface controllers (NICs), 
rack designs, power busbars, servers, storage, 
firmware, and security. This column focuses on the 
BMC. This is an introduction to a complicated topic; 

some sections just touch the surface, 
but the intention is to provide a full 
picture of the world of the open source 
BMC ecosystem, starting with a brief 
overview of the BMC’s role in a system, 
touching on security concerns around 
the BMC, and then diving into some of 
the projects that have developed in the 
open source ecosystem.

If the CPU is the brain of the board, 
the BMC is the brain stem. It moni-
tors and manages the physical state of 
a computer or hardware device. This 
state includes temperature, humid-
ity, power supply voltage, fan speeds, 
remote access, and operating system 
functions. The BMC has historically 
been a SuperH or ARM-based system 
on a chip (SoC) with common function-
ality including but not limited to:

	˲ RMII (reduced media-indepen-
dent interface) and RGMII (reduced 
gigabit media-independent interface) 
for ethernet.

	˲ A boot flash with an SPI (serial 
peripheral interface) NOR. (NOR and 
NAND are types of nonvolatile flash 
memory; the difference is in the type of 
logic gate used.)

	˲ PCI (peripheral component inter-
connect) express.

	˲ An LPC (low pin count) bus for 
communicating with the host. Intel’s 
successor to LPC is the eSPI (Enhanced 
Serial Peripheral Interface bus).

The BMC usually communicates to 
the outside world (or the datacenter 
control network) using the intelligent 
platform management interface (IPMI), 
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a message-based, hardware-level in-
terface specification for managing and 
operating computer systems. It oper-
ates independently of the operating sys-
tem, the server’s CPU, and the firmware 
that allows admins to manage a system 
without an operating system or any sys-
tem management software. Admins can 
also take advantage of IPMI’s local net-
work to get a console on a remote com-
puter that is otherwise inaccessible.

BMC Security Concerns
The IPMI stack was not designed 
with security in mind (the IPMI spec 
requires making the hash of a user’s 
password available over the stack). The 
assumption was the datacenter con-
trol networks would be segregated and 
trusted, which is why IPMI is notorious 
for security vulnerabilities.2 Exploits in 
the IPMI stack and the BMC are devas-
tating because of the many privileged 
operations for which they are respon-
sible. Improving IPMI security has his-
torically been neglected, as most IPMI 
software is proprietary.

The BMC has its own problems with 
largely proprietary software and vul-
nerabilities. The most recent notable 
BMC vulnerability is USBAnywhere,3 
discovered by Rick Altherr, principal 
engineer at Eclypsium. On Supermicro 
servers, an attacker can use USBAny-
where to connect remotely to a server 
and virtually mount any USB device to 
the server. As a result, an attacker could 
load a new operating system image or 
implant a firmware backdoor to facili-

tate ongoing remote access. At the time 
of the disclosure, 47,000 vulnerable 
systems were found to be exposed to 
the public Internet. Another fun vul-
nerability is Pantsdown,1 which allows 
read and write access to the BMC’s ad-
dress space from the host. Pantsdown 
is an example of a requested feature 
causing a vulnerability.

But wait, it gets worse. As Tram-
mell Hudson pointed out in his Mod-
chips of the State talk at the 35th Chaos 
Communication Congress in 2018,7 
the BMC often has access to the host 
firmware via serial peripheral inter-
face (SPI) and to host memory through 
direct memory access (DMA). The 
BMC gets DMA access because it is on 
the peripheral component intercon-
nect express (PCIe) bus as a device. 
This means it can inject code into the 
host’s firmware. Much BMC firmware 
also lacks the notion of a secure boot. 
This makes the BMC a prime target 
for hackers. Here, I emphasize a point 
I made in a previous article on open 
source firmware:5 It’s an alarming 
problem that the code running with 
the most privilege has the least visibil-
ity and inspectability.

The BMC Becomes Open Source
The trend toward open sourcing the 
datacenter has led to a number of in-
novative BMC projects.

OpenBMC. In 2014, Facebook de-
cided to solve the problems with pro-
prietary BMC software by starting an 
open source BMC software project.4 
In 2015, IBM and Rackspace collabo-
rated on solving the same problems 
with their own project.9 Both projects 
were called OpenBMC and ended up 
merging into the OpenBMC project 
the firmware community is familiar 
with today (https://github.com/open-
bmc/openbmc). The founding orga-
nizations of the OpenBMC project, 
post-merger, were Microsoft, Intel, 
IBM, Google, and Facebook. Open-
BMC has the widest range of support 
for various BMCs.

The OpenBMC project encom-
passes u-boot, an open source boot-

loader that boots a Linux kernel with 
a minimal root file system containing 
all the tools and binaries needed to 
run OpenBMC. OpenBMC is designed 
with a service-oriented approach. Ser-
vices are started and maintained by 
systemd and communicate with each 
other over dbus. Designing for ser-
vices makes sense as an easy way for 
multiple collaborators and vendors to 
contribute to a single BMC implemen-
tation. This allows each vendor con-
tributing to the codebase to have sepa-
rate daemons it can turn on to ship in 
its specific distribution of OpenBMC; 
however, it also makes the BMC soft-
ware more complex to debug, audit, 
and put into production.

U-bmc. After OpenBMC came u-bmc 
(https://github.com/u-root/u-bmc), a 
software project started by Christian 
Svensson of Google. Written in Go, 
u-bmc aims for a more minimal 
BMC software architecture, chal-
lenging the status quo by replacing 
IPMI with gRPC. Removing IPMI 
makes u-bmc provocative from a se-
curity perspective since the attack 
surface area is reduced. Unlike Open-
BMC, u-bmc boots a Linux kernel di-
rectly from the ASPEED startup code 
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and more can be expected. This space 
is turning out many awesome proj-
ects, and I am lucky to be able to shine 
a light on the amazing work being 
done. Open sourcing the software at 
the lowest levels of the stack provides 
visibility into the code running with 
the most privileges on systems. We 
can only hope this will lead to more 
eyes vetting the code, encourage more 
minimal architectures, and lessen 
the risk of systems being caught with 
their “Pantsdown” in the future.
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after DRAM initialization, thus remov-
ing the need for a bootloader such as 
u-boot. As of the publication of this 
article, u-bmc supports BMCs based 
on the ASPEED AST2400 and AST2500, 
but plans to support more in the fu-
ture and always welcomes contribu-
tions. If you have a Supermicro 
X11SSH board that supports coreboot, 
it is possible to use u-bmc as your 
BMC software.

RunBMC. Not only has software 
around the BMC been open sourced, 
but the hardware has as well. Eric 
Shobe and Jared Mednick of Dropbox 
analyzed all the BMC system topolo-
gies and their differences on a plat-
form-by-platform basis. The result 
was RunBMC, a standard hardware 
interface for BMCs. Dropbox donat-
ed version 1 of the RunBMC hard-
ware specs, along with two reference 
boards for the Nuvoton NPCM75OR 
and ASPEED 2500 RunBMC modules, 
to the Open Compute Project in Au-
gust 2019.8

The RunBMC design allows for 
swapping out BMCs separate from 
the rest of the board, isolating and 
locking down the BMC subsystem. 
Previous to this, the BMC was sol-
dered onto the board. This is compel-
ling from a security perspective since 
focus is shifted to a single, swap-
pable BMC card, which can easily be 
replaced if broken, updated with a 
different version, or integrated with 
other security features. For example, 
a root of trust, the trusted source that 
verifies system software before ex-
ecution, can secure I/O between the 
BMC card and the rest of the board. 
This also allows users to switch easily 
between the common BMC manufac-
turers, ASPEED, and Nuvoton. Inter-
esting fact: Sun also had a BMC inter-
connect with its Integrated Lights Out 
Manager (ILOM), as did Dell with Dell 
Remote Access Controller (DRAC), 
HP with Integrated Lights-out (iLO), 
and IBM and Lenovo with integrated 
management module (IMM)—how-
ever, most do not ship this way today.

Open Source Moving  
the Ecosystem Further
OpenBMC set the stage for BMC 
firmware and hardware to be open 
sourced. This spawned a series of oth-
er innovations being open sourced, 

OpenBMC set the 
stage for BMC 
firmware and 
hardware to be 
open sourced.  
This spawned a 
series of other 
innovations being 
open sourced, 
and more can be 
expected. 
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A practical journey.

BY MATT GODBOLT

COMPILERS  ARE A necessary technology to turn high-
level, easier-to-write code into efficient machine code 
for computers to execute. Their sophistication at 
doing this is often overlooked. You may spend a lot 
of time carefully considering algorithms and fighting 
error messages but perhaps not enough time looking 
at what compilers are capable of doing.

This article introduces some com-
piler and code generation concepts, 
and then shines a torch over a few of the 
very impressive feats of transformation 
your compilers are doing for you, with 
some practical demonstrations of my 
favorite optimizations. I hope you will 
gain an appreciation for what kinds 
of optimizations you can expect your 
compiler to do for you, and how you 
might explore the subject further. Most 
of all, you may learn to love looking at 
the assembly output and may learn to 
respect the quality of the engineering 
in your compilers.

The examples shown here are in C 
or C++, which are the languages I have 
had the most experience with, but 

many of these optimizations are also 
available in other compiled languages. 
Indeed, the advent of front-end-agnos-
tic compiler toolkits such as LLVM3 
means most of these optimizations 
work in the exact same way in languag-
es such as Rust, Swift, and D.

I have always been fascinated by 
what compilers are capable of. I spent 
a decade making video games where ev-
ery CPU cycle counted in the war to get 
more sprites, explosions, or complicat-
ed scenes on the screen than our com-
petitors. Writing custom assembly, and 
reading the compiler output to see what 
it was capable of, was par for the course.

Fast-forward five years and I was at a 
trading company, having switched out 

Optimizations 
in C++ 
Compilers
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apply similarly on other architectures. 
Additionally, I cover only the GCC and 
Clang compilers, but equally clever 
optimizations show up on compilers 
from Microsoft and Intel.

Optimization 101
This is far from a deep dive into com-
piler optimizations, but some concepts 
used by compilers are useful to know. 
In these pages, you will note a running 
column of examples of scripts and in-
structions for the processes and opera-
tions discussed. All are linked by the 
corresponding (letter).

Many optimizations fall under the 
umbrella of strength reduction: taking 
expensive operations and transforming 
them to use less expensive ones. A very 
simple example of strength reduction 
would be taking a loop with a multiplica-
tion involving the loop counter, as shown 
in (b). Even on today’s CPUs, multiplica-
tion is a little slower than simpler arith-
metic, so the compiler will rewrite that 
loop to be something like (c).

Here, strength reduction took a loop 
involving multiplication and turned 
it into a sequence of equivalent op-
erations using only addition. There 
are many forms of strength reduction, 
more of which show up in the practical 
examples given later.

Another key optimization is inlining, 
in which the compiler replaces a call to 
a function with the body of that func-
tion. This removes the overhead of the 
call and often unlocks further optimi-
zations, as the compiler can optimize 
the combined code as a single unit. You 
will see plenty of examples of this later.

Other optimization categories 
include:

	˲ Constant folding. The compiler 
takes expressions whose values can be 

sprites and polygons for fast process-
ing of financial data. Just as before, 
knowing what the compiler was doing 
with code helped inform the way we 
wrote the code.

Obviously, nicely written, testable 
code is extremely important—espe-
cially if that code has the potential to 
make thousands of financial trans-
actions per second. Being fastest is 
great, but not having bugs is even 
more important.

In 2012, we were debating which of 
the new C++11 features could be adopt-
ed as part of the canon of acceptable cod-
ing practices. When every nanosecond 
counts, you want to be able to give advice 
to programmers about how best to write 
their code without being antagonistic 
to performance. While experimenting 
with how code uses new features such as 
auto, lambdas, and range-based for, I 
wrote a shell script (a) to run the com-
piler continuously and show its filtered 
output. This proved so useful in answer-
ing all these “what if?” questions that 
I went home that evening and created 
Compiler Explorer.1

Over the years I have been constantly 
amazed by the lengths to which com-
pilers go in order to take our code and 
turn it into a work of assembly code 
art. I encourage all compiled language 
programmers to learn a little assembly 
in order to appreciate what their com-
pilers are doing for them. Even if you 
cannot write it yourself, being able to 
read it is a useful skill.

All the assembly code shown here 
is for 64-bit x86 processors, as that is 
the CPU I’m most familiar with and 
is one of the most common server 
architectures. Some of the examples 
shown here are x86-specific, but in 
reality, many types of optimizations 

Many optimizations 
fall under the 
umbrella of 
strength reduction: 
taking expensive 
operations and 
transforming 
them to use less 
expensive ones. 
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calculated at compile time and replac-
es them with the result of the calcula-
tion directly.

	˲ Constant propagation. The com-
piler tracks the provenance of values 
and takes advantage of knowing that 
certain values are constant for all pos-
sible executions.

	˲ Common subexpression elimina-
tion. Duplicated calculations are re-
written to calculate once and dupli-
cate the result.

	˲ Dead code removal. After many of 
the other optimizations, there may be 
areas of the code that have no effect on 
the output, and these can be removed. 
This includes loads and stores whose 
values are unused, as well as entire 
functions and expressions.

	˲ Instruction selection. This is not an 
optimization as such, but as the com-
piler takes its internal representation 
of the program and generates CPU 
instructions, it usually has a large set 
of equivalent instruction sequences 
from which to choose. Making the 
right choice requires the compiler to 
know a lot about the architecture of 
the processor it’s targeting.

	˲ Loop invariant code movement. The 
compiler recognizes that some expres-
sions within a loop are constant for the 
duration of that loop and moves them 
outside of the loop. On top of this, 
the compiler is able to move a loop 
invariant conditional check out of a 
loop, and then duplicate the loop body 
twice: once if the condition is true, and 
once if it is false. This can lead to fur-
ther optimizations.

	˲ Peephole optimizations. The com-
piler takes short sequences of instruc-
tions and looks for local optimizations 
between those instructions.

	˲ Tail call removal. A recursive func-
tion that ends in a call to itself can of-
ten be rewritten as a loop, reducing call 
overhead and reducing the chance of 
stack overflow.

The golden rule for helping the 
compiler optimize is to ensure it has 
as much information as possible to 
make the right optimization deci-
sions. One source of information is 
your code: If the compiler can see 
more of your code, it’s able to make 
better decisions. Another source of 
information is the compiler flags you 
use: telling your compiler the exact 
CPU architecture you are targeting 

can make a big difference. Of course, 
the more information a compiler 
has, the longer it could take to run, so 
there is a balance to be struck here.

Let’s take a look at an example (d), 
counting the number of elements of a 
vector that pass some test (compiled 
with GCC, optimization level 3; https://
godbolt.org/z/acm19_count1). If the 
compiler has no information about 
testFunc, it will generate an inner 
loop like (e).

To understand this code, it’s useful 
to know that a std::vector<> con-
tains some pointers: one to the begin-
ning of the data; one to the end of the 
data; and one to the end of the stor-
age currently allocated (f). The size 
of the vector is not directly stored, it’s 
implied in the difference between the 
begin() and end() pointers. Note 
that the calls to vector<>::size() 
and vector<>::operator[] have 
been inlined completely.

In the assembly code (e), ebp points 
to the vector object, and the begin() 
and end() pointers are therefore 
QWORD PTR [rbp+0] and QWORD PTR 
[rbp+8], respectively.

Another neat trick the compiler has 
done is to remove any branching: you 
might reasonably expect if (test-
Func(...)) would turn into a compari-
son and branch. Here the compiler 

does the comparison cmp al, 1, 
which sets the processor carry flag if 
testFunc() returned false, otherwise 
it clears it. The sbb r12d, -1 instruc-
tion then subtracts -1 with borrow, the 
subtract equivalent of carrying, which 
also uses the carry flag. This has the de-
sired side effect: If the carry is clear 
(testFunc() returned true), it sub-
tracts –1, which is the same as adding 
1. If the carry is set, it subtracts –1 + 1, 
which has no effect on the value. Avoid-
ing branches can be advantageous in 
some cases if the branch is not easily 
predictable by the processor.

It may seem surprising that the com-
piler reloads the begin() and end() 
pointers each loop iteration, and in-
deed it rederives size() each time 
too. However, the compiler is forced to 
do so: it has no idea what testFunc() 
does and must assume the worst. 
That is, it must assume calls to test-
Func() may cause the vec to be modi-
fied. The const reference here doesn’t 
allow any additional optimizations for 
a couple of reasons: testFunc() may 
have a non-const reference to vec 
(perhaps through a global variable), or 
testFunc() might cast away const.

If, however, the compiler can see 
the body of testFunc(), and from 
this know that it does not in fact 
modify vec (g), the story is very different 
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early 2000s on the original Xbox), I 
have been surprised how few projects 
use LTO. In part this may be because 
programmers unintentionally rely on 
undefined behavior that becomes ap-
parent only when the compiler gets 
more visibility: I know I have been 
guilty of this.

Favorite Optimization Examples
Over the years, I have collected a num-
ber of interesting real-world optimiza-
tions, both from first-hand experience 
optimizing my own code and from 
helping others understand their code 
on Compiler Explorer. Here are some 
of my favorite examples of how clever 
the compiler can be.

Integer division by a constant. It 
may be surprising to learn that—until 
very recently—about the most expen-
sive thing you could do on a modern 
CPU is an integer divide. Division is 
more than 50 times more expensive 
than addition and more than 10 times 
more expensive than multiplication. 
(This was true until Intel’s release of 
the Cannon Lake microarchitecture, 
where the maximum latency of a 64-bit 
divide was reduced from 96 cycles to 
18.6 This is only around 20 times slow-
er than an addition, and 5 times more 
expensive than multiplication.)

Thankfully, compiler authors have 
some strength reduction tricks up 
their sleeves when it comes to division 
by a constant. I am sure we have all re-
alized that division by a power of two 
can often be replaced by a logical shift 
right—rest assured the compiler will 
do this for you. I would advise not writ-
ing a >> in your code to do division; let 
the compiler work it out for you. It’s 
clearer, and the compiler also knows 
how to account properly for signed 
values: integer division truncates to-
ward zero, and shifting down by itself 
truncates toward negative infinity.

However, what if you are dividing by 
a non-power-of-two value, as illustrated 
in (j)? Are you out of luck? Luckily, 
the compiler has your back again. The 
code compiles to (k) (https://godbolt.
org/z/acm19_div3).

Not a divide instruction in sight. 
Just a shift, and a multiply by a strange 
large constant: the 32-bit unsigned in-
put value is multiplied by 0xaaaaaaab, 
and the resulting 64-bit value is shifted 
down by 33 bits. The compiler has re-

(https://godbolt.org/z/acm19_count2).
In this case the compiler has real-

ized that the vector’s begin() and 
end() are constant during the opera-
tion of the loop. As such it has been 
able to realize that the call to size() 
is also a constant. Armed with this 
knowledge, it hoists these constants 
out of the loop, and then rewrites 
the index operation (vec[i]) to be 
a pointer walk, starting at begin() 
and walking up one int at a time to 
end(). This vastly simplifies the gen-
erated assembly.

In this example, I gave the compiler 
a body to testFunc() but marked it 
as non-inlineable (a GNU extension) to 
demonstrate this optimization in isola-
tion. In a more realistic codebase, the 
compiler could inline testFunc() if it 
believed it beneficial.

Another way to enable this optimi-
zation without exposing the body of 
the function to the compiler is to mark 
it as [[gnu::pure]] (another lan-
guage extension). This promises the 
compiler that the function is pure—
entirely a function of its arguments 
with no side effects.

Interestingly, using range-for in the 
initial example yields optimal assembly, 
even without knowing that testFunc() 
does not modify vec (https://godbolt.
org/z/acm19_count3). This is because 
range-for is defined as a source code 
transformation that puts begin() and 
end() into local variables as shown in 
(h) and is is interpreted as (i).

All things considered, if you need to 

use a “raw” loop, the modern range-
for style is preferred: it’s optimal even 
if the compiler cannot see the body of 
called functions, and it is clearer to the 
reader. Arguably better still is to use the 
STL’s count _ if function to do all 
the work for you: the compiler still gen-
erates optimal code (https://godbolt.
org/z/acm19_count4).

In the traditional single-transla-
tion-unit-at-a-time compilation mod-
el, function bodies are often hidden 
from call sites, as the compiler has 
seen only their declaration. Link time 
optimization (LTO, also known as 
LTCG for link time code generation) 
can be used to allow the compiler to 
see across translation unit boundar-
ies. In LTO, individual translation 
units are compiled to an intermediate 
form instead of machine code. During 
the link process—when the entire pro-
gram (or dynamic linked library) is vis-
ible—machine code is generated. The 
compiler can take advantage of this to 
inline across translation units, or at 
least use information about the side 
effects of called functions to optimize.

Enabling LTO for optimized builds 
can be a good win in general, as the 
compiler can see your whole program. 
I now rely on LTO to let me move more 
function bodies out of headers to re-
duce coupling, compile time, and 
build dependencies for debug builds 
and tests, while still giving me the per-
formance I need in final builds.

Despite being a relatively estab-
lished technology (I used LTCG in the 

(i)

(h)
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placed division with a cheaper multipli-
cation by the reciprocal, in fixed point. 
The fixed point in this case is at bit 33, 
and the constant is one-third expressed 
in these terms (it’s actually 
0.33333333337213844). The compiler 
has an algorithm for determining appro-
priate fixed points and constants to 
achieve the division while preserving the 
same rounding as an actual division op-
eration with the same precision over the 
range of the inputs. Sometimes this 
requires a number of extra opera-
tions—for example, in dividing by 1022 
as shown in (l, https://godbolt.org/z/
acm19_div1023).

The algorithm is well known and 
documented extensively in the excel-
lent book, Hacker’s Delight.8

In short, you can rely on the compiler 
to do a great job of optimizing division 
by a compile-time-known constant.

You might be thinking: Why is this 
such an important optimization? How 
often does one actually perform inte-
ger division, anyway? The issue is not 
so much with division itself as with the 
related modulus operation, which is 
often used in hash-map implementa-
tions as the operation to bring a hash 
value into the range of the number of 
hash buckets.

Knowing what the compiler can do 

here can lead to interesting hash-map 
implementations. One approach is to 
use a fixed number of buckets to allow 
the compiler to generate the perfect 
modulus operation without using the 
expensive divide instruction.

Most hash maps support rehashing 
to a different number of buckets. Na-
ively, this would lead to a modulus with 
a number known only at runtime, forc-
ing the compiler to emit a slow divide 
instruction. Indeed, this is what the 
GCC libstdc++ library implementation 
of std::unordered _ map does.

Clang’s libc++ goes a little further: 
it checks if the number of buckets is a 
power of two, and if so skips the divide 
instruction in favor of a logical AND. 
Having a power-of-two bucket count is 
alluring as it makes the modulus op-
eration fast, but in order to avoid exces-
sive collisions it relies on having a good 
hash function. A prime-number bucket 
count gives decent collision resistance 
even for simplistic hash functions.

Some libraries such as 
boost::multi _ index go a step fur-
ther: instead of storing the actual num-
ber of buckets, they use a fixed number 
of prime-sized bucket counts (m).

That way, for all possible hash-table 
sizes the compiler generates the per-
fect modulus code, and the only extra 

(k)

(j)

You can rely on 
the compiler to 
do a great job of 
optimizing division 
by a compile-time-
known constant. 
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out this simple operation is surpris-
ingly useful in a number of cases. For 
example, calculating the Hamming 
distance between two bitsets, dealing 
with packed representations of sparse 
matrices, or handling the results of 
vector operations.

You might write a function to count 
the bits as shown in (p). Of note is the 
bit manipulation “trick” a &= (a – 1);, 
which clears the bottom-most set bit. 
It’s a fun one to prove to yourself how it 
works on paper. Give it a go.

When targeting the Haswell microar-
chitecture, GCC 8.2 compiles this code 
to the assembly shown in (q) (https://
godbolt.org/z/acm19_bits). Note how 
GCC has cleverly found the BLSR bit-
manipulation instruction to pick off the 
bottom set bit. Neat, right? But not as 
clever as Clang 7.0 illustrated in (r).

This operation is common enough 
that there is an instruction on most 
CPU architectures to do it in one go: 
POPCNT (population count). Clang is 
clever enough to take a whole loop in 
C++ and reduce it to a single instruc-
tion. This is a great example of good in-
struction selection: Clang’s code gen-
erator recognizes this pattern and is 
able to choose the perfect instruction.

I was actually being a little unfair 
here: GCC 9 also implements this (s), 
and in fact shows a slight difference. At 
first glance this appears to be subop-
timal: Why on earth would you write a 
zero value, only to overwrite it immedi-
ately with the result of the “population 
count” instruction popcnt?

A little research brings up Intel CPU 
erratum SKL029: “POPCNT Instruction 
May Take Longer to Execute Than Ex-
pected”—there is a CPU bug! Although 
the popcnt instruction completely 
overwrites the output register eax, it is 
incorrectly tagged as depending on the 
prior value of eax. This limits the CPU’s 
ability to schedule the instruction un-
til any prior instructions writing to eax 
have completed—even though they 
have no impact.

GCC’s approach here is to break 
the dependency on eax: the CPU rec-
ognizes xor eax, eax as a dependen-
cy-breaking idiom. No prior instruc-
tion can influence eax after xor eax, 
eax, and the popcnt can run as soon 
as its input operand edi is available.

This affects only Intel CPUs and 
seems to be fixed in the Cannon Lake 

cost is to dispatch to the correct piece 
of code in the switch statement.

GCC 9 has a neat trick (n) for check-
ing for divisibility by a non-power-of-
two (https://godbolt.org/z/acm19_mul-
tof3) and compiles to (o).

This apparent witchcraft is ex-
plained very well by Daniel Lemire in 
his blog.2 As an aside, it’s possible to do 

these kinds of integer division tricks at 
runtime too. If you need to divide many 
numbers by the same value, you can 
use a library such as libdivide.5

Counting Set Bits
How often have you wondered, How 
many set bits are in this integer? Prob-
ably not all that often. But it turns 

divisibleBy3(unsigned ): 

  imul  edi, edi, -1431655765  ; edi = edi * 0xaaaaaaab  
  cmp  edi, 1431655765   ; compare with 0x55555555  
  setbe  al     ; return 1 if edi <= 0x55555555  
  ret  

int
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microarchitecture, although GCC still 
emits XOR when targeting it.

Chained Conditionals
Maybe you have never needed to count 
the number of set bits in an integer, 
but you have probably written code 
like the example in (t). Instinctively, 
I thought the code generation would 
be full of compares and branches, but 
both Clang and GCC use a clever trick 
to make this code pretty efficient. GCC 
9.1’s output is shown in (u; https://god-
bolt.org/z/acm19_conds)

The compilers turn this sequence 
of comparisons into a lookup table. 
The magic value loaded into rax is a 33-
bit lookup table, with a one-bit in the 
locations where you would return true 
(indices 32, 13, 10, and 9 for ' ', \r, \n, 
and \t, respectively). The shift and & 
then pick out the cth bit and return it. 
Clang generates slightly different but 
broadly equivalent code. This is anoth-
er example of strength reduction.

I was pleasantly surprised to see 
this kind of optimization. This is defi-
nitely the kind of thing that—prior to 
investigating in Compiler Explorer—I 
would have written manually assum-
ing I knew better than the compiler.

One unfortunate thing I did notice 
while experimenting is—for GCC, at 
least—the order of the comparisons 
can affect the compiler’s ability to 
make this optimization. If you switch 
the order of the comparison of the \r 
and \n, GCC generates the code in (v).

There’s a pretty neat trick with the 
and to combine the comparison of \r 
and \t, but this seems worse than the 
code generated before. That said, a sim-
plistic benchmark on Quick Bench sug-
gests the compare-based version might 
be a tiny bit faster in a predictable tight 
loop.a Who ever said this was simple, eh?

Summation
Sometimes you need to add a bunch 
of things up. Compilers are extremely 
good at taking advantage of the vec-
torized instructions available in most 
CPUs these days, so even a pretty 
straightforward piece of code such as 
(w) gets turned into code whose core 
loop looks like (x) (https://godbolt.
org/z/acm19_sum).

a	  http://quick-bench.com/ 
0TbNkJr6KkEXyy6ixHn3ObBEi4w

The compiler has been able to pro-
cess eight values per instruction, by sep-
arating the total into eight separate sub-
totals for each one. At the end it sums 
across those subtotals to make the final 
total. It’s as if the code was rewritten for 
you to look more like the (y) example.

Simply place the compiler’s optimi-
zation level at a high enough setting 
and pick an appropriate CPU architec-
ture to target, and vectorization kicks 
in. Fantastic!

This does rely on the fact that sepa-
rating the totals into individual sub-
totals and then summing at the end is 
equivalent to adding them in the order 
the program specified. For integers, this 
is trivially true; but for floating-point 
data types this is not the case. Floating 
point operations are not associative: 
(a+b)+c is not the same as a+(b+c), as—
among other things—the precision of 

the result of an addition depends on the 
relative magnitude of the two inputs.

This means, unfortunately, that 
changing the vector<int> to be a 
vector<float> does not result in the 
code you would ideally want. The com-
piler could use some vector operations 
(it can square eight values at once), but 
it is forced to sum across those values 
serially as shown in (z; https://godbolt.
org/z/acm19_sumf).

This is unfortunate, and there is not 
an easy way around it. If you are abso-
lutely sure the order of addition is not 
important in your case, you can give GCC 
the dangerous (but amusingly named) 
-funsafe-math-optimizations flag. 
This lets it generate this beautiful inner 
loop illustrated in (a'; https://godbolt.
org/z/acm19_sumf_unsafe).

Amazing stuff: processing eight floats 
at a time, using a single instruction to ac-
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This is presumably a result of the 
general algorithm Clang uses.

Further experimentation shows 
that Clang is clever enough to opti-
mize many of these types of loops. 
Both Clang and GCC track loop vari-
ables in a way that allows this kind of 
optimization, but only Clang chooses 
to generate the closed-form version. 
It’s not always less work: for small 
values of x the overhead of the closed-
form solution might be more than just 
looping. Krister Walfridsson goes into 
great detail about how this is achieved 
in a blog post.7

It is also worth noting that in order to 
do this optimization, the compiler may 
rely on signed integer overflow being 
undefined behavior. As such, it can as-
sume your code cannot pass a value of 
x that would overflow the result (65536, 
in this case). If Clang cannot make that 
assumption, it is sometimes unable 
to find a closed-form solution (https://
godbolt.org/z/acm19_sum_fail).

Devirtualization
Although it seems to have fallen out 
of favor a little, traditional virtual-
function-based polymorphism has its 
place. Whether it’s to allow for genuine 
polymorphic behavior, or add a “seam” 
for testability, or allow for future exten-
sibility, polymorphism through virtual 
functions can be a convenient choice.

As we know, though, virtual func-
tions are slow. Or are they? Let’s see how 
they affect the sum-of-squares example 
from earlier—something like (d').

Of course, this is not polymorphic 
yet. A quick run through the com-
piler shows the same highly vector-
ized assembly (https://godbolt.org/z/
acm19_poly1).

Now adding the virtual keyword in 
front of the int operator() should re-
sult in a much slower implementation, 
filled with indirect calls, right? Well, 
sort of (https://godbolt.org/z/acm19_
poly2). There is a lot more going on 
than before, but at the core of the loop 
is something perhaps surprising (e').

What is happened here is GCC has 
made a bet. Given that it has seen only 
one implementation of the Trans-
form class, it is likely going to be that 
one implementation that is used. In-
stead of blindly indirecting through the 
virtual function pointer, it has taken 
the slight hit of comparing the pointer 

cumulate and square. The drawback is 
potentially unbounded precision loss. 
Additionally, GCC does not allow you to 
turn this feature on for just the functions 
you need it for—it’s a per-compilation 
unit flag. Clang at least lets you control it 
in the source code with #pragma Clang 
fp contract.

While playing around with these 
kinds of optimizations, I discovered 
that compilers have even more tricks 
up their sleeves, check out (b'). GCC 
generates fairly straightforward code 
for this, and with appropriate compil-
er settings will use vector operations 

as noted earlier. Clang, however, gen-
erates the code in (c'); (https://god-
bolt.org/z/acm19_sum_up).

First, note there is no loop at all. 
Working through the generated code, 
you see that Clang returns:

(x – 1)(x – 2)
2 + (x + 1)

It has replaced the iteration of a 
loop with a closed-form general solu-
tion of the sum. The solution differs 
from what I would naively write myself:

x (x – 1)
2
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against the only known implementation. 
If it matches, then the compiler knows 
what to do: it inlines the body of the 
Transform::operator() and squares 
it in place.

That’s right: the compiler has in-
lined a virtual call. This is amazing, 
and was a huge surprise when I first 
discovered this. This optimization is 
called speculative devirtualization and 
is the source of continued research 
and improvement by compiler writers. 
Compilers are capable of devirtualiz-
ing at LTO time too, allowing for whole-
program determination of possible 
function implementations.

The compiler has missed a trick, 
however. Note that at the top of the 
loop it reloads the virtual function 
pointer from the vtable every time. 
If the compiler were able to notice 
that this value remains constant if 
the called function does not change 
the dynamic type of Transform, this 
check could be hoisted out of the loop, 
and then there would be no dynamic 
checks in the loop at all. The compiler 
could use loop-invariant code motion 
to hoist the vtable check out of the 
loop. At this point the other optimi-
zations could kick in, and the whole 
code could be replaced with the vec-
torized loop from earlier in the case of 
the vtable check passing.

You would be forgiven for think-
ing that the dynamic type of the object 
could not possibly change, but it’s actu-

ally allowed by the standard: an object 
can placement new over itself so long as 
it returns to its original type by the time 
it’s destructed. I recommend that you 
never do this, though. Clang has an op-
tion to promise you never do such hor-
rible things in your code: -fstrict-
vtable-pointers.

Of the compilers I use, GCC is the 
only one that does this as a matter of 
course, but Clang is overhauling its 
type system to leverage this kind of op-
timization more.4

C++11 added the final specifier to 
allow classes and virtual methods to be 
marked as not being further overrid-
den. This gives the compiler more in-
formation about which methods may 
profit from such optimizations, and in 
some cases may even allow the com-
piler to avoid a virtual call completely 
(https://godbolt.org/z/acm19_poly3). 
Even without the final keyword, some-
times the analysis phase is able to 
prove that a particular concrete class 
is being used (https://godbolt.org/z/
acm19_poly4). Such static devirtualiza-
tion can yield significant performance 
improvements.

Conclusion
Hopefully, after reading this article, 
you will appreciate the lengths to which 
the compiler goes to ensure efficient 
code generation. I hope that some of 
these optimizations are a pleasant sur-
prise and will factor in your decisions 

to write clear, intention-revealing code 
and leave it to the compiler to do the 
right thing. I have reinforced the idea 
that the more information the com-
piler has, the better job it can do. This 
includes allowing the compiler to see 
more of your code at once, as well as 
giving the compiler the right informa-
tion about the CPU architecture you 
are targeting. There is a trade-off to 
be made in giving the compiler more 
information: it can make compilation 
slower. Technologies such as link time 
optimization can give you the best of 
both worlds.

Optimizations in compilers continue 
to improve, and upcoming improve-
ments in indirect calls and virtual func-
tion dispatch might soon lead to even 
faster polymorphism. I am excited about 
the future of compiler optimizations. Go 
take a look at your compiler’s output.
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resource management using super-
vised learning techniques, such as 
gradient-boosted trees and neural net-
works, or reinforcement learning. We 
also discuss why ML is often preferable 
to traditional non-ML techniques.

Public cloud providers are starting 
to explore ML-based resource manage-
ment in production.9,14 For example, 
Google uses neural networks to op-
timize fan speeds and other energy 
knobs.14 In academia, researchers have 
proposed using collaborative filtering—
a common technique in recommender 
systems—in scheduling containers for 
reduced with in-server performance 
interference.12 Others proposed using 
reinforcement learning to adjust the re-
sources allocated to co-located VMs.24 
Later, we discuss other opportunities 
for ML-based management.

Despite these prior efforts and op-
portunities, it is currently unclear 
how best to integrate ML into cloud 
resource management. In fact, prior 
approaches differ in multiple dimen-
sions. For example, in some cases, 
the ML technique produces insights/
predictions about the workload or in-
frastructure; in others, it produces ac-
tual resource management actions. In 
some cases, the ML is deeply integrated 
with the resource manager; in others, it 
is completely separate. In all cases, the 
ML addresses a single management 
problem; a different problem requires 

CLOUD PLATFORMS, SUCH as Microsoft Azure, Amazon 
Web Services (AWS), and Google Cloud Platform, 
are tremendously complex. For example, the Azure 
Compute fabric governs all the physical and virtualized 
resources running in Microsoft’s datacenters. Its 
main resource management systems include virtual 
machine (VM) and container (hereafter we refer 
to VMs and containers simply as “containers”) 
scheduling, server and container health monitoring 
and repairs, power and energy management, and other 
management functions.

Cloud platforms are also extremely expensive to 
build and operate, so providers have a strong incentive 
to optimize their use. A nascent approach is to 
leverage machine learning (ML) in the platforms’ 
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 key insights
	˽ There are many potential uses of ML in 

cloud computing platforms. The challenge 
is in defining exactly how and where ML 
should be infused in these platforms.

	˽ Leveraging ML-derived predictions 
has shown promise for many resource 
managers in Azure Compute. Having a 
general and independent ML framework/
system has been key to increasing 
adoption quickly.

	˽ Many research challenges remain 
open, including how to make action-
prescribing ML general enough for wide 
applicability in cloud platforms, how to 
manage (potentially partial) feedback at 
scale, and how to debug misbehaviors 
(especially when the ML is tightly 
integrated with resource managers).
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ference enables the scheduler to select 
placements that do not require migra-
tions.12 In the Resource Central section, 
we mention our earlier results on the 
benefit of predictive container schedul-
ing. In fact, non-predictive policies (for 
example, based on feedback control) 
are not even acceptable in some cases. 
For instance, blindly live migrating 
containers that will incur long blackout 
times is certain to annoy customers.

ML has been shown to produce more 
accurate predictions for cloud resource 
management than more traditional 
methods, such as regressions or time-
series analysis. For example, Cao6 and 
Chen8 demonstrate that ML techniques 
produce more accurate resource uti-
lization predictions than time-series 
models. Our results quantitatively com-
pare some ML and non-ML methods.

Opportunities for ML  
in Cloud Platforms
Cloud platforms involve a variety of 
resource managers, such as the con-
tainer scheduler and the server health 
management system. Here, we discuss 
some of the ways in which managers 
can benefit from ML.

Container scheduler. The scheduler 
selects the server on which a contain-
er will run. It can use ML to identify 
(and avoid) container placements that 
would lead to performance interfer-
ence, or to adjust its configuration pa-
rameters (for example, how tightly to 
pack containers on each server). It can 
also use ML-derived predictions of the 
containers’ resource utilizations to bal-
ance the disk access load, or to reduce 
the likelihood of physical resource ex-
haustion in oversubscribed servers. 
Predictions of server health are also 
useful for it to stop assigning contain-
ers to servers that are likely to fail soon. 
Finally, it can use predictions of con-
tainer lifetime when considering serv-
ers that will undergo planned main-
tenance or software updates. We have 
used lifetime predictions to match 
batch workloads to latency-sensitive 
services with enough idle capacity for 
the container.27

Server defragmenter/migration man-
ager. As containers arrive/complete, 
each server may be left with available 
resources that are insufficient for large 
containers. As a result, the server de-
fragmentation system may decide to 

another approach. We discuss these 
dimensions, the possible integration 
designs, and their architectural, func-
tional, and API implications.

As one point in this multi-dimen-
sional space, we built Resource Central 
(RC)9—a general ML and prediction-
serving system for providing workload 
and infrastructure insights to resource 
managers in the Azure Compute fabric. 
RC collects telemetry from containers 
and servers, learns from their prior be-
haviors and, when requested, produces 
predictions of their future behaviors. 
We are currently using RC to accurately 
predict many characteristics of the 
Azure Compute workload. We present 
an overview RC, its initial uses and re-
sults, and describe the lessons from 
building it.

Though RC has been successful so 
far, it has limitations. For example, it 
does not implement certain forms of in-
teraction with resource managers. More 
broadly, the integration of ML into real 
cloud platforms in a general, maintain-
able, and at-scale manner is still in its 
infancy. We close the article with some 
open questions and challenges.

ML vs. Traditional Techniques
Resource management in cloud plat-
forms is often implemented by static 
policies that have two shortcomings. 
First, they are tuned offline based 
on relatively few benchmark work-
loads. For example, threshold-based 
policies typically involve hand-tuned 
thresholds that must be used for wide-
ly different workloads. In contrast, 
ML-informed dynamic policies can 
naturally adapt to actual production 
workloads.20,26 For the same example, 
each server can learn different thresh-
olds for its own resource management.

Second, the static policies tend to 
require reactive actions, and may incur 
unnecessary overheads and customer 
impact. As an example, consider a com-
mon policy for scheduling containers 
onto servers, such as best fit. It may 
cause some co-located containers to 
interfere in their use of resources (for 
example, shared cache space) and re-
quire (reactive) live migrations.23 Live 
migration is expensive and may cause 
a period of unavailability (aka “black-
out” time). In contrast, ML techniques 
enable predictive management: having 
accurate predictions of container inter-

Cloud platforms 
are extremely 
expensive to build 
and operate, so 
providers have a 
strong incentive to 
optimize their use.
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their codes with monitoring calls into 
the platform (for example, using AWS’s 
CloudWatch3 or Azure’s Monitor21). 
When they do not, lower-level counters 
(for example, resource utilization, CPU 
performance counters) must be used 
as an imperfect proxy for application 
performance. Given that most work-
loads are not instrumented, we expect 
that ML techniques will most often use 
counters. Nevertheless, providers also 
run first-party workloads, which can 
potentially be instrumented.

Predictions vs. actions. Another di-
mension concerns the role of the ML 
techniques. One approach is for them 
to produce insights (for example, per-
formance, load, container lifetime pre-
dictions) that managers can leverage to 
improve decisions as in Figure 1 (top). 
This approach gives managers sole 
control and understanding of the man-
agement policies. Another approach is 
for the ML to produce actual manage-
ment actions (for example, migrate this 
container, change this resource alloca-
tion) to be taken by managers. In this 
case, the ML embodies a deeper under-
standing of the policies (or may itself 
define the policies). Targeting the ML 
at producing actions may lead to poli-
cies that more easily adapt to the actual 

live-migrate active containers onto a 
subset of the servers. A migration man-
ager can also live-migrate (for example, 
low-priority) containers to alleviate any 
unexpected server resource contention 
or interference. It can use application-
level performance information (when 
it is available) or ML techniques on 
lower-level performance counters to 
identify these behaviors. The manager 
can use predictions of the containers’ 
expected lifetimes and blackout times 
to live-migrate only those that will 
likely remain active for a substantial 
amount of time and not incur a notice-
able blackout time if migrated.

Power capping manager. This man-
ager ensures the capacity of the (over-
subscribed) power delivery system is 
not exceeded, using CPU speed scal-
ing. To tackle a power emergency (the 
power draw is about to exceed a circuit 
breaker limit), this manager can use 
predictions of the performance impact 
of speed scaling on different workloads 
to guide its apportioning of the avail-
able power budget. Similarly, it can use 
predictions of workload interactivity as 
a guide. Ideally, containers executing 
interactive or highly sensitive work-
loads should receive all the power they 
want, to the detriment of containers 
running batch and background tasks. 
In this context, the container scheduler 
can use predictions of interactivity to 
smartly schedule interactive and delay-
insensitive workloads across servers.

Server health manager. This manager 
monitors hardware health and takes 
faulty servers out of rotation for main-
tenance. When a server starts to misbe-
have, this manager can use predictions 
of the lifetime of the containers run-
ning on the server. Using these predic-
tions, it can determine when mainte-
nance can be scheduled, and whether 
containers need to be live-migrated to 
prevent unavailability.

This is only a partial list of opportu-
nities for ML-based resource manage-
ment. The challenge is determining 
the best system designs for exploiting 
these opportunities.

Potential Designs  
for ML-Centric Clouds
When deciding how to exploit ML 
in cloud resource management, we 
must consider: The ML techniques 
and their inputs and outputs, and 

the managers and their mechanisms 
(management actions) and policies. 
We must also consider many ques-
tions: Can we use application-level 
performance data for learning? How 
should the ML and the managers in-
teract? Should the ML produce behav-
ioral insights/predictions or actual 
management actions? How tightly 
integrated with the managers should 
the ML be? How quickly does the ML 
need to observe the effect of the man-
agement actions? Is it possible to 
create general frameworks/APIs that 
can apply to many types of resource 
management? Next, we discuss our 
thoughts along these dimensions.

Application performance vs. counters. 
Managers must optimize resource us-
age without noticeably hurting end-to-
end application performance. Thus, 
having direct data on application per-
formance enables precise manage-
ment with or without ML. Some appli-
cation metrics are easier to obtain than 
others. For example, VM lifetimes are 
“visible” to the platform, whereas re-
quest latencies within VMs implement-
ing a service often are not. When con-
tainers are opaque to the platform, the 
way to obtain application performance 
data is for developers to instrument 

Figure 1. Two designs.
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whereas actions are manager-specific.
Integration vs. separation. Related 

to the dimension here is the question 
of whether the ML should be fully in-
tegrated or completely separate from 
managers. When the ML outputs ac-
tions, the fully integrated design is a 
natural one, as in Figure 1 (bottom). 
For insights, both integration and 
separation are viable options. How-
ever, for generality and maintainabil-
ity, cleanly separating the ML and the 
managers via well-defined APIs is ben-
eficial: multiple managers can use the 
same ML implementation, which the 
platform can maintain independently 
of the managers.

Immediate vs. delayed feedback. A 
final dimension is whether the ML is 

able to observe the result of its previous 
outputs or the manager actions within 
a short time. Designs that produce ML 
models offline will likely observe these 
effects only at a coarse time granularity 
(for example, daily). Such granularity is 
a good match when the input feature 
characteristics also change slowly. How-
ever, techniques such as reinforcement 
learning and bandit learning often 
benefit from actions being observable 
much sooner. For such techniques, of-
fline model-learning may not be ideal.

Resource Central
RC is one point in this multidimen-
sional space. We built it as a general ML 
and prediction-serving system into the 
Azure Compute fabric. RC9 learns from 
low-level counters from all containers 
and servers, produces various behavior-
al models offline, and provides predic-
tions online to multiple managers via a 
simple REST API.

RC leverages a wealth of historical 
data to produce accurate predictions. 
For example, from the perspective of 
each Azure subscription, many con-
tainers exhibit peak CPU utilizations 
in consistent ranges across executions; 
containers that execute user-facing 
workloads consistently do so across 
executions; tenant deployment sizes 
are unlikely to vary widely across ex-
ecutions, and so on.9 In all these cases, 
prior behavior is a good predictor for 
future behavior.

workload and infrastructure behaviors, 
whereas leaving this responsibility to 
managers may produce policies that 
are unnecessarily general. Producing 
actions may also be the only alterna-
tive when it is impractical to collect la-
beled training data (for example, when 
fast management decisions must be 
made at the servers themselves, based 
on fine-grained performance data). On 
the other hand, leveraging ML for in-
sights simplifies the managers, making 
them easier to understand and debug. 
In fact, relying on insights is less likely 
to cause negative feedback loops that 
could potentially degrade customer 
experience. Insights may also inform 
multiple managers (for example, con-
tainer scheduler and power manager), 

Figure 2. RC architecture comprising offline and online components.
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Table 2. Behaviors and their buckets.

Behavior Bucket 1 Bucket 2 Bucket 3 Bucket 4

Avg CPU utilization 0–25% 25%–50% 50%–75%  75%–100%

Deployment size 1 >1 and ≤10 >10 and ≤100 >100

Lifetime ≤15 mins >15 and ≤60 mins >1 and ≤24 hs >24 hs

Blackout time ≤0.1 s >0.1 and ≤1 s >1 and ≤3 s >3 s

Table 1. Behavior, ML modeling approaches, model and full feature dataset sizes.

Behavior Approach #features Model size Feature data size

Avg CPU utilization Gradient Boosting Tree 247 414KB 416MB

Deployment size Gradient Boosting Tree 41 351KB 296MB

Lifetime Gradient Boosting Tree 247 438KB 416MB

Blackout time Gradient Boosting Tree 998 290KB 4.5MB
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rently retrains models once a day.
The online part of RC is a REST 

(Representational State Transfer) ser-
vice within which the models execute 
to produce predictions. RC’s clients 
(for example, the container scheduler) 
call the service passing as input the 
model name and information about 
the container(s) for which they want 
predictions, for example, the subscrip-
tion identification. The model may 
require historical feature data as ad-
ditional inputs, which RC fetches from 
Azure Storage. As an example of fea-
ture data, the lifetime model requires 
information on historical lifetimes 
(for example, percentage of short-lived 
and long-lived containers to date) for 
the same subscription from the store. 
Each prediction result is a predicted 
value and a score. The score reflects 
the model’s confidence in the predict-
ed value. The client may choose to ig-
nore a prediction when the score is too 
low. It may also ignore (or not wait for) 
a prediction if it thinks that RC is mis-
behaving (or unavailable).

RC relies heavily on caching, as cli-
ents may have stringent performance 
requirements. It caches the prediction 
results, model, and feature data from 
the store in memory.

Current ML models. RC acts as a frame-
work for offline training of ML models 
and serving predictions from them on-
line; RC is agnostic to the specific mod-
eling approach data analysts select. In 
our current implementation, analysts 
can select models from a large reposi-
tory that runs on Cosmos. The three left-
most columns of Table 1 list some of the 
container behaviors we predict and the 
modeling approach we currently use: 
Gradient Boosting Trees (GBTs).18 We 
are also experimenting with deep neural 
networks and plan to start using them in 
the next version of RC.

For classifying numeric behaviors, 
we divide the space of possible values 
into buckets (for example, 0%–24%, 
25%–49%, and so on) and then predict a 
bucket. (As we will discuss, this approach 
has been more accurate for our datasets 
than using regression and then buck-
etizing the result.) When the prediction 
must be converted to a number, the cli-
ent can assume the highest, middle, or 
lowest value for the predicted bucket.

Feature engineering. Each model 
takes many features as input, which we 

RC uses customer, container, and/
or server features to identify correla-
tions that managers can leverage in 
their decision-making. The managers 
query RC with a subset of the features, 
expecting to receive predictions for the 
others. For example, the scheduler may 
query RC while providing the customer 
name and type, deployment type and 
time, and container role name. RC will 
then predict how large the deployment 
by this customer may become and how 
high these containers’ resource utiliza-
tion may get over time.

Architecture. Design rationale. Our 
design for RC follows several basic 
principles related to the dimensions 
we discussed previously and our abil-
ity to operate, maintain, and extend it 
at scale:

1.	 Since application-level perfor-
mance data is rarely available, RC 
should learn from low-level counters.

2.	 For generality, modularity, and 
debuggability, RC should be oblivi-
ous to the management policies and, 
instead, provide workload and in-
frastructure behavior predictions. It 
should also provide an API that is gen-
eral enough for many managers to use.

3.	 For performance and availability, 
RC should be an independent system 
that is off the critical performance and 
availability paths of the managers that 
use it whenever possible.

4.	 Since workload characteristics 
and server behaviors change slowly, 
RC can learn offline and serve predic-
tions online. For availability, these two 
components should be able to operate 
independently of each other.

5.	  For maintainability, it should be 
simple and rely on any existing well-
supported infrastructures.

6.	 For usability, it should require 
minimal modifications to the resource 
managers.

Design. Figure 2 illustrates how we 
designed RC based on these principles. 
The offline workflow consists of data 
extraction, cleanup, aggregation, fea-
ture data generation, training, valida-
tion, and ML model generation. RC 
does these tasks on Cosmos,7 a massive 
data processing system that collects all 
the container and server telemetry from 
the fabric. RC orchestrates these phas-
es, sanity-checks the models and fea-
ture data, and publishes them to Azure 
storage, a highly available store. RC cur-

There are many 
potential uses  
and designs for  
ML in cloud 
platforms.
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works predict resource demand, re-
source utilization, or job/task length 
for provisioning or scheduling pur-
poses.5,6,8,15,17,19,25 For example, Cao6 
recently explored Random Forests to 
predict CPU, memory, and disk utili-
zations, whereas Chen8 used Residual 
Neural Networks for predicting VM 
CPU utilization. We predict a broader 
set of behaviors (including container 
lifetimes, maximum deployment sizes, 
and blackout times) for a broader set 
of purposes (including health manage-
ment and power capping). Still, we do 
not argue that the models we use are 
necessarily the best. Instead, we show 
them simply as examples of ML mod-
els that we have integrated into the RC 
framework and work well in practice.

Prediction accuracy. A key require-
ment for RC is the ability to predict be-
haviors accurately. Obviously, this ac-
curacy depends on the behavior one is 
trying to predict and on the modeling 
approach they use. As such, the best we 
can do is provide evidence from our ex-
perience with RC that many behaviors 
can be predicted accurately.

For our analysis, we use one month 
of data about all VMs in Azure. In this 
dataset, less than 1% of the VMs are 
from “new” subscriptions, that is, sub-
scriptions that appear for the first time 
in the set. We trained RC’s models with 
the first three weeks and tested them 
on the fourth. We provide a similar da-
taset at https://github.com/Azure/Azur-
ePublicDataset.

We divide the space of predictions 
for each behavior into the buckets listed 
in Table 2. Given these buckets, Figure 
3 summarizes the RC prediction results 
for each VM-utilization bucket (left) 

and the most important predictive attri-
butes (right). Figure 4 shows the overall 
accuracy, prediction, and recall results 
(three rightmost bars in each group, 
respectively) for the VM behaviors in 
the tables. We measure accuracy as the 
percentage of predictions that were cor-
rect, assuming the predicted bucket is 
that with the highest confidence score; 
precision for a bucket as the percent-
age of true positives in the set of predic-
tions that named the bucket; and recall 
for a bucket as the percentage of true 
positives in the set of predictions that 
should have named the bucket.

Figure 3 (left) shows recall between 
70% and 95% across VM-utilization 
buckets. When we average bucket 
frequencies and recalls together, we 
find that overall VM-utilization recall 
is 89%. Figure 3 (right) shows that the 
most important attributes in terms of 
F1-score are the percentage of VMs of 
the same subscription that fell in each 
bucket to date. As we discussed in the 
RC paper,9 subscriptions show low (<1) 
coefficient of variation (CoV = standard 
deviation divided by average) for the 
behaviors we study. Thus, it is unsur-
prising that prior observations of the 
behavior are good indicators. Still, our 
results show that other attributes are 
also important: service type (the name 
of a top first-party subscription or “un-
known” for the others), VM type (for 
example, A1, A2), number of cores, VM 
class (IaaS vs PaaS), operating system, 
and deployment time; their relative im-
portance depends on the metric. VM 
role names have little predictive value, 
for example, IaaS VMs often have arbi-
trary role names that do not repeat.

Figure 4 illustrates the high accu-

extract from the attributes available in 
our dataset. We split the attributes into 
three groups: categorical, boolean, and 
numerical. We model categorical attri-
butes (for example, container type, guest 
operating system) as categorical fea-
tures. We represent the features in a vec-
tor of pre-defined length. We concate-
nate the boolean attribute (for example, 
first deployment, production workload) 
values to the input feature vector. Simi-
larly, we normalize and concatenate the 
numerical attribute (for example, num-
ber of cores, container memory size) 
values to the vector. Finally, we place 
the attributes that describe observed 
container/subscription behavior (for ex-
ample, last observed container lifetime) 
into the buckets of Table 2 and use them 
as numerical features. We concatenate 
these features to the vector as well.

Comparison to other systems and 
techniques. As it focuses on produc-
ing predictions, RC fundamentally 
differs from action-prescribing sys-
tems, for example, Agarwal et al.,2 and 
Moritz et al.22 RC currently produces 
its predictions using TLC, a Microsoft-
internal state-of-the-art framework 
that implements many learning algo-
rithms. However, RC can also leverage 
recently proposed frameworks, such 
as TensorFlow,1 for producing its ML 
models. RC’s online component is 
comparable to recent prediction-serv-
ing systems,10,11,16 though with a dif-
ferent architecture and geared toward 
cloud resource management. We are 
not aware of any ML and prediction-
serving frameworks/systems like RC in 
other real cloud platforms.

The literature on predicting work-
load behaviors is extensive. These 

Figure 3. Average CPU utilization recall per bucket (left) and attribute importance (right).
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ployments that are exceptionally large) 
throw off the regression models and ul-
timately produce incorrect buckets.

Initial uses and results in resource 
management. In its first production in-
stantiation, we have implemented RC’s 
online component as a service in each 
Azure Compute cluster. A single version 
of its offline model-generation com-
ponent runs on Cosmos. The first two 
major clients to use RC were the server 
defragmenter, which queries RC for 
lifetime and blackout time predictions 
(and VM metadata); and the container 
scheduler, which queries it for life-
time predictions (and metadata). As of 
March 2019, RC’s clients are directing 
roughly 1.5 billion queries to it daily. 
The next major clients we will produc-
tize are the power capping manager, 
which will use RC’s workload interac-
tivity predictions; and a new predictive 
container rightsizing system, which 
will use RC’s utilization predictions to 
recommend new container sizes. Sev-
eral other uses of RC are being planned.

Our production results from the 
server defragmenter show that, from 
October 2018 to March 2019, RC en-
abled many tens of thousands of VM 
migrations, enabling more than 200 
clusters (that would otherwise have 
been considered “full”) to continue 
receiving new VMs. Our earlier simu-
lation study considered the use of RC-
produced VM utilization predictions for 
safe core oversubscription.9 It showed 
that an RC-informed oversubscribing VM 

racy of our current GBT models, which 
ranges between 74% (lifetime) and 87% 
(blackout time). The GBT prediction 
quality is even higher when we discard 
predictions with low (< 60%) confidence: 
precision ranges between 84% (lifetime) 
and 90% (average CPU utilization and 
blackout time) without substantially 
hurting recall, which ranges between 
72% (lifetime) and 99% (blackout time). 
Again, for all behaviors, the most im-
portant attributes are the percentage of 
VMs classified into each bucket to date.

We expect the prediction quality our 
current models provide will be enough 
for most clients. For example, a VM 
scheduler that oversubscribes CPU 
cores prevents resource exhaustion as 
effectively with RC’s VM utilization pre-
dictions as with an oracle predictor.9

Accuracy by VM group. Interestingly, 
accuracy can be higher for the first VM 
deployments from new subscriptions 
than for deployments from subscrip-
tions we have already seen in the data-
set. For example, for average CPU uti-
lization predictions, these accuracies 
are 92% and 81%, respectively. We con-
jecture that this is because users tend 
to experiment with their first VMs in 
similar ways, so feature data account-
ing for prior subscriptions is predic-
tive of new ones.

We also compare the prediction ac-
curacy for third- and first-party VMs, 
and for first-party production and 
non-production VMs. The former com-
parison shows that accuracy tends to 
be higher for third-party VMs. For ex-
ample, for lifetime, the accuracies for 
third-party and first-party VMs are 83% 
and 74% respectively, whereas for aver-
age CPU utilization they are 84% and 
80% respectively. When comparing 
production and non-production first-
party VMs, the results are more mixed. 
For lifetime, accuracy is higher for pro-
duction VMs (82% vs. 64%), whereas 
the opposite is true for average CPU 
utilization (79% vs. 83%). The wide di-
versity of production workloads makes 
utilization more difficult to predict, 
but at the same time their lifetimes 
are less diverse and easier to predict as 
production VM tend to live long.

Comparison to other techniques. As 
baselines for comparison, we experi-
ment with three techniques: most re-
cent bucket (MRB), most popular bucket 
(MPB), and logistic regression (LR). MRB 

and MPB are non-ML techniques. MRB 
predicts the bucket that was most com-
mon for the VMs in the last deployment 
of the same subscription (lifetime and 
average CPU utilization), the same buck-
et as the last deployment of the same 
subscription (max deployment size), or 
the same bucket as the last VM migra-
tion of a similar size (blackout time). 
MPB predicts the bucket that has been 
most popular since the start of the sub-
scription. LR predicts a bucket based on 
a non-linear probability curve computed 
using the maximum likelihood method. 
We train the LR models with the same 
feature vectors we described earlier. 
Figure 4 shows that MRB exhibits accu-
racies between 54% and 81%, whereas 
MPB stays between 42% and 78%, and 
LR in the 62%–80% range. Clearly, these 
accuracies are substantially worse than 
our GBT results. Compared to MRB 
and MPB, GBT relies on many features 
instead of a simple heuristic, giving it a 
broader context that improves predic-
tions. Compared to LR, GBT performs 
better for higher dimensional data. In 
addition, GBT combines decision trees 
with different parameters to produce 
higher quality results.

Comparison to regression into buckets. 
We also compare GBTs as classifiers 
into buckets with GBTs used for numer-
ical regression and then bucketizing 
the results. We find that the former ap-
proach is substantially more accurate. 
The reason is that “noise” in the nu-
merical values (for example, few VM de-

Figure 4. Accuracy, precision, and recall for all behaviors.

Three leftmost bars of each behavior represent the accuracy for most recent bucket 
(MRB), most popular bucket (MPB), and logistic regression (LR). Two rightmost bars 
represent precision and recall with gradient boosting tree (GBT), when predictions 
with <60% confidence are excluded.
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a first one was implemented as a run-
time library to be linked with clients, 
and another as an independent service 
(as described). Interestingly, there is still 
no consensus on which implementation 
is ideal for Azure. Some teams like the 
ability to get predictions without leaving 
the client’s machine, which the library 
approach enables via RC’s caches. Other 
teams prefer the standard and higher-
level interface of a service, and do not 
want to manage an additional library. Ul-
timately, we expect to build multiple on-
line component implementations that 
will consume models and feature data 
from the same back-end source.

Open Challenges  
and Research Avenues
As should be clear by now, RC is by no 
means the only possible approach to ML-
centric platforms. In fact, RC cannot cur-
rently accommodate certain types of ML 
integration that can be potentially useful. 
Moreover, there are potential additional 
areas for ML integration that nobody has 
explored yet. Clearly, there is a need for 
more research on this topic. The follow-
ing paragraphs identify some research 
challenges and avenues going forward.

Broadly using application-level per-
formance data. As mentioned, low-level 
counters are an indirect measure of 
application performance. For resource 
management without performance 
loss, extracting high-level information 
from applications is key. Today’s extrac-
tion methods require effort from devel-
opers, who do not always have a strong 
incentive to provide the data. The chal-
lenge the cloud provider faces is creat-
ing stronger incentives or extraction 
methods that are automatic, privacy-
preserving, and non-intrusive.

Using action-prescribing ML while being 
general. Increasingly popular ML tech-
niques such as reinforcement and ban-
dit learning prescribe actions. In the re-
source management context, this means 
the ML must understand the acceptable 
management mechanisms and poli-
cies (these techniques could define the 
policies themselves, but this would make 
manager debugging very difficult), and 
be adjusted for every manager that can 
benefit. Moreover, it must be safe/cheap 
to explore the space of available actions. 
The challenge is creating general designs 
for these ML techniques, perhaps via 
frameworks/APIs that take mechanism 

scheduler can accommodate more VMs, 
while producing 6× fewer cases of physi-
cal resource exhaustion than a baseline 
oversubscribing scheduler that does not 
consider utilization predictions.

Lessons learned. Thinking about ML-
centric cloud platforms and through our 
experience with RC, we learned several 
important lessons:

Separation of concerns. Keeping pre-
dictions and management policies sepa-
rate has worked well in RC. This separa-
tion is making policies easier to debug 
and their results easier to reproduce, as 
they are not obscured by complex ML 
techniques. In Azure’s current managers, 
policies tend to be rule-based and use RC 
predictions as rule attributes (for exam-
ple, if expected lifetime is short, then 
place container in one of these servers). 
The rule-based organization has made it 
easier to integrate predictions into exist-
ing managers.

Reach and extensibility. The ML frame-
work must act as a source of intelligence 
for many resource managers, not all of 
which will be known on day-one. Thus, it 
is critical to be able to easily integrate new 
data sources, predict/understand more 
behaviors, include multiple models for 
each behavior and implement versioning 
per model, among others. RC’s modular 
design has made these extensions easy.

Model updates. We designed RC to 
produce models and feature data offline, 
and then serve predictions and feature 
data online until it produces (in the back-
ground) an updated version of them. 
However, one resource manager we have 
come across requires models to be up-
dated online, so that each prediction ac-
counts for the effect of the previous one. 
As this scenario seems to be rare, we opt-
ed for RC’s more  general design.

Performance. Many of the managers 
do not require extremely fast predictions. 
For example, the server defragmenter can 
easily deal with slow predictions. How-
ever, other managers require substan-
tially higher performance. For example, 
the entire time budget for the container 
scheduler is less than 100 milliseconds. 
In these scenarios, prediction result, 
model, and feature data caching can be 
critical in prediction-serving, especially 
if models are large and complex. Caching 
also helps maintain operation even when 
the data store is unavailable.

Integration with clients. We explored 
two versions of RC’s online component: 

RC is by no means 
the only possible 
approach to ML-
centric platforms. 
In fact, RC 
cannot currently 
accommodate 
certain types of 
ML integration that 
can be potentially 
useful.  
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and policy descriptions as inputs, so that 
they are easier to adopt.

Quick feedback at scale. When operat-
ing at scale, it is difficult to observe the 
result of predictions or management ac-
tions within a short time. For example, 
scheduling a large group of containers 
may impact the resource utilization and 
performance interference at many serv-
ers. Worse, other containers are constantly 
starting and finishing on these same serv-
ers. In this context, obtaining feedback 
from all the servers and isolating the im-
pact of each prediction/action is extremely 
difficult. The problem is even harder when 
the feedback will only be available at an 
undetermined future time. For example, 
a container lifetime prediction can only 
be verified when the container finishes, 
which may take a long time. Thus, when 
quick feedback is needed, the challenges 
become determining when it is available, 
and accurately deriving it from the mas-
sive amount of collected data.

Debuggability. The cloud provider 
must be prepared for scenarios where 
an ML technique (and the managers 
that use it) suddenly starts to misbe-
have, producing poor predictions or 
actions. In these cases, regenerating 
models with more recent data may not 
be enough to fix the problem, because 
model features may have changed se-
mantics or been eliminated altogether. 
Debugging misbehaviors is difficult for 
certain ML techniques, for example, 
neural networks, especially when they 
are tightly integrated with the manager. 
More research is needed on making de-
bugging easier, if such techniques are 
to be used broadly in public clouds.

Other aspects of cloud platforms. Fi-
nally, our focus has been using ML in re-
source management for high efficiency 
and performance. However, ML can also 
benefit network traffic, availability, reli-
ability, security, configuration manage-
ment.4,13,28 An open question is whether 
the ideas, designs, and trade-offs we 
discussed also apply to these other ar-
eas. In our future work, we will explore 
how to extend RC for these types man-
agement in a real platform.

Conclusion
Public cloud providers invest billions 
of dollars into their software and hard-
ware infrastructures. Maximizing the 
use of these expensive resources, while 
maintaining excellent performance and 

availability, is critical for profitability 
and competitiveness. Infusing ML into 
cloud platforms has the potential to 
achieve these goals. In fact, we envision 
many opportunities and designs for 
bringing ML into cloud resource man-
agement. Taking advantage of some 
of these opportunities, we have been 
transforming the Azure Compute fabric 
to leverage predictions of container and 
server behaviors. This transformation 
has relied on Resource Central, our 
general ML and prediction-serving 
framework and system. Our initial ex-
perience shows that one can produce 
simple yet accurate ML models for 
many behaviors and enable resource 
managers to make smarter decisions. 
However, more research is needed on 
this topic, so we have made traces of 
the Azure Compute workload available 
for researchers to use at https://github.
com/Azure/AzurePublicDataset.	
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SU P PORTING HUMAN COLLABORATION  has been a 
central driver of the development of information 
and communication technology. A relatively recent 
approach to this end is social matching, referring to 
computational ways of identifying and facilitating 
new social connections between people.36 Social 
matching is most often connected with partnering 
for leisurely and romantic relationships—in fact, the 
most well-known social matching systems revolve 
around dating scenarios (for example, Tindera) or 
triggering opportunistic interactions with strangers 
(for example, Happnb).

a	 https://tinder.com/
b	 https://www.happn.com/en/

This article focuses on Professional 
Social Matching (PSM), which we de-
fine as the matching of individuals or 
groups for vocational collaboration 
and co-creation of value. This covers 
organizational activities, including re-
cruitment, headhunting, community 
building, and team formation within 
or across organizations as well as in-
dividually driven activities like men-
toring, seeking advisory relationships, 
and general networking.

From a technological perspective, 
computer-supported PSM is based on 
computational approaches to profil-
ing actors (organizations and individu-
als), modeling their qualities, analyz-
ing their mutual social suitability and 
relevance, and presenting the recom-
mendations to the users. For example, 
prescriptive data analytics9 can utilize 
social network analysis (SNA) for ex-
plicating the social ties between ac-
tors and machine learning-based ap-
proaches to analyze their competences 
and interests and to identify suitable 
pairs of actors. The resulting computa-
tional system can manifest as proactive 
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Future PSM systems will require diversity-
enhancing yet contextually sensitive designs. 
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 key insights
	˽ Professional Social Matching (PSM) is an 

emergent and potentially very impactful 
area of social matching systems, building 
on recommender systems, decision-
support systems, social network analysis, 
and machine learning.

	˽ Mindful of the ethics of computationally 
influencing professional matching 
activities, such as team formation  
and networking, the current 
computational approaches for profiling, 
matching, and recommending actors 
must be reconsidered.

	˽ Future PSM systems should aim to 
enable unexpected encounters and social 
serendipity, incorporate a systemic 
perspective to the matching logic, help 
avoid human bias in decision-making, and 
identify optimal similarity-diversity trade-
offs between actors. 

	˽ We argue that future PSM systems must 
be calibrated for different matching cases 
rather than for individual users; be based 
on multidimensional analytics of profiles 
and contextual data; support meaningful 
cooperation with the end user; and, feature 
proactive nudging to help the users avoid 
inherent human prejudice.
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people recommender systems—or so-
cial recommender systems15—or other 
kinds of data-driven decision-support 
systems31 for social matching. Conven-
tional examples include recommenda-
tions of other professionals to follow in 
various social media services as well as 
more specific expert search systems.40

This fusion of various analytical and 
algorithmic approaches for a broad 
and multifaceted application area 
forms an intriguing, interdisciplinary 
space for research and development of 
novel algorithms and information sys-
tems. This article reviews relevant lit-
erature in three key scientific domains 
that present important understanding 
necessary to reach the potential of fu-
ture computational systems (as illus-
trated in Figure 1).

Our synthesis is based on two cen-
tral yet paradoxical ideas. One the 
one hand, computational support for 
choosing collaborators seems ben-
eficial because purely human-driven 
matching is prone to limitations and 
biases in human decision-making and 

the boundedly rational understand-
ing of the breadth of alternatives. On 
the other hand, algorithmic matching 
involves risks of strengthening the hu-
man biases, for example, through bi-
ased training data,29,39 providing social-
ly unacceptable or seemingly illogical 
recommendations or introducing un-
anticipated detrimental mechanisms 
to professional collaboration and so-
cial structures.

To address the problem of role dif-
ferentiation between human and com-
putational reasoning in PSM decisions, 
this article builds on recent abundant 
discussions on the ethics of informa-
tion technology (for example, O’Neill29 
and Shilton33). We review and prob-
lematize some premises in current 
paradigms of system design that might 
also seem intuitively appropriate when 
developing PSM systems. While the 
academic community has already ac-
knowledged that simplistic aims and 
metrics, such as prediction accuracy 
in recommender systems, might mis-
guide a research field at large,26,37 we 

follow a similar critical line of thinking 
on a broader scale. We underline the 
importance of area-specific applica-
tion and systemic consideration when 
defining design goals and computa-
tional approaches.

Motivating the  
Computational Approach
Why is computational support neces-
sary in PSM? Traditionally, the identifi-
cation and choice of professional part-
ners take place manually by individuals 
(for example, matching an employer 
with a suitable employee, or choosing 
with which peers to collaborate). Long 
known in the science of cognition and 
reasoning, much of human decision-
making is limited by the capacity of in-
formation processing (that is, bound-
ed rationality34), is inclined to be based 
on intuition, heuristics, and cognitive 
shortcuts,19 and strives for minimizing 
cognitive effort.

In choosing collaborators, human 
decision-making can result in tenden-
cies like homophily, the preference 



62    COMMUNICATIONS OF THE ACM   |   FEBRUARY 2020  |   VOL.  63  |   NO.  2

review articles

plications tend to follow the so-called 
Tinder logic of user-based selection 
of seemingly interesting candidates 
based on simple profiles, often restrict-
ed to matching attendees at profes-
sional events. However, the simplistic 
and similarity-seeking nature of such 
applications calls for ethical reflection 
and expansion of the horizon in this 
area. We envision that future PSM sys-
tems could offer solutions on different 
levels of matching:

	˲ Identifying optimal combinations 
of professional qualities and aims in 
certain professional activities (that is, 
matching skills and goals).

	˲ Recommending partners for par-
ticular co-creative purposes, such as 
for business partnerships or mentor-
ing relationships (that is, matching in-
dividuals).

	˲ Optimizing team formations for 
a project (that is, matching multiple 
actors).

	˲ Identifying suitably complementa-
ry actors for networked value creation 
(such as, matching at ecosystem level).

	˲ Balancing the supply and demand 
in the job market by suggesting dedi-
cated trainings or new job openings 
(such as, matching on societal level).

To provide an early framework of 
PSM activities, we identify three main 
tracks of social matching in profes-
sional life: one-to-one, one-to-many, 
and many-to-many (Figure 2). These 
categories display different levels of 
decision-making complexity and vary-
ing numbers of qualities to analyze.

Specific matching cases further 
vary in terms of the temporal nature of 
the decision: for example, long-term 
commitment in recruitment of a new 
employee vs. short-term perspective 
in forming a working group within an 
organization; intensity of collabora-
tion: for example, choosing a new group 
member for a co-creative project vs. 
choosing a member for a young com-
pany’s advisory board; and, probability 
and criticality of risk: for example, low-
probability but high-cost risk of making 
an unsuccessful recruitment vs. high-
probability but low-cost risk of extend-
ing one’s personal network with new 
individuals. The bottom part of Figure 
2 relates particularly to this latter aspect 
of the cost of suboptimal matching.

These qualities set boundaries and 
requirements for PSM system design, 

of interacting with like-minded oth-
ers,21 and leaning on existing social 
networks and a geographically limited 
pool of candidates. In social network-
ing, people tend to strengthen existing 
social clusters (that is, triadic closure14) 
rather than reach for unknown com-
munities and individuals. Similarly, 
formation of working groups within or-
ganizations is often based on arbitrary 
choices even though the combination 
of people can significantly influence 
group productivity and satisfaction.35

In other words, human biases can 
result in suboptimal collaboration 
and untapped co-creative potential, 
particularly in knowledge work and 
creative industries that demand cross-
pollination of ideas and perspectives. 
It has been argued that fruitful collabo-
ration and high innovation capability 
result from complementary viewpoints 
among a diverse group of actors.27 
Substantial research in management 
science and information systems hint 
that, in particular, activities that re-
quire divergent thinking in groups 
benefit from diversity2 (for example, 
startups pursuing innovations or cor-
poration boards aiming at holistically 
optimal strategic decisions). Hetero-
geneity in terms of knowledge has also 
been found important to managerial 
performance and in particular to inno-
vation performance.32

While the jury is still out on the 
optimal balance of collaborators on 
the similarity-diversity continuum 
(for example, Aral et al.4), we argue 
that current computational solutions 
strengthen similarity-seeking behav-
ior. Furthermore, it is noteworthy that 
diversity is not only about differences 
in identity-related qualities like gen-
der, ethnicity, and personality types; 
it is also about cognitive diversity in 
terms of skills, competences, knowl-
edge, and interests, and it is about so-
cial diversity in terms of social behav-
ior and networks.

The need to identify optimal collab-
orators and fruitful skill combinations 
will increase in the future as dynamism 
in work life is expected to increase and 
co-creation chains turn into networks 
with increasingly complex structure. 
Examples of relevant trends and phe-
nomena include increasing emphasis 
on ad hoc freelancer groups in creative 
industry, micro entrepreneurship, and 

piecework3 as well as strongly interde-
pendent actors in business and innova-
tion ecosystems. The more interdepen-
dency and collaborative value creation 
there is on a systemic scale, the more 
important and impactful the decision-
making on social matching becomes.

Opportunities for 
Computational PSM
The question of how computational 
systems could support PSM matching 
in particular remains relatively unex-
plored when considering the breadth 
of collaborative professional activi-
ties. Prior research and development 
work have addressed expert search (for 
example, Wang et al.40), recommenda-
tions for inspiring individuals or or-
ganizations to follow in social media, 
and machine learning solutions for 
identifying suitable candidates in re-
cruitment and headhunting (for exam-
ple, Faliangka11). Recommending new 
collaborators has been explored in a 
few algorithmic experiments and user 
studies (for example, Tsai et al.37).

However, this vein of research re-
mains on the fringes of recommender 
systems research and is limited to the 
context of conferences (for example, 
Chen et al.8) or analyzing publication 
data in academia (for example, Pham 
et al.30). As for supporting teamwork, 
computational solutions have been ex-
plored in, for example, optimizing the 
organizing and managerial practices of 
a team.42 However, the question of the 
ideal team composition remains un-
derexplored. At the same time, the new 
technical enablers and current trends in 
work-life allow for novel PSM solutions. 
The amount of data on people and orga-
nizations is increasing, which has paved 
the way for the rapid evolution of ma-
chine learning-based techniques. The 
aforementioned trends in leadership 
and organizing knowledge work wel-
come new forms of collaboration, and 
networking in general is highly valued 
by both organizations and individuals.

Consequently, we have recently 
witnessed the birth of commercial ap-
plications for browsing candidates for 
professional interaction (for example, 
Brella,c Grip,d and Shapre). Such ap-

c	 https://www.brella.io/
d	 https://grip.events/
e	 www.shapr.co
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for example, in terms of the breadth of 
given alternatives (variety of matches), 
the need for transparency and explana-
tory capability of the logic behind rec-
ommendations, and the agency and 
role that a system has in the decision-
making. In Figure 2, the recommenda-
tions related to increased complexity 
and cost of failure imply higher risks 
and require increased explanatory 
power of recommendations from PSM 
systems. Deciding whom to meet at an 
event has low risks as the interaction 
would be short term and of low inten-
sity; therefore, a user might be satisfied 
with only a few algorithmic recommen-
dations and superficial reasoning be-
hind the recommendations. However, 
matching for which actor to choose 
for close business collaboration poses 
higher risks and costs of failure. For 
the user to trust and follow the recom-
mendations, this requires both more 
in-depth algorithmic reasoning and 
better explanation capabilities in the 
user interface.

Pitfalls in Computational PSM
A key argument of this article is the 
fundaments of state-of-the-art tech-
nologies and approaches that could 
be utilized to build PSM systems—for 
example, item recommenders, social 
network analysis, and machine learn-
ing—must be reconsidered in this 
application area. Directly applying 
the prevailing analysis or design pat-
terns to PSM can introduce new risks 
with detrimental effects on the per-
formance and collaboration practices 
of knowledge workers. The follow-
ing critically reviews the suitability of 
common computational approaches.

First, it is imperative to realize that 
recommendation does not equal pre-
diction,26 particularly in PSM. To truly 
enhance professional collaboration, 
recommender algorithms should not 
reproduce or strengthen the biased 
human behavior. For example, in a 
recruitment system, using prior exam-
ples as training data for machine learn-
ing is expected to strengthen the de-
mographic distribution that a certain 
organization or profession has tradi-
tionally had. As McNee et al.26 pointed 
out, an accurate recommender engine 
might produce recommendations that 
are formally relevant as predictions, yet 
not very useful as recommendations 

(for example, a well-connected person 
is recommended to most users).

Wallach gave a gender-related ex-
ample of the same issue: “There is a sub-
stantial difference between a model that 
is 95% accurate because of noise and one 
that is 95% accurate because it performs 
perfectly for white men, but achieves 
only 50% accuracy when making predic-
tions about women and minorities.”39 
Similarly, it would be straightforward 
to predict who someone might meet 
at an event based on their history of 
professional social encounters in simi-
lar situations. However, using that as 
a recommendation would strengthen 
their habitual behavior, which might be 
against their actual collaboration needs.

Second, social matching systems 
tend to look for maximal similarity; in 
fact, dating scenarios have particularly 
been found to benefit from emotional 
similarity.13 A perfect match in dat-
ing services refers to the similarity of 
profiles, typically based on analyzing 
a simple user-defined, property-based 
profile content and clustering the pool 
of actors. This logic also seems to have 
affected the current vocational match-
ing services: shared qualities tend to be 
highlighted in the user interface, and 
the brevity of profiles can lead the user 
to follow the natural tendency of seek-
ing for similarity.

Third, from the perspective of so-
cial ties and networks, contemporary 

Figure 1. Overview of relevant scientific domains, concepts, and research areas to develop 
next-generation computer-supported PSM.
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the characteristics of PSM. To turn the 
focus from critique toward construc-
tive thinking, we next propose high-
level goals for the future generations 
of PSM systems. These are intended to 
advance this nascent research area to-
ward socially meaningful and ethically 
sustainable design directions.

Goal: Balance diversity and simi-
larity. Comparing to leisurely social 
matching applications or content rec-
ommenders, we argue that PSM sys-
tems should employ more diversity-
enhancing approaches that shift the 
current aim for convergence toward 
divergence. While diversification has 
been recognized as a relevant aim for 
recommender systems in general,23 
matching people for professional col-
laboration makes a particularly strong 
case for this.

At the same time, neither optimiz-
ing for similarity nor diversity should 
be taken as a maxim: the optimum is 
a moving goal somewhere between 
these extremes. Successful collabora-
tion requires mutual trust and shared 
working culture (that is, similarity as 
a consolidating, convergent power) as 
well as openness for change and differ-
ent perspectives (that is, diversity as a 
divergent power). Similarity is useful 
when the aim is to validate ideas or 
methods and there is a need for agil-
ity in short-term collaboration. Strong 
common denominators can also open 
minds to appreciate individual differ-
ences. Diversity is beneficial in devel-
oping novel ideas with the help of com-
plementary perspectives, establishing 
long-term business ventures utilizing 
complementary social capital, or mak-
ing well-informed strategic decisions 
based on diverse knowledge.

Identifying the optimal balance re-
quires analysis and modeling of not 
only the actors but also the characteris-
tics of the intended collaboration and 
the collaboration context. Compared 
to leisurely matching, professional life 
is more dynamic in terms of interac-
tion needs, interests, and resources at 
different times.

Goal: Enable experiences of social 
serendipity. We call for systems that 
help people make professional match-
ing decisions with positive long-term 
benefit. We argue that the experience 
of serendipity is an indicator of success-
ful knowledge work, making it a desir-

approaches for analyzing connections 
between individuals often utilize so-
cial network analysis and link predic-
tion.24 Following the triadic closure 
hypothesis, new ties are more likely to 
be formed between friends-of-friends 
or colleagues-of-colleagues,10 that is, 
between actors that share a strong 
connection. The triadic closure mech-
anism can, however, enforce echo 
chambers and increase polarization—
the typical pitfalls of social networking 
services in the 2010s. In knowledge 
work, we argue the narrowed think-
ing due to echo chambers is bound to 
reduce exposure to novel information 
and decrease divergent thinking and 
innovation capability.

Fourth, PSM system designers must 
consider that good matches cannot be 
generalized across individuals. In con-
tent or item recommender systems, 
the same news article or product is of-
ten recommended to several users with 
corresponding consumption behav-
ior and ratings—that is, collaborative 
filtering.20 However, in PSM, person 
A being a good partner for person B 
does not imply that A would also be a 
good match for person C, even if B and 
C had similar qualities. An optimal 
match in professional life is very case 
specific and determined by, among 
other things, the matched actors’ cur-
rent needs, interests, personality, and 
availability for collaboration. Matches 

can be generalized only across simi-
lar cases. This means that narrowing 
down only to similar collaboration cas-
es can lead to data sparsity and that the 
collaborative filtering approach would 
suffer from cold-start issues.

Finally, as professional activities are 
related to value creation for organiza-
tions—and, more broadly, communities 
and societies—PSM calls for a systemic 
perspective. For example, the same cen-
tral and active individuals cannot prac-
tically be recommended to everybody 
(that is, the Matthew effect). The mecha-
nism of preferential attachment5 tends 
to lead to power-law distribution across 
the population. A system might recom-
mend excessive collaboration opportu-
nities for people that already have plenty 
of connections while undervaluing oth-
er criteria, such as urgency of the need 
for collaboration or the actors’ practical 
capacities for exploring new collabora-
tion opportunities.

New Design Directions
The limitations in human decision-
making and the pitfalls in the tradition-
al computational approaches essen-
tially imply that PSM is far from trivial 
bulk predictions targeted to masses. 
Neither the matching mechanisms 
in dating applications nor the analyt-
ics methods in contemporary content 
recommender systems and link pre-
diction algorithms seem to fit with 

Figure 3. Illustrative example of matchmaking potential within a community. 

Nodes represent actors that 
are interconnected through 
collaboration, and node 
size represents similarity 
between actors’ interests. 
Several existing clusters of 
actors similar to the active 
user (in red) are identifiable 
either computationally 
or manually through an 
interactive visualization. 



FEBRUARY 2020  |   VOL.  63  |   NO.  2  |   COMMUNICATIONS OF THE ACM     65

review articles

able goal for designing PSM systems. 
Social serendipity can be considered as 
a strong experience of both unexpect-
edness and instrumental benefit from 
social encounters and collaboration.25

The unexpectedness can arise from 
encounters with people outside one’s 
conventional social circles or with 
seemingly different qualities than 
oneself. However, turning such chance 
into serendipity calls for features that 
help the user to identify the possible 
benefits and gain advantage of the 
offered chance. The element of ben-
efit can result from collaboration that 
provides value beyond what one could 
personally attain, for example, be-
cause of having complementary skills 
or knowledge or having formed an un-
paralleled team. Similar thinking can 
be identified in content recommend-
ers where it is necessary to establish 
certain level of familiarity for the 
user and, at the same time, support 
the discovery of interesting new con-
tent.22 However, as social serendipity 
involves several actors, it is more chal-
lenging to design for it than for infor-
mation serendipity, the more common 
aim of content recommender systems.

Goal: Support a systemic perspec-
tive in defining ideal matches. We ar-
gue that matching algorithms should 
not only optimize matches for an in-
dividual user but also consider what 
is ideal on a systemic level: across the 
user population and social structures 
like organizations. While social link 
prediction is typically based on rela-
tionships on the local scale, PSM sys-
tems introduce an opportunity to inter-
vene the evolution of social networks to 
optimize for systemic diversity.

For example, in individual fields, a 
system should avoid reinforcing the 
processes of increasing homogeneity21 
and preferential attachment5 by repro-
ducing existing social network evolu-
tion mechanisms and recommending 
the same central actors to everyone. 
Instead, the recommendations need 
to be considered on an ecosystemic or 
even global level (for example, within 
a profession-based community). Orga-
nizations must balance the workload 
across employees; the most likable and 
versatile individuals cannot practically 
contribute to all the groups or organi-
zational actions. Furthermore, the ac-
tors’ interdependency demands bidi-

rectional optimization: while person A 
could seem like a beneficial match to 
person B, person B might not perceive 
person A relevant enough. Matches 
that are optimized only for an individ-
ual can create collaboration proposals 
with asymmetric benefit and thus re-
main inefficient or be rejected.

Goal: Support the utilization of the 
existing social structures. We urge PSM 
developers to take advantage of exist-
ing social structures in organizations. 
First, existing weak or dormant ties 
(for example, people who already know 
each other but lack understanding of 
all the mutual collaboration opportu-
nities) can be re-introduced through 
recommendations. Second, from an 
organizational perspective, diversity-
enhancing matching should enable 
making use of existing echo chambers 

by identifying potential pairs of actors 
that are able to connect and bridge the 
flow of knowledge between established 
clusters (as illustrated in Figure 3).

This objective differs fundamen-
tally from the practices of straightfor-
wardly predicting the likelihood of the 
formation of new social connections.24 
We point to Burt7 who discussed social 
capital from two viewpoints: whether 
scarce or dense social networks pro-
duce social capital. Weak ties that gap 
structural holes can increase creativity 
and support the career development 
of those that occupy bridging roles. At 
the system level, these brokers serve as 
conduits of information flow. A related 
matching strategy that contributes to 
system-level diversity is identifying ter-
tius jungens (or “third who joins”), that 
is, individuals that can serve as prox-

Figure 4. Key modules and functions in a high-level system architecture and the system 
qualities mapped to the different modules along the analytics pipeline. 

(A) Data curation refers to functions of gathering, cleaning, and managing data and 
enriching these with relevant semantic labels. (B) Profiling covers the functions for 
deriving insight from the data in order to truthfully present and compare different actors 
and matching cases. (C) Matching logic is about the algorithmic procedures for defining 
and predicting which social combinations would be most appropriate in a given matching 
case. (D) Presentation refers to the user interface and human-computer interaction 
solutions that support sensemaking, comparison, and well-informed decision-making.
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different domains of work. For example, 
the highly dynamic environment of a 
startup company highlights the impor-
tance of strong ties as high-bandwidth 
sources of relevant information. At 
the other end of the spectrum, an aca-
demic research group produces new 
knowledge over years rather than days. 
Therefore, the actors are able to invest 
in utilizing low-bandwidth weak ties 
due to their potential in serving non-
redundant, novel knowledge.

In sum, many of the these aspects 
represent largely unobservable con-
textual factors that are subjectively 
defined. This forms a cyclical relation-
ship between context and collabora-
tion where the collaboration activity 
gives rise to context and the context in-
fluences activity.1 Moreover, the con-
text forms as a mixture of several indi-
viduals’ and organizations’ contextual 
characteristics. Formalizing this con-
textual variance requires new methods 
and frameworks for conceptualizing 
PSM in more detail. This also means 
the plethora of data needed to reach 
certain analytical targets is unpractical 
without new mechanisms of granting 
access to personal data. PSM develop-
ment endeavors need to carefully con-
sider which practically available data 
can best support the context-specific 
analytical goals and how to compen-
sate missing data.

We suggest there are two alternative 
design strategies to enable context sen-
sitivity in PSM systems. Reactive design 

ies in introducing “disconnected in-
dividuals or facilitating new coordina-
tion between connected individuals.”28 
Utilizing social proxies can be expected 
to facilitate building trust between the 
apparently diverse actors.

PSM System Qualities 
and Future Directions
To address the aforementioned goals, 
we introduce a model of the analytical 
elements that we consider crucial for 
future PSM systems. Figure 4 outlines a 
high-level system architecture with key 
modules, inspired by Terveen,36 and 
their main functions. These are related 
to an analytics pipeline as well as gen-
eral system qualities that need to be 
addressed across the presented mod-
ules. With this overview, we underline 
key requirements for future work and 
relevant research directions.

Sensitivity for professional contexts 
and purposes. Perhaps the most ana-
lytically challenging requirement is 
that systems should model not only 
the potential actors and their social 
structure but also the context of the in-
tended professional relationship. The 
produced models should drive tailor-
ing of the matching logic accordingly 
(for example, changing priorities and 
weights of variables). The notions of 
context and context-awareness have 
been extensively discussed across the 
sciences, and various contextual vari-
ables have been investigated in rela-
tion to information systems in general 

and recommender systems in particu-
lar (for example, location, culture, user 
personality, task context).1 In what fol-
lows, we focus on a few aspects that are 
particularly relevant when considering 
the matching logic.

The quest for a sweet spot between 
maximal diversity and similarity is al-
ready challenging per se. Furthermore, 
it is a moving, context-dependent tar-
get. The optimal degree of diversity de-
pends on individuals and the targeted 
collaboration in question. For example, 
the end user’s personality has been 
found to affect the readiness for accept-
ing diversity of recommendations in 
content and item recommenders,41 and 
we expect that such inherent human 
factors also have an equally signifi-
cant role in people recommenders. As 
for organizations, characteristics like 
openness, tolerance of difference, and 
the different purposes of collaboration 
presumably also have an effect.

Similarly, an understanding of the 
current social structures is needed to 
identify meaningful configurations of 
the matching logic. Our premise is that 
a typical structure is composed of clus-
ters that are densely interconnected 
but loosely connected to other clus-
ters. Consequently, we suggest that 
PSM developers draw from the di-
versity-bandwidth trade-off theory4 
to navigate the design space. Ties 
of different strengths (weak–strong) 
all have potential as conduits of novel 
information but in different ways in 

Figure 5. Outlining relevant user interactions in the human-in-the-loop analytics process. Typical research and design challenges in italics.
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leaves the active user in charge of driv-
ing the system in a way that contextual 
requirements are met. Proactive design 
follows the logic of prescriptive analyt-
ics where the system suggests actions 
or even takes them on behalf of the 
active user. Whereas the proactive de-
sign introduces higher requirements 
for data availability and quality, it also 
provides a stronger basis for pursuing 
serendipity and diversity.

Multi-dimensional analytics. As noted, 
contextuality and the goal of supporting 
systemic perspective call for multidi-
mensional analysis with several paral-
lel relevance algorithms and various 
data about the actors. Extant research 
on recommender systems shows that 
the perceived relevance of recommen-
dations and the perceived usefulness 
of the recommender system increase 
when multiple different recommenda-
tion strategies are in parallel play. For 
example, Hupa et al.18 discuss the ad-
vantages of multidimensional social-
network recommenders to increase 
interdisciplinary collaboration. Tsai 
and Brusilovsky37 used four different 
recommender engines to support iden-
tifying new academic collaborators us-
ing conference data (topic similarity, 
social similarity, interest similarity, and 
geographical distance) and showed that 
the users who are able and willing to 
use multiple engines in parallel receive 
more relevant recommendations.

Although the triangulation of these 
approaches can already help identi-
fication of relevant matches, we call 
for consideration of additional per-
spectives in the prescriptive analyt-
ics for people recommendations. For 
example, geographical distance must 
be considered, especially in long-term 
collaboration. Level of seniority (or ex-
pertise) can affect the preferred sym-
metry of benefit and trust: matching 
for mentoring or advisory relation-
ships calls for high difference in ex-
pertise, while matching for a produc-
tion team often demands relatively 
equal levels of seniority. The person-
alities and organization cultures need 
to be similar enough to enable match-
es that are sustainable in the long 
term (for example, no conflicts due to 
drastically different ways of working 
or level of commitment).

Overall, developing analytics pro-
cedures and recommender engines 

for different perspectives is a step to-
ward so-called hybrid recommender 
systems.37 At the same time, this intro-
duces practical challenges. In addition 
to the axiomatic data availability issue, 
defining the logic in which the differ-
ent analytical functions are combined 
in a context-sensitive manner requires 
deliberate research. Because PSM 
can potentially be affected by such a 
broad range of human features, all of 
them cannot practically be embedded 
in the algorithm design. We can only 
call for multidisciplinary research col-
laboration where social scientific un-
derstanding would support the iden-
tification of top-priority factors and 
formalizing this vast space.

User-system cooperation for decision 
support. Due to the dynamic and inher-
ently complex nature of PSM, we argue 
that the matching decisions cannot 
merely be automated or offloaded to al-
gorithms. For example, machine learn-
ing generally produces relevant results 
only if initialized with good-quality 
training data and well-defined goals, 
whereas human reasoning is suited for 
multi-faceted challenges where the de-
sired pattern is unknown a priori. The 
different limitations and strengths in 
the human and computational ana-
lytical capabilities call for effective 
collaboration between computational 
intelligence (deep yet narrow) and hu-
man intelligence (broad yet shallow). 
This relates to the general notions of 
augmented intelligence and human-
in-the-loop thinking. As this approach 
has already shown its power in, for 
example, classification problems, the 
complexity of PSM offers an even more 
opportune application area.

The human-in-the-loop approach 
has been envisionedf as useful, for ex-
ample, when: (a) the cases that need to 
be identified are rare (class imbalance, 
for example, rare type of collaboration); 
(b) the cost of error is high (for exam-
ple, time spent on browsing irrelevant 
matching options); (c) human anno-
tations are already used (for example, 
recruiting processes); and (d) generic 
pre-trained models exist but need to be 
customized. The holistic thinking and 
contextual adaptability of the user are 
needed, for example, to steer the deep 
yet narrow algorithms (for example, 

f	 http://bit.ly/2mvBU5m

refinement of what an ideal match 
is, or prioritizing the sought features 
for each matching case) and to make 
sense of and choose between the re-
sulting recommendations. Particularly 
when considering non-experts as us-
ers of recommender systems, we need 
user interface solutions that support 
decision-making with alternative op-
tions, a multi-dimensional systemic 
viewpoint, and ways to communicate 
and deal with the algorithmic uncer-
tainty that this application area entails.

Figure 5 outlines the potential col-
laboration points along the computa-
tional analytics process. First, we need 
methods that guide the user in selecting 
appropriate training data and analyti-
cal goals to enable accurate profiling 
and, eventually, predictions. Semi-su-
pervised approaches could allow train-
ing with a very small amount of labeled 
training data, minimizing both the cold 
start problem and need for manual work 
by the user. Second, we need feedback 
from the user regarding which factors 
are of top priority in the current match-
ing case. Third, we need to support user 
exploration for enacted sensemaking, 
which has been found to be important 
both in visual analytics in general6 and 
visual network analytics in particular.17

Subscribing to the call for transpar-
ency in AI and algorithmic systems, we 
argue that also PSMs should be able to 
better explain the reasoning behind the 
recommendations. For example, the 
uncertainty of the prediction should 
be translated into human-comprehen-
sible forms so that the user can trust 
them, is able to assess the factual rele-
vance of the recommendation, and can 
adjust their preferences accordingly.

Throughout the process, the cost 
in terms of burdening the user must 
be in line with the benefits of using 
the system. This raises the question of 
what user input and feedback is suf-
ficient to hone the algorithms while 
causing minimal burden with tedious 
tasks for the user. In other words, it 
introduces a trade-off between the 
certainty of the matching decision 
and invested user effort.

An example of interactive visualiza-
tion that can support exploration of 
relevant other people is the Confer-
ence Navigator.38 The recommended 
conference talks are presented as sets, 
each of which are identified by a recom-

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=67&exitLink=http%3A%2F%2Fbit.ly%2F2mvBU5m
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the rather intimate decisions around 
professional collaboration.

Matching people and interests is 
already enabled by various digital plat-
forms and social media. However, to 
date, there are few solutions that would 
take a more explicit and proactive role 
in social matching (for example, rec-
ommending a person to meet some-
one when the situation is opportune). 
In content recommender systems, the 
recommendations are typically pro-
vided while the user is actively using 
the service. However, PSM calls for 
technology that takes a more active 
role and has its own judgment of what 
are optimal matches—that is, a moral 
stance—as well as when and where to 
present the recommendations.

Proactive systems for PSM pose new 
challenges for user interface design as 
they manifest design ethics beyond the 
will of a user—the traditional funda-
ment in human-computer interaction. 
The computational design ethics would 
need to balance between an individual’s 
preferences (that is, their habitual behav-
ior) and the greater good for an organiza-
tion, business ecosystem, or other social 
entity (that is, systemic perspective). This 
requires careful encoding of the ideals 
and mechanisms for the user to adjust 
them when necessary. Proactive PSM 
also requires new interface design solu-
tions that sufficiently preserve the user’s 
agency to maintain trust and acceptance.

The conventional subtle ways of en-
abling serendipity in content recom-
menders, such as adding randomness 
to the results or removing top-ranked 
results, might not be enough for PSM 
systems. Rather, this application area 
calls for solutions that avoid bias and 
prejudice. For example, relevant ap-
proaches could include hiding a rec-
ommended person’s profile picture or 
name (as strong indicators of gender, 
ethnicity, and socioeconomical stance) 
or hiding details about professional 
background and education. Revealing 
some commonalities is important for 
building interpersonal trust, whereas 
the relevance of the complementary 
qualities needs to be considered with 
respect to the collaboration need at 
hand. Rankings and ratings tend to en-
code human bias,29 which means the 
presentation of the matches should fo-
cus on qualitative descriptions rather 
than numeric ones.

mendation engine. The active user is 
able to explore different recommenda-
tion strategies and their combinations 
through an interactive interface. This 
kind of hybrid recommender system 
with several visualization approaches 
supports user-driven exploration.

In the long term, following Leifer’s 
Hu-mimesis epiphany,g we envision 
future PSM systems taking the form 
of collaborative robots, that is, cobots 
or socially interactive agents working 
alongside the user. The user could 
delegate some of the decision mak-
ing to a personal agent that, over time, 
builds an increasingly accurate model 
of the user and their preferences and 
typical cognitive biases. This could al-
low maximally automated tasks (for 
example, continuous pre-selection of 
relevant candidates among the whole 
population and recommending them 
at an opportune moment), imple-
menting the idea of prescriptive ana-
lytics.9 Such automatic modeling of 
other people and their suitability nat-
urally poses challenges considering 
not only data availability but also data 
protection regulations and other ethi-
cal issues, which can become greater 
hindrances than the engineering of 
such mechanisms.

Proactive nudging for behavioral 
change. While the previous section re-
volved around how the user steers the 
system, user-system cooperation also 
touches the system’s influence on user 
behavior. To address the goals regard-
ing serendipity, optimal diversity, and 
systemic perspective, we expect that 
typical end users need to be nudged 
away from their habitual and individu-
ally oriented preferences in networking. 
The notion of diversity-sensitive design 
can be considered to mitigate trust is-
sues in exposing the user to diversity.16 
To this end, the concepts of persuasive 
computing12 and gamification have 
been long studied in human-computer 
interaction as mechanisms for sup-
porting behavioral change. While the 
general approaches have been success-
fully applied in application areas like 
exercising and education, it remains 
an open question how user interfaces 
could meaningfully support and affect 

g	 Hu-mimesis: Design Requirements for Per-
sonal Relevance, https://www.youtube.com/
watch?v=pg0xU-6PQII
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Persuasion can also manifest itself 
via facilitation of forming the connec-
tion. For example, in an event context 
with low-risk matching, the matched 
actors can be given a playful chal-
lenge to explore the commonalities 
and complementariness by not re-
vealing the exact reason behind the 
recommendation, such as in Chen et 
al.8 Here, the human capabilities in 
identifying possible matches could 
also be harnessed beyond the primary 
end user, for example, encouraging a 
third party to serve as a matchmaker 
between people they know, thus facil-
itating newly recommended connec-
tions and validating the ill-reasoned 
recommendations that an algorithm 
might provide.

Conclusion
Social matching is ubiquitous in pro-
fessional life, yet suboptimally sup-
ported by computational systems. 
Based on a multidisciplinary review of 
the literature, we outline the complex 
problem space of Professional Social 
Matching, and we define design goals 
for computer-supported PSM and re-
quirements for developing next-gener-
ation systems.

We suggest that many conventional 
approaches in recommender systems 
and social link prediction, when ap-
plied to PSM, could have detrimental 
long-term implications for organiza-
tions’ and individuals’ performance. 
Conventional mechanisms, such as 
optimizing for similarity and triadic 
closure, involve risks of strengthening 
the human biases of homophily and 
echo chambering. We call for diversity-
enhancing and contextually sensitive 
designs of future PSM systems, tap-
ping on multi-dimensional analytics 
of not only the potential matched ac-
tors but also the intended type of col-
laboration and organizational context. 
Further, we call for a paradigmatic 
shift from automated recommender 
systems toward decision-support sys-
tems that are based on meaningful 
user-system cooperation.

All in all, analysis of this application 
area underlines the importance and ur-
gency of rethinking some paradigmatic 
algorithmic approaches. In such a com-
plex and interdisciplinary area as PSM, 
reconsidering the conventions is not 
only beneficial; it is a necessity.	
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F U Z Z I N G ,  OR FUZZ TESTING,  is the process of finding 
security vulnerabilities in input-parsing code by 
repeatedly testing the parser with modified, or fuzzed, 
inputs.35 Since the early 2000s, fuzzing has become a 
mainstream practice in assessing software security. 
Thousands of security vulnerabilities have been 
found while fuzzing all kinds of software applications 
for processing documents, images, sounds, videos, 
network packets, Web pages, among others.  
These applications must deal with untrusted inputs 

encoded in complex data formats. For 
example, the Microsoft Windows oper-
ating system supports over 360 file for-
mats and includes millions of lines of 
code just to handle all of these.

Most of the code to process such 
files and packets evolved over the last 
20+ years. It is large, complex, and 
written in C/C++ for performance 
reasons. If an attacker could trigger 
a buffer-overflow bug in one of these 
applications, s/he could corrupt the 
memory of the application and pos-
sibly hijack its execution to run ma-
licious code (elevation-of-privilege 
attack), or steal internal information 
(information-disclosure attack), or 
simply crash the application (denial-
of-service attack).9 Such attacks might 
be launched by tricking the victim 
into opening a single malicious docu-
ment, image, or Web page. If you are 
reading this article on an electronic 
device, you are using a PDF and JPEG 
parser in order to see Figure 1.

Buffer-overflows are examples of 
security vulnerabilities: they are pro-
gramming errors, or bugs, and typi-
cally triggered only in specific hard-
to-find corner cases. In contrast, an 
exploit is a piece of code which triggers 
a security vulnerability and then takes 
advantage of it for malicious purposes. 
When exploitable, a security vulner-
ability is like an unintended backdoor 
in a software application that lets an 
attacker enter the victim’s device.

There are approximately three main 
ways to detect security vulnerabilities 
in software.

Static program analyzers are tools 
that automatically inspect code and 
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flag unexpected code patterns. These 
tools are a good first line of defense 
against security vulnerabilities: they 
are fast and can flag many shallow 
bugs. Unfortunately, they are also 
prone to report false alarms and they 
do not catch every bug. Indeed, static 
analysis tools are typically unsound 
and incomplete in practice in order to 
be fast and automatic.

Manual code inspection consists in 
peer-reviewing code before releasing 
it. It is part of most software-develop-
ment processes and can detect seri-
ous bugs. Penetration testing, or pen 
testing for short, is a form of manual 
code inspection where security experts 
review code (as well as design and ar-
chitecture) with a specific focus on 

security. Pen testing is flexible, appli-
cable to any software, easy to start (not 
much tooling required), and can reveal 
design flaws and coding errors that are 
beyond the reach of automated tools. 
But pen testing is labor-intensive, ex-
pensive, and does not scale well since 
(good) pen testers are specialized and 
in high demand.

Fuzzing is the third main approach 
for hunting software security vulnera-
bilities. Fuzzing repeatedly executes an 
application with all kinds of input vari-
ants with the goal of finding security 
bugs, like buffer-overflows or crashes. 
Fuzzing requires test automation, that 
is, the ability to execute tests automati-
cally. It also requires each test to run 
fast (typically in a few seconds at most) 

and the application state to be reset af-
ter each iteration. Fuzzing is therefore 
more difficult to set up when testing 
complex distributed applications, like 
cloud or server applications running 
on multiple machines. In practice, 
fuzzing is usually most effective when 
applied to standalone applications 
with large complex data parsers. For 
each bug found, fuzzing provides one 
or several concrete inputs that can be 
used to reproduce and examine the 
bug. Compared to static analysis, fuzz-
ing does not generate false alarms, but 
it is more computationally expensive 
(running for days or weeks) and it can 
also miss bugs.

Over the last two decades, fuzzing 
has been shown to be remarkably ef-
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plications, especially if they have never 
been fuzzed before and if they process 
binary input formats. Indeed, binary 
formats, like the JPEG image format 
used for Figure 1, typically use raw 
byte values to encode key input prop-
erties, like image sizes, dimensions, 
and input-file data pointers; fuzzing 
these key byte values (whose locations 
vary from image to image) in otherwise 
well-formed inputs may already reveal 
buffer-overflow bugs due to incom-
plete input validation.

In practice, the effectiveness of 
blackbox random fuzzing crucially de-
pends on a diverse set of well-formed 
seed inputs to start the fuzzing pro-
cess. Indeed, well-formed seed inputs 
will exercise more code more quickly 
in the application to be fuzzed, cov-
ering various options and encodings 
supported by the input format. In 
contrast, fuzzing without well-formed 
seed inputs will very likely generate 
pure garbage, which the application 
under test will quickly detect and dis-
card. This is why the program of Fig-
ure 2 defines the constant 1,000 in 
line 2 as its fuzzing density: if every 
byte in a seed input was fuzzed, the 
new input generated would be com-
pletely garbled and random; but if 
at most one byte every 1,000 bytes is 
fuzzed on average, fuzzing adds only 
limited noise to the original seed in-
put, and testing with this slightly cor-
rupted new input is more likely to 
exercise more error-handling code 
in more diverse parts of the applica-
tion under test, hence increasing the 
chances of finding bugs.

Grammar-Based Fuzzing
Blackbox random fuzzing provides a 
simple fuzzing baseline, but its effec-
tiveness is limited: the probability of 
generating new interesting inputs is 
low.35 This is especially true when fuzz-
ing applications with structured input 
formats, like XML or JSON dialects: 
randomly fuzzing inputs in these for-
mats is likely to break key structural 
properties of the input, which the ap-
plication will quickly detect in a first 
lexical analysis and then discard, 
hence exercising little of the applica-
tion code.

Grammar-based fuzzing is a pow-
erful alternative for fuzzing complex 
formats. With this approach, the user 

fective in finding security vulnerabili-
ties, often missed by static program 
analysis and manual code inspection. 
In fact, fuzzing is so effective that it is 
now becoming standard in commer-
cial software development processes. 
For instance, the Microsoft Security 
Development Lifecycle21 requires fuzz-
ing at every untrusted interface of every 
product. To satisfy this requirement, 
much expertise and tools have been 
developed since around 2000.

This article presents an overview of 
these techniques, starting with simple 
techniques used in the early fuzzing 
days, and then progressively moving 
on to more sophisticated techniques. 
I also discuss the strengths and limita-
tions of each technique.

Note this article is not an overview 
of the broader areas of automatic test 
generation, search-based software 
testing, program verification, or oth-
er applications of fuzzing techniques 
beyond security testing. When it was 
first introduced,8 the term fuzz test-
ing simply meant feeding random in-
puts to applications, without a specif-
ic focus on security. However, today, 
fuzzing is commonly used as a short-
hand for security testing because the 
vast majority of its applications is for 
finding security vulnerabilities. In-
deed, fuzzed inputs are often improb-
able or rather harmless unless they 
can be triggered and controlled by 
an attacker who can exploit them to 
deliberately break into a system and 
cause significant damage.

Blackbox Fuzzing
The first and simplest form of fuzzing 
is blackbox random fuzzing, which ran-
domly mutates well-formed applica-
tion inputs, and then tests the applica-
tion with these modified inputs.8

Figure 2 shows a simple program 
for blackbox random fuzzing. The pro-
gram takes as input a well-formed input 
seed (line 1). It then chooses a random 
number of bytes that will be fuzzed in 
that input (line 2). That number num-
Writes varies from 1 to the length of 
the seed input divided by 1,000. This 
arbitrary 1,000 value is optional, but it 
prevents fuzzing too many bytes in the 
original seed. Next, the loop of lines 
4–8 repeatedly selects a random loca-
tion loc in the input (line 5) and a new 
random byte value (line 6) that is then 
written at that location (line 7), un-
til the selected number numWrites of 
bytes have been fuzzed. The program 
then executes the application under 
test with that newInput (line 9), and 
reports an error if a bug is detected 
(line 10). In practice, the application 
is being run under the monitoring of 
a runtime checking tool (like Purify, 
Valgrind, AppVerifier or AddressSani-
tizer) in order to increase the chances 
of finding non-crashing security vul-
nerabilities (like buffer overflows).

The program of Figure 2 can be 
repeatedly executed to generate as 
many new fuzzed inputs as the user 
wants. Despite its simplicity, this fuzz-
ing strategy can already be effective in 
finding security vulnerabilities in ap-

Figure 1. How secure is your JPEG parser?    
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provides an input grammar specifying 
the input format of the application un-
der test. Often, the user also specifies 
what input parts are to be fuzzed and 
how. From such an input grammar, a 
grammar-based fuzzer then generates 
many new inputs, each satisfying the 
constraints encoded by the grammar. 
Examples of grammar-based fuzz-
ers are Peach,29 SPIKE,32 and Sulley,34 
among others.35

Figure 3 shows a code fragment 
representing input constraints which 
a grammar-based fuzzer like SPIKE 
uses to generate new inputs. The input 
grammar is represented here directly 
using code, which can be interpreted, 
for example, in Python. In line 2, the 
user specifies with a call to s_string 
that a constant string with the fixed 
value POST /api/blog/ HTTP/1.2 should 
be generated first. Then another con-
stant string Content-Length: should be 
appended (line 3). The call to s_block-
size_string in line 4 adds a string of 
length 2 (second argument) with the 
size of the block named blockA (first 
argument) as value. A call to s_block_ 
start defines the start of a block (line 
5), while s_block_end denotes the end 
of a block (line 9), whose name is speci-
fied in the argument. In line 7, the user 
specifies with a call to s_string_variable 
that a fuzzed string is to be appended 
at this location; this string can be the 
constant XXX specified in the call or any 
other string value taken out of a user-
defined dictionary of other values (not 
shown here). Tools like SPIKE support 
several ways of defining such fuzzing 
dictionaries as well as custom fuzzing 
rules (for example,for numeric values). 
By executing the code shown in Figure 
3, SPIKE might generate this string se-
quence (shown here on 2 lines):

POST /api/blog/ HTTP/1.2
Content-Length:10{body:XXX}

This approach is very general: the 
user can specify how to generate input 
strings using nearly arbitrary code, in-
cluding function recursion to generate 
hierarchies of well-balanced delimit-
ers, like { and } in the example here, 
and strings of various sizes.

Grammar-based fuzzing is very pow-
erful: the user expertise is used to fo-
cus and guide fuzzing toward specific 
input corner cases of interest, which 

would never be covered with blackbox 
random fuzzing in practice. Sophisti-
cated grammar-based fuzzers exist for 
finding security vulnerabilities in Web 
browsers,19 which must take as untrust-
ed inputs Web pages including com-
plex HTML documents and JavaScript 
code, as well as for finding complex 
bugs in compilers.38 Grammar-based 
fuzzing also works well for network-
protocol fuzzing where sequences of 
structured messages need to be fed to 
the application under test in order to 
get good code coverage and find bugs.31

Work on grammar-based test in-
put generation can be traced back to 
the 1970s.17 Test generation from a 
grammar is usually either done using 
random traversals of the production 
rules of a grammar,26 or is exhaustive 
and covers all its production rules.24 
Imperative generation6 is a related ap-
proach in which a custom-made pro-
gram generates the inputs (in effect, 
the program encodes the grammar), as 
shown in Figure 3.

Grammar-based fuzzing is also re-
lated to model-based testing.36 Given 
an abstract representation of a pro-
gram—called a model—model-based 
testing consists in generating tests by 
analyzing the model in order to check 
the conformance of the program with 
respect to the model. Test generation 
algorithms used in model-based test-

ing often try to generate a minimum 
number of tests covering, say, every 
state and transition of a finite-state 
machine model in order to generate 
test suites that are as small as possible. 
Similar algorithms can be used to cover 
all production rules of a grammar with-
out exhaustively enumerating all pos-
sible combinations.

How to automatically learn input 
grammars from input samples for 
fuzzing purposes is another recent 
line of research. For instance, con-
text-free grammars can be learned 
from input examples using custom 
generalization steps,1 or using a dy-
namic taint analysis of the program 
under test in order to determine how 
the program processes its inputs.20 
Statistical machine-learning tech-
niques based on neural networks can 
also be used to learn probabilistic 
input grammars.16 While promising, 
the use of machine learning for gram-
mar-based fuzzing is still preliminary 
and not widely used today.

In summary, grammar-based fuzz-
ing is a powerful approach to fuzzing 
that leverages the user’s expertise and 
creativity. Unfortunately, grammar-
based fuzzing is only as good as the in-
put grammar being used, and writing 
input grammars by hand is laborious, 
time consuming, and error-prone. 
Because the process of writing gram-

Figure 2. Sample blackbox fuzzing code.

1 RandomFuzzing(input seed) {
2   int numWrites = random(len(seed)/1000)+1;
3   input newInput = seed;
4   for (int i=1; i<=numWrites; i++) {
5 	 int loc = random(len(seed));
6 	 byte value = (byte)random(255);
7 	 newInput[loc] = value;
8   }
9   result = ExecuteAppWith(newInput);
10  if (result == crash) print(“bug found!”);
11  }

Figure 3. Sample SPIKE fuzzing code.

1  ...
2  s_string(“POST /api/blog/ HTTP/1.2 “);
3  s_string(“Content-Length: “);
4  s_blocksize_string(“blockA”, 2);
5  s_block_start(“blockA”);
6  s_string(“{body:”);
7  s_string_variable(“XXX”);
8  s_string(“}”);
9  s_block_end(“blockA”);
10 ...
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approaches because it is more pre-
cise.11 It can therefore find bugs missed 
by other fuzzing techniques, even with-
out specific knowledge of the input 
format. Furthermore, this approach 
automatically discovers and tests code 
corner cases where programmers may 
fail to properly allocate memory or ma-
nipulate buffers, leading to security 
vulnerabilities. Note that full program 
statement coverage is a necessary but 
not sufficient condition to find all the 
bugs in a program.

In theory, exhaustive whitebox fuzz-
ing provides full program path cover-
age, that is, program verification (for 
any input up to a given size). The sim-
ple program foo has two feasible execu-
tion paths, which can be exhaustively 
enumerated and explored in order to 
prove that that this program does not 
contain any buffer overflow. In prac-
tice, however, the search is typically 
incomplete because the number of 
execution paths in the program under 
test is huge, and because symbolic ex-
ecution, constraint generation, and 
constraint solving may be imprecise 
due to complex program statements 
(pointer manipulations, floating-point 
operations, among others), calls to 
external operating system and library 
functions, and large numbers of con-
straints which cannot all be solved per-
fectly in a reasonable amount of time. 
Because of these limitations, whitebox 
fuzzing, like blackbox fuzzing, still re-
lies on a diverse set of seed inputs to be 
effective in practice.

Whitebox fuzzing was first imple-
mented in the tool SAGE,14 and ex-
tends the scope of prior work on dy-
namic test generation,4,13 also called 
execution-generated tests or concolic 
testing, from unit testing to security 
testing of large programs. SAGE per-
forms dynamic symbolic execution at 
the x86 binary level, and implements 
several optimizations that are crucial 
for dealing with huge execution traces 
with hundreds of millions of machine 
instructions, in order to scale to large 
file parsers embedded in applications 
with millions of lines of code, like Mi-
crosoft Excel or PowerPoint. SAGE also 
uses search heuristics based on code 
coverage when exploring large state 
spaces: instruction coverage is mea-
sured for every test executed, and tests 
that discover many new instructions 

mars is so open-ended and there are 
so many possibilities for fuzzing rules 
(what and how to fuzz), when to stop 
editing a grammar further is another 
practical issue.

Whitebox Fuzzing
Blackbox random fuzzing is practically 
limited, and grammar-based fuzzing 
is labor intensive. Moreover, when can 
one safely stop fuzzing? Ideally, further 
testing is not required when the pro-
gram is formally verified, that is, when 
it is mathematically proved not to con-
tain any more bugs.

Cost-effective program verification 
has remained elusive for most software 
despite 40+ years of computer-science 
research.18,22 However, significant ad-
vances in the theory and engineering of 
program analysis, testing, verification, 
model checking, and automated theo-
rem proving have been made over the 
last two decades. These  advances were 
possible in part thanks to the increas-
ing computational power available on 
modern computers, where sophisti-
cated analyses have now become more 
affordable. Whitebox fuzzing is one of 
these advances.

Starting with a well-formed input, 
whitebox fuzzing14 consists of symboli-
cally executing the program under test 
dynamically, gathering constraints on 
inputs from conditional branches en-
countered along the execution. The 
collected constraints are then system-
atically negated one-by-one and solved 
with a constraint solver, whose solu-

tions are mapped to new inputs that 
exercise different program execution 
paths. This process is repeated using 
systematic search techniques that at-
tempt to sweep through all (in practice, 
many) feasible execution paths of the 
program while checking simultane-
ously many properties (like buffer over-
flows) using a runtime checker.

For example, consider this simple 
program:

int foo (int x) { // x is an input
 int y = x + 3;
 if (y == 13) abort (); // error
 return 0;
}

Dynamic symbolic execution of this 
program with an initial concrete value 
0 for the input variable x takes the else 
branch of the conditional statement, 
and generates the path constraint x + 
3 ≠13. After negating this input con-
straint and solving it with a constraint 
solver,7 the solver produces a solution 
x = 10. Running the program with this 
new input causes the program to fol-
low the then branch of the conditional 
statement and finds the error. Note 
that blackbox random fuzzing has only 
1 in 232 chances of exercising the then 
branch if the input variable x has a ran-
domly-chosen 32-bit value, and it will 
never find the error in practice. This in-
tuitively explains why whitebox fuzzing 
usually provides higher code coverage.

Whitebox fuzzing can generate in-
puts that exercise more code than other 

Figure 4. Most constraints are easy to solve.
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are symbolically executed with higher 
priority so that their unexplored neigh-
borhoods are explored next. Tests and 
symbolic executions can be run in par-
allel, on multiple cores or machines. 
Like blackbox fuzzing, whitebox fuzz-
ing starts with a small diverse set of 
seed inputs, whenever possible, in or-
der to give its search a head start. Such 
seed inputs can also be generated us-
ing grammar-based fuzzing when an 
input grammar is available.25

Since 2008, SAGE has been run-
ning in production for over 1,000 
machine-years, automatically fuzz-
ing hundreds of applications.2 This 
is the “largest computational usage 
ever for any Satisfiability-Modulo-
Theories (SMT) solver” according to 
the authors of the Z3 SMT solver,7 
with around 10 billion constraints 
processed to date. On a sample set of 
130 million constraints generated by 
SAGE while fuzzing 300 Windows ap-
plications, Figure 4 shows that about 
99% of all constraints are solved by Z3 
in one second or less.2

During all this fuzzing, SAGE found 
many new security vulnerabilities (buf-
fer overflows) in hundreds of Win-
dows parsers and Office applications, 
including image processors, media 
players, file decoders, and document 
parsers. Notably, SAGE found roughly 
one third of all the bugs discovered by 
file fuzzing during the development of 
Microsoft’s Windows 7,15 saving mil-
lions of dollars by avoiding expensive 
security patches for nearly a billion PCs 
worldwide. Because SAGE was typically 
run last, these bugs were missed by ev-
erything else, including static program 
analysis and blackbox fuzzing.

Today, whitebox fuzzing has been 
adopted in many other tools. For in-
stance, the top finalists of the DARPA 
Cyber Grand Challenge,37 a competi-
tion for automatic security vulnerabil-
ity detection, exploitation and repair, 
all included some form of whitebox 
fuzzing with symbolic execution and 
constraint solving in their solution. 
Other influential tools in this space 
include the open-source tools KLEE,3 
S2E,5 and Symbolic PathFinder.28

Other Approaches
Blackbox random fuzzing, grammar-
based fuzzing and whitebox fuzzing 
are the three main approaches to fuzz-

ing in use today. These approaches can 
also be combined in various ways.

Greybox fuzzing extends blackbox 
fuzzing with whitebox fuzzing tech-
niques. It approximates whitebox 
fuzzing by eliminating some of its 
components with the goal of reduc-
ing engineering cost and complex-
ity while retaining some of its intelli-
gence. AFL40 is a popular open source 
fuzzer which extends random fuzzing 
with code-coverage-based search heu-
ristics as used in SAGE, but without 
any symbolic execution, constraint 
generation or solving. Despite (or 
because) of its simplicity, AFL was 
shown to find many bugs missed by 
pure blackbox random fuzzing. AFL is 
related to work on search-based soft-
ware testing27 where various search 
techniques and heuristics (such as ge-
netic algorithms or simulated anneal-
ing) are implemented and evaluated 
for various testing scenarios. Another 
form of greybox fuzzing is taint-based 
fuzzing,10 where an input-taint analy-
sis is performed to identify which in-
put bytes influence the application’s 
control flow, and these bytes are then 
randomly fuzzed, hence approximat-
ing symbolic execution with taint 
analysis, and approximating con-
straint generation and solving with 
random testing.

Hybrid fuzzing33,39 combines black-
box (or greybox) fuzzing techniques 
with whitebox fuzzing. The goal is to 
explore trade-offs to determine when 
and where simpler techniques are suf-
ficient to obtain good code coverage, 
and use more complex techniques, like 
symbolic execution and constraint solv-
ing, only when the simpler techniques 
are stuck. Obviously, many trade-offs 
and heuristics are possible, but repro-
ducible statistically-significant results 
are hard to get.23 Grammar-based fuzz-
ing can also be combined with white-
box fuzzing.12,25

Portfolio approaches run multiple 
fuzzers in parallel and collect their 
results, hence combining their com-
plementary strengths. Project Spring-
field30 is the first commercial cloud 
fuzzing service (renamed Microsoft Se-
curity Risk Detection in 2017), and uses 
a portfolio approach. Customers who 
subscribe to this service can submit 
fuzzing jobs targeting their own soft-
ware. Fuzzing jobs are processed by 
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creating many virtual machines in the 
cloud and by running different fuzz-
ing tools and configurations on each of 
these machines. Fuzzing results (bugs) 
are continually collected by the service 
and post-processed for analysis, triage 
and prioritization, with final results 
available directly to customers on a se-
cured website.

Conclusion
Is fuzzing a hack, an art, or a science? 
It is a bit of all three. Blackbox fuzzing 
is a simple hack but can be remark-
ably effective in finding bugs in appli-
cations that have never been fuzzed. 
Grammar-based fuzzing extends it 
to an arta form by allowing the user’s 
creativity and expertise to guide fuzz-
ing. Whitebox fuzzing leverages ad-
vances in computer science research 
on program verification, and explores 
how and when fuzzing can be math-
ematically “sound and complete” in a 
proof-theoretic sense.

The effectiveness of these three 
main fuzzing techniques depends on 
the type of application being fuzzed. 
For binary input formats (like JPEG 
or PNG), fully-automatic blackbox 
and whitebox fuzzing techniques 
work well, provided a diverse set of 
seed inputs is available. For complex 
structured non-binary formats (like 
JavaScript or C), the effectiveness of 
blackbox and whitebox fuzzing is un-
fortunately limited, and grammar-
based fuzzing with manually-written 
grammars are usually the most effec-
tive approach. For specific classes of 
structured input formats like XML or 
JSON dialects, domain-specific fuzz-
ers for XML or JSON can also be used: 
these fuzzers parse the high-level tree 
structure of an input and include 
custom fuzzing rules (like reordering 
child nodes, increasing their number, 
inversing parent-child relationships, 
and so on) that will challenge the ap-
plication logic while still generating 
syntactically correct XML or JSON 
data. Of course, it is worth emphasiz-
ing that no fuzzing technique is guar-
anteed to find all bugs in practice.

What applications should be fuzzed 
also depends on a number of parame-
ters. In principle, any application that 

a	 Art is “the expression or application of human 
creative skill and imagination.”

may process untrusted data should 
be fuzzed. If the application runs in 
a critical environment, it should defi-
nitely be fuzzed. If the application is 
written in low-level code like C or C++, 
the danger is even higher, since secu-
rity vulnerabilities are then typically 
easier to exploit. If the application is 
written in higher-level managed code 
like Java or C#, fuzzing might reveal 
unhandled exceptions which may or 
may not be security critical depend-
ing on the context (service-side code is 
usually more critical).

Despite significant progress in the 
art and science of fuzzing over the last 
two decades, important challenges re-
main open. How to engineer exhaus-
tive symbolic testing (that is, a form of 
verification) in a cost-effective manner 
is still an open problem for large ap-
plications. How to automate the gen-
eration of input grammars for com-
plex formats, perhaps using machine 
learning, is another challenge. Finally, 
how to effectively fuzz large distrib-
uted applications like entire cloud ser-
vices is yet another open challenge.	
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degradation of the image. Such a wa-
termark could make it easier to iden-
tify unauthorized images that are 
shared or published.

How might this technology evolve? 
Further research and development 
could aim to support a wider range 
of lighting conditions and camera to 
subject/light source distances than 
those studied to date. Research could 
also tackle power consumption to en-
able deployment in the form of bat-
tery-powered tokens or even in wear-
able applications. Additionally, one 
might study how a level of protection 
can also be realized for global shut-
ter cameras, which the current tech-
nology cannot address, and further 
understand the level of protection of-
fered against a broader range of im-
age processing and computational 
photography techniques. More gen-
erally, one may ask whether related 
ideas apply to other types of sensors 
that can capture sensitive informa-
tion such as microphones.

Overall, this work represents a sig-
nificant step toward privacy-enhanc-
ing technologies that can protect 
against the capture of information 
and suggests that there is a richer de-
sign space waiting to be explored.	
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AS CAMERAS PERVADE our lives, a defining 
question is how to design technolo-
gies that can protect proprietary infor-
mation and respect the privacy prefer-
ences of individuals. Mobile devices 
have already significantly reduced the 
effort to capture and share images. 
Moreover, technology trends are mov-
ing toward continuous visual sensing 
where even mobile cameras remain 
always active to monitor the environ-
ment and user context. What tech-
nical approaches help balance the 
convenience and usefulness of such 
applications against the preferences 
of subjects whose likeness or property 
is captured in such recordings?

Such questions are frequently ad-
dressed through fair information 
principles such as disclosure and 
consent that should be incorporated 
into the system design. Such consent 
solutions have been difficult to apply 
to camera images since a subject may 
be unaware of the images being cap-
tured. Short of hiding from sight or 
using masks, few systems offer provi-
sions for opting out of having images 
of one’s likeness or property record-
ed. Some ad hoc opt-out solutions 
allow subjects to have photographs 
showing their likeness or property 
removed from sharing services. This 
places responsibility on the subject 
to identify where recordings of them 
or their property are shared, a process 
that is becoming increasingly oner-
ous as the number of services using 
and sharing imagery multiply.

The following paper presents a new 
technique to address this issue at the 
point of image capture—it stops most 
digital cameras from recording a use-
ful image while the scene remains vis-
ible to human eyes. How is this pos-
sible? The authors introduce a smart 
high-intensity LED light that flickers 
at a high rate so that it creates a strip-
ing effect that severely degrades the 
image. It exploits the rolling shutter 
image sensors used in a vast major-

ity of digital cameras, where each 
row in the pixel array is exposed at a 
slightly different time while the cam-
era exposure control remains adjust-
ed to the average brightness over the 
frame period. When the illuminating 
light flickers at a rate higher than the 
frame capture rate, this results in sets 
of rows alternatingly over- and under-
exposed and hence the striping effect. 
The human eye, however, will not per-
ceive it, provided the flicker frequency 
of the LED light is high enough, since 
it essentially acts as a low-pass filter. 
The degradation therefore only mate-
rializes in captured images with roll-
ing shutter cameras.

The paper also introduces two vari-
ants of this technology. First, it shows 
how specific cameras can be allowed 
to take uncompromised images 
while the degradation remains in ef-
fect for other unauthorized cameras. 
In a corporate setting, for example, 
this could allow taking photos with 
company devices while making it 
more difficult to capture proprietary 
information with personal or visitor 
devices. Second, it shows how this 
technology can be used to encode 
a watermark in the captured image. 
This can offer a weaker form of pro-
tection, particularly in areas where 
lighting conditions do not support 
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Abstract
The ubiquity of mobile camera devices has been triggering 
an outcry of privacy concerns, whereas existing privacy pro-
tection solutions still rely on the cooperation of the photog-
rapher or camera hardware, which can hardly be enforced in 
practice. In this paper, we introduce LiShield, which auto-
matically protects a physical scene against photographing, 
by illuminating it with smart LEDs flickering in specialized 
waveforms. We use a model-driven approach to optimize 
the waveform design, so as to ensure protection against the  
(uncontrollable) cameras and potential image-processing–
based attacks. We have also designed mechanisms to unblock 
authorized cameras and enable graceful degradation under 
strong ambient light interference. Our prototype implemen-
tation and experiments show that LiShield can effectively 
destroy unauthorized capturing while maintaining robust-
ness against potential attacks.

1. INTRODUCTION
Cameras are now pervasive on consumer mobile devices, such 
as smartphones, tablets, drones, smart glasses, first-person 
recorders, etc. The ubiquity of these cameras, paired with per-
vasive wireless access, is creating a new wave of visual sensing 
applications, for example, autonomous photograph, quantified-
self (life-logging), photo-sharing social networks, physical 
analytics in retail stores,12 and augmented reality applications 
that navigate users across unknown environment.19 Zooming 
into the photo-sharing application alone, statistics report that 
350 million photos/videos are uploaded to Facebook every day, 
majority of which are from mobile users.15 Many of these appli-
cations automatically upload batches of images/videos online, 
with a simple one-time permission from the user. Although 
these technologies bring significant convenience to individ-
uals, they also trigger an outcry of privacy concerns.

Privacy is ultimately a subjective matter and often varies 
with context. Yet, many of the privacy-sensitive scenes occur 
in indoor environment and are bound to specific locations. 
For example, recent user studies2 showed that people’s 
acceptability of being recorded by augmented reality glasses 
has a strong correlation with location. User studies of life-
logging cameras6 also indicate that 70.2% of the cases when 
the user disables capturing are associated with specific loca-
tions. In numerous real-world scenarios, cameras are forbid-
den, for example, concerts, theaters, museums, trade shows, 
hospitals, dressing rooms and exam rooms, manufacturing 
plants, etc. However, visual privacy protection in such passive 
physical spaces still heavily relies on rudimentary approaches 
like warning signs and human monitors, and there is no 
way to automatically enforce the requirements. In personal 
visual sensing applications like life-logging, even if a user 

The original version of this paper appeared in ACM 
Annual International Conference on Mobile Computing 
and Networking (MobiCom), 2017.

were to disable the camera in private space, malware could 
perform remote reconnaissance and target visual theft by 
hijacking the victim’s camera.16

In this paper, we propose LiShield, a system that deters 
photographing of sensitive indoor physical space and auto-
matically enforces location-bound visual privacy protection. 
LiShield protects the physical scenes against undesired 
recording without requiring user intervention and without 
disrupting the human visual perception. Our key idea is to 
illuminate the environment using smart LEDs, which are 
intensity-modulated following specialized waveforms. We 
design the waveform in such a way that its modulation pat-
tern is imperceptible by human eyes but can interfere with 
the image sensors on mobile camera devices.

Adversary model and protection goals. LiShield aims 
to prevent ad-hoc capturing from benign camera-phone 
holders. The physical space under protection can be static 
or dynamic. In either case, we assume that one or multiple 
LiShield-enabled smart LEDs can cover the whole area, 
while providing illumination similar to normal office light-
ing without human-perceptible flickering. Although con-
ventional lighting and sunlight may co-exist with LiShield’s 
smart LEDs, covering the entire target scene with LiShield 
will ensure the strongest protection.

Now consider an unauthorized user (attacker) who wants 
to take pictures or videos within the protected space, with 
cameras and ashes embedded in smartphones, but with no 
professional equipment such as global shutter cameras, fil-
ters, or tripods. The attacker has full control over the camera 
parameters (e.g., exposure time, capturing time, and white-
balancing) and can run any postprocessing on the captured 
images. Nonetheless, with LiShield’s protection, the image 
frames are corrupted, so that major fraction of each frame 
is either blank or overexposed, whereas colors are distorted 
(Section 2), which deters image viewing/sharing.

In addition, LiShield should possess the following 
capabilities for practical usage scenarios: (i) allowing an 
authorized camera, which shares secret configuration infor-
mation with the LED, to recover the image or video frames it 
captures. (ii) when strong ambient light interferes with the 
smart LED, LiShield cannot ensure full protection, but it can 
still emit structured light which embeds invisible “barcode” 
into the physical environment. The embedded information 
can convey a “no distribution” message, allowing online 
servers (e.g., from Facebook and Instagram) to block and 
prevent the image from being distributed.

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=81&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3375571
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How does LiShield disrupt camera image capturing? 
Cameras and human eyes perceive scenes in fundamentally 
different ways. Human eyes process continuous vision by 
accumulating light signals, whereas cameras slice and sam-
ple the scene at discrete intervals. Consequently, human eyes 
are not sensitive to high frequency flickers beyond around 80 
Hz either in brightness or chromaticity,7 whereas cameras 
can easily pick up flicker above a few kHz.20 Equally impor-
tantly, human eyes perceive brightness in a nonlinear fash-
ion, which gives them huge dynamic range, whereas cameras 
easily suffer from overexposure and underexposure when 
signals with disparate intensities mix in the same scene.

Unlike professional or industrial cameras which may 
have global shutters that mimic human eyes to some degree, 
nearly all consumer digital cameras, pinhole cameras, and 
smartphones use the rolling shutter sampling mechanism,8 
which is the main contributor to their high-frequency sensi-
tivity. When capturing an image frame, a rolling shutter cam-
era exposes each row sequentially.

LiShield harnesses the disparity between cameras and 
eyes to disrupt the camera imaging without affecting human 
vision. It modulates a smart LED to generate high-frequency 
flickering patterns. The reflection intensity (or brightness) of 
target scene also flickers following the same pattern as the 
LED’s illumination, albeit at reduced intensity due to reflec-
tion loss. LiShield uses the On-Off Keying (OOK) as the basic 
modulation waveform (Figure 1), which does not require 
complicated analog front-ends and is widely supported by 
smart LEDs. Due to rolling-shutter sampling, the rows of pix-
els that are fully exposed in the ON period will be bright, and 
rows in the OFF period become dark, thus causing striped 
patterns on the captured image (Figure 1(a, b) ). Partially 
exposed rows experience moderate brightness. Meanwhile, 
human eyes can only perceive the smooth averaged intensity 
as long as the OOK frequency goes beyond 80 Hz.7, 21

In addition, LiShield can turn different numbers of LED 
bulb/chip on to generate different intensities and control 
the RGB channels of the LEDs to vary the color. In Section 2,  
we will show how such flickering corrupts the spatial pat-
terns captured by a camera.

Summary of results. We have implemented LiShield based 
on a customized smart LED, which allows reconfiguration  
of intensity modulation waveforms on each color channel.  

Our experiments on real world scenes demonstrate that 
LiShield can corrupt the camera capturing to an illegible 
level, in terms of the image brightness, structure, and color. 
The impact is resilient against possible attacks, such as multi-
frame combining and denoising. On the other hand, it enables 
authorized cameras to recover the image perfectly, as if no 
modulation is present. Even under strong sunlight/flashlight 
interferences, LiShield can still sneak barcode into the physi-
cal scenes, which can be decoded with around 95% accuracy.

2. DISRUPTING CAMERA CAPTURING USING SMART 
LIGHTING
2.1. Maximizing image quality degradation
LiShield aims to minimize the image capturing quality by 
optimizing the LED waveform, characterized by modulation 
frequency, intensity, and duty cycle. To this end, we derive 
a model that can predict the image quality as a function of 
the LiShield’s waveform and attacker’s camera parameters. 
For simplicity, we start with monochrome LED with a single 
color channel that illuminates the space homogeneously. We 
denote P as the reference image taken under a nonflickering 
LED and Q as the one taken under LiShield’s LED with the 
same average brightness. We assume each image has m rows 
and n columns, and the light energy received by each pixel is 
denoted by P(i, j) and Q(i, j), respectively. Our model focuses 
on two widely adopted image quality metrics: PSNR, which 
quantifies the disruption on individual pixel intensity levels, 
and SSIM,18 which measures the structural distortion to the 
image (i.e., deformation effects such as stretching, banding, 
and twisting). In general, the minimum PSNR and SSIM cor-
responding to acceptable viewing quality are in the range of 
25–30 and 0.8–0.9, respectively.1

Decomposing the image. To compute the image qual-
ity, we need to model the intensity and width of each stripe 
caused by LiShield. As illustrated in Figure 1, we use ton, toff, 
and Ip to denote the on/off duration and peak intensity of the 
flickering light source, and te and ts are the exposure time 
and sampling interval of the rolling shutter camera. For con-
venience, denote the period of the light source as tl = ton + toff 
and duty cycle as Dc = ton/tl. For pixel j in row i which starts 
exposure at time ti, its light accumulation would be:

� (1)

where αi, j is the aggregated path-loss for pixel (i, j), such  
as attenuation and reflection on the photographed object, 
and πl(τ) represents the illumination waveform of the LED:

� (2)

When the camera’s exposure time is equal to or shorter 
than the LED’s OFF period (te  toff), the image will contain 
rows that are completely dark (Figure 1(c) ). On the other 
hand, when te > tl, one row-exposure period of the camera 
will overlap multiple ON periods of the LED, accumulating 
higher intensity (Figure 1(f) ). The special case happens when  
te = tl, where the integration of LED waveform and exposure 
has fixed value, which eventually smooths out dark stripes 
(Figure 1(e) ). Without loss of generality, assume that the 
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width changing with exposure time; (c)–(f) stripe pattern of image 
changes under different exposure times.
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exposure starts right at the beginning of the ON period. Let 
N = te/tl, which is the number of whole flicker cycles covered 
by exposure time, and trem = (te mod tl), which is the remain-
ing duration after multiple whole cycles, and the light accu-
mulation of the brightest rows QB is:

� (3)

Since the brightest rows appear when the exposure captures 
most ON periods possible (e.g., row 2 to row u in Figure 1(a) ) 
and rolling shutter effect converts temporal variation into 
pixels with sampling interval ts, the width of QB is:

�
(4)

Likewise, when the exposure captures least ON periods  
possible (e.g., from row v to row w in Figure 1(a) ), we get  
the darkest rows with light accumulation QD:

� (5)

and the width of QD is:

� (6)

We refer to a collection of consecutive brightest rows as 
“bright stripe” and consecutive dark rows as “dark stripe,” 
as shown in Figure 1(b). In addition, there exist intermedi-
ate rows containing linear intensity transition between dark 
and bright, referred to as “transitional stripe.”

Meanwhile, if the LED were not flickering and provided 
the same average brightness, the pixel intensity would be:

� (7)

Since Dc ⋅ te remains constant within each frame, the image 
captured under LiShield is equivalent to the original image 
multiplied by a piecewise function (cf. Equations (3) and (5) ).

Other common camera parameters (i.e., ISO, white bal-
ance, and resolution) do not affect the structure of the 
stripe pattern. By default, we assume that the attacker sets 
the ISO to its minimum (typically 100) to maximally sup-
press noise.

Optimizing the LED waveform. Since the stripe pattern 
follows a piecewise function, a closed form expression 
of PSNR and SSIM becomes hard to analyze. We thus use 
numerical simulation to evaluate the impact of LiShield, 
based on the above model. We generate the piecewise func-
tion with QB(i, j), WB, QD(i, j), and WD and multiply it on ref-
erence images to obtain the disrupted image Q just like 
the process inside real cameras. We assume ts = 1/75,000 s, 
which matches the capability of a Nexus 5 camera. The qual-
ity metrics are calculated between the reference image P and 
LiShield-corrupted image Q with same average intensity. We 
make pixel intensity range infinite, which allows quantify-
ing quality loss caused by overexposure.

By default, we use OOK waveform with frequency f = 100 Hz, 
peak intensity Ip = 10 kLx, and duty cycle Dc = 0.5. We vary one 
parameter while keeping others to the defaults. Note that the 

typical light intensity is ∼700 Lx in office environments and 
∼100,000 Lx outdoor in sunny days. Our numerical results 
lead to the following design choices for LiShield.

(i) A single frequency cannot ensure robust protection. For a 
given waveform frequency f, there exist several exposure time 
settings that lead to high-quality images. This is because 
when te ≈ N tl, the stripes become smoothed out (Figure 1(e) ). 
Although the waveform parameters are unknown to the 
attacker, a determined attacker may launch a brute-force 
search for the te that satisfies this condition, thus circum-
venting the protection. To counteract such attackers, LiShield 
includes a countermeasure called frequency randomization, 
which we discuss in “Frequency scrambling” section.

(ii) LiShield must leverage overexposure to prevent 
attackers from using long exposures. The image quality 
increases with exposure time te, until overexposure hap-
pens, because longer exposure leads to more waveform 
cycles being included as a constant base in the brightness of 
the stripes (larger N in Equations (3) and (5) ), making the 
contrast of stripes QB/QD lower and weakening the quality 
degradation. LiShield should leverage overexposure to limit 
attacker’s exposure time. On the other hand, when exposure 
goes beyond a threshold, the image always suffers from 
over-exposure. If not, the image is always corrupted due to 
the dominance of stripes under LiShield’s frequency ran-
domization mechanism (“Frequency scrambling” section). 
With power efficiency and eye health in mind, LiShield 
sets Ip to 20 kLx by default. Optimal parameters may vary 
slightly across different scenes (e.g., different reflectivity) 
but can be easily obtained by running the aforementioned 
simulation.

2.2. Circumventing potential attacks
Based on the foregoing analysis, we identify the follow-
ing potential holes that can be exploited by attackers to 
overcome the striping effect. (i) Manual exposure attack. If  
an attacker can configure te to satisfy te ≈ N tl, it can guar-
antee that every row receives almost the same illumination, 
thus eliminating the stripes during a capture (Figure 1(e) ).  
In practice, tl is unknown to the attacker, but it can try to 
capture images with different te, until seeing a version with-
out obvious stripes. (ii) Multiframe attack. When the scene is 
static, an attacker may also combine multiple frames (tak-
ing a video and playback) to mitigate the stripes with statisti-
cal clues, for example, by averaging or combining rows with 
maximum intensities from multiple frames. Note that the 
attacker must keep the camera highly stable, otherwise even 
pixel-level shift will cause severe deformation when combin-
ing multiple frames. (iii) Post-processing attack. Common 
postprocessing techniques (e.g., denoising and de-banding) 
might be used to repair the corrupted images.

In what follows, we introduce countermeasures to the 
first two attacks. In Section 6.4, we will verify that LiShield’s 
distortion does not fit empirical noise or banding models, so 
the common post-processing schemes become ineffective.

Frequency scrambling. To thwart the manual exposure 
attack, we design a frequency scrambling mechanism, which 
packs multiple waveforms with different frequencies within 
each image frame duration. Since the camera exposure time 
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te is always fixed within each frame, no single te can circum-
vent all the frequency components.

However, we cannot choose and switch the flicker-
ing frequencies in an arbitrary manner, for three reasons.  
(i) Multiple frequency values that share a common divisor 
can satisfy te = Ntl under the same te (recall N can be an arbi-
trary integer). We need to ensure the common divisor is small 
enough (i.e., least common multiplier of tl large enough), 
so that overexposure occurs even for the smallest N. (ii) 
Frequencies should be kept low to maximize image corrup-
tion, as evident in Optimizing the LED waveform section, 
since camera’s analog gain decreases at high frequencies.20 
(iii) Switching between different frequencies may create an 
additional level of modulation, which will spread the spec-
trum and generate unexpected low frequency components 
that become perceivable by eyes.

To explore the design space under these constraints, sup-
pose we switch among M frequencies f1, f2, …, fM (in ascending 
order) at a switching rate fB. The whole pattern thus repeats 
itself at rate fp = fB/M. To pack at least M different frequencies 
in an image frame, we need fB > (M − 1)fr or, preferably, fB > M 
fr, where fr is the frame rate, typically around 30 Hz (fps). To 
maximize image corruption, we choose the smallest value 
for f1 (i.e., f1 = fB) and empirically set fn = fB + (n − 1)∆f, n = 2, 
3, …, M, where ∆f is frequency increment, set to ∆f ≠ fB to 
lower the common divisor frequency.

The frequency scrambling can be considered as an 
M-FSK modulation, thus creating side lobes around each 
scrambling frequency, spacing fp apart (Interested read-
ers can refer to the full version of this work for the theo-
retical underpinning.22). These side lobes might appear at 
low-frequency region and become perceptible by eyes. To 
ensure no side lobe exists below the perceivable thresh-
old fth ≈ 80 Hz, we need a small M and large fB and hence 
higher flickering frequency components fn. Yet, increasing 
the flickering frequencies may weaken LiShield’s protec-
tion. To find the optimal ∆f and showcase the effective-
ness of the frequency scrambling, we repeat the numerical 
simulation (Section 2.1) to evaluate the attacker’s maxi-
mum image quality. Based on the simulation, we set  
∆f = 50 Hz to maximize image disruption. The optimal ∆f 
for other peak intensity settings can be obtained following 
a similar procedure.

Illumination intensity randomization. If attackers repeti-
tively capture a static scene for a sufficiently long duration, 
they may eventually find at least one clean version for each 
row across all frames, thus recovering the image. LiShield can 
increase the number of frames needed for image recovery, 
so that the attack becomes infeasible unless the camera can 
stay perfectly still over a long period of time, during which the 
attackers may have already been discovered by the owners of 
the physical space. LiShield achieves the goal by employing 
illumination intensity randomization, where it randomly 
switches the magnitude of each ON period across multiple 
predefined levels, which extends the attacker’s search space.

3. SCENE RECOVERY WITH AUTHORIZED CAMERAS
To allow authorized users to capture the scene while main-
taining protection against unauthorized attackers, we need 

to impose additional constraints on the LED waveform. 
LiShield’s solution leverages a secure side channel (e.g., 
WiFi4) between authorized users and the smart LED, which 
conveys secret information such as frame timing and wave-
form parameters.

A naive solution is to stop flickering when authorized 
users are recording. However, since attackers may be co-
located with the authorized users, this enables them to cap-
ture one or more frames that have part of the clean scene, 
which compromises privacy and security. Instead, we design 
special waveforms for the LED to counteract such cases.

3.1. Authorized video recording
To authorize a camera to capture a dynamic scene, each 
individual frame within the video must be recoverable. 
To achieve this, the authorized camera needs to convey its 
exposure time setting t u

e to the smart LED via the secure side 
channel and synchronize its clock (for controlling capturing 
time) with the smart LED’s clock (for controlling the wave-
form), so the smart LED can send recoverable waveforms 
precisely during the capture of the authorized camera. State-
of-the-art time synchronization mechanisms (e.g.,4) can 
already achieve µs of accuracy, sufficient to synchronize the 
LiShield smart LED with camera at a resolution that is finer 
than the rolling shutter period (typically tens of µs).

Recall that the camera can evade the striping effects if  
te = Ntl. So to authorize the user with exposure t u

e, LiShield  
simply needs to set its flickering frequency fa = 1/tl = N/t u

e  
(N = 1, 2, . . .) and maintain its peak intensity within each 
frame. In addition, the t u

e and corresponding flickering fre-
quency fa can be varied on a frame by frame basis, making 
it impossible for an attacker to resolve the correct exposure 
time by trial-and-error (Section 2.2).

Meanwhile, when the authorized camera is not record-
ing at its maximum possible rate, there will be an interval 
(i.e., inter-frame gap) where the camera pauses capturing. 
LiShield packs random flickering frequencies finter other than 
fintra = fa into the interframe gap, so as to achieve the same 
scrambling effect as described in “Frequency scrambling” 
section, without compromising the authorized capturing, as 
shown in Figure 2.
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Figure 2. Enabling authorized users to capture dynamic scenes while 
corrupting unauthorized users.
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3.2. Static scene recovery
When the target scene is static, the authorized user may 
capture a few complementary frames at a specific time to 
recover the scene as depicted in Figure 3, where frequency 
and intensity randomization (Section 2.2) are employed in 
each frame to ensure robustness. Although it does require 
recording a very short video, the process is extremely short 
(200 ms at most) and barely noticeable to the authorized 
user. Meanwhile, an out-of-sync attacker will still receive 
corrupted images that cannot reconstruct the original scene 
by direct frame combination.

Suppose a static scene is to be recovered using Lf frames, 
referred to as critical frames. To prevent attackers from 
launching the multiframe attack, the timing of the critical 
frames is negotiated only between the smart LED and the 
authorized user through the secure side channel. These Lf 
frames together must contain the information of the entire 
scene, that is, they must be complementary, as shown in 
Figure 3. Meanwhile, all other frames will follow the normal 
flickering pattern. Since the attackers can neither identify 
nor predict the timing of the critical frames, the best they 
can do is to launch the brute-force multiframe attack, which 
has proven to be ineffective (“Illumination intensity ran-
domization” section).

4. AUTOMATIC PHYSICAL WATERMARKING FOR  
PRIVACY ENFORCEMENT
High-intensity ambient light sources (e.g., sunlight, leg-
acy lighting, and ash lights) can create strong interference 
to LiShield’s illumination waveform, degrading the con-
trast by adding a constant intensity to both the bright and 
dark stripes, which may weaken LiShield’s protection. In 
such scenarios, LiShield degrades itself to a barcode mode, 
where it embeds barcode in the physical scene to convey 
privacy policies. The barcode forms low-contrast stripes, 
which may not fully corrupt the images of the scene, but 
can still be detected by online photo-distributing hubs 
(e.g., social website servers), which automatically enforce 
the policies, without co-operation of the uploader or 
evidence visible by naked eye. LiShield forms the water-
mark with just a single light fixture, instead of active dis-
plays (e.g., projectors) that are required by conventional 
systems. The key challenge here is how should LiShield 
encode the information, so that it can be robustly con-
veyed to the policy enforcers, despite the (uncontrollable) 
attacker camera settings?

Embedding. LiShield’s barcode packs multiple frequen-
cies in every image following “Frequency scrambling” sec-
tion but aims to map the ratios between frequencies into 

digital information. Suppose LiShield embeds two wave-
forms with frequencies F0 and F1, it chooses the two frequency 
components such that F1/F0 equals to a value Rp well known 
to the policy enforcers. In other words, the presence of Rp 
conveys “no distribution/sharing allowed.” Although width 
of stripes is affected by sampling interval ts and exposure 
time te (Figure 1(a) and (b) ), ratio of stripe widths resulted 
from two frequencies (which equals to Rp) remains constant. 
Therefore, this encoding mechanism is robust against cam-
era settings.

Since physical scenes usually comprise a mix of spatial 
frequencies, and spectral power rolls off in higher spatial 
frequencies, thanks to camera lenses’ limited bandwidth 
while temporal frequencies are unaffected, LiShield’s bar-
code uses frequencies that are much higher than the natural 
frequencies (>400 Hz) in the scene to reduce interference.  
It is worth noting that since the rolling-shutter sampling 
rate of all cameras falls in a range (30 kHz to slightly over  
100 kHz20), LiShield limits its highest flickering frequency 
to 15 kHz, which respects the Nyquist sampling theorem, 
so that the barcode can eventually be recovered without any 
aliasing effect.

To further improve robustness, LiShield leverages redun-
dancy. It embeds multiple pairs of frequency components 
to make multiple values of Rp either at different rows of the 
image or in different color channels, further mitigating 
interference caused by intrinsic spatial patterns within the 
scene.

Detection. Since the barcode contains M frequencies, 
that is, fn = fB + (n − 1)∆f, n = 2, 3, …, M (“Frequency scram-
bling” section), there are MR = C2

M possible frequency  
ratio values across the image for monochrome barcode  
(MR = C2

M×3 for RGB barcode). ∆f must be set large enough  
to avoid confusion (∆f = 200 Hz in experiments). The bar-
code decoder, running on the policy enforcer, recognizes  
the image as protected if there are at least Mb values 
that roughly match the known ratio Rp, that is, when the  
value falls within Tb of Rp. Suppose Matt is the number of Rp 
removed by manual exposure attack (Section 2.2), these 
parameters are determined by bounding the false positive 
rate following an empirical procedure (to be discussed in 
Section 6.3).

To detect the frequency ratios, LiShield averages the 
intensity of each row to get a one-dimension time series sr. 
LiShield then runs FFT over each series to extract the Mp 
strongest frequencies. Finally, LiShield combines all unique 
frequencies extracted and computes all frequency ratios. 
The redundancy in barcode ensures that it can be robustly 
detected.

5. IMPLEMENTATION
Testbed setup. Figure 4 shows our smart LED prototype, and 
the target scenes containing five capture-sensitive objects 
(document and painting are 2-D objects and others are all 
3-D objects). We mount the LED inside a diffusive plastic 
cover similar to conventional ceiling light covers. We use a 
programmable motor to hold the camera and control its dis-
tance/orientation, in order to create static or dynamic scene 
setup in a repeatable manner.

Frame 2Frame 1

+ =

Authorized User Attacker

Figure 3. The impact of multiframe recovery on authorized user and 
attacker, respectively.
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as denoising and debanding, which may be attempted by 
attackers. For denoising, we use the Haar-wavelet thresh-
olding, non-local-means (NLmeans), and BM3D, which are 
among the most popular algorithms.14 As for debanding, we 
use the Banding Denoise and Unstrip in the G’MIC plugin.

Metrics. Small displacement and vibration of the camera 
are inevitable in physical environment, which is known to 
affect the SSIM. Thus, we quantify the image quality degra-
dation with the enhanced CW-SSIM,13 which is insensitive 
under such translations. PSNR shows similar trends with 
SSIM. Besides, we employ the CIEDE20009 to compute the 
degradation of the images’ color quality when the RGB LED 
is used.

6. EXPERIMENTAL EVALUATION
6.1. Effectiveness of physical scene disruption
Impact of scenes and device heterogeneity. We first verify 
LiShield’s basic protection scheme (Section 2) with five 
static scenes, monochrome LEDs, and OOK waveform with-
out frequency randomization, although the attacker’s cam-
era uses auto-exposure. Without LiShield, the measured 
image quality stays high, with PSNR > 30 dB and CW-SSIM 
> 0.9 (slightly lower than simulation results due to digital 
noises in real cameras). LiShield degrades the image qual-
ity to 3–10 dB for PSNR and 0.25–0.6 for CW-SSIM (Figure 5).  
We cross-validate the impact of LiShield on 10 common 
mobile cameras. Although the image quality varies slightly 
due to different sampling rates across devices, the quality 
remains at an intolerably low level across devices. Thus 
LiShield’s protection mechanism works across typical smart-
phone camera models. As a visual quality benchmark, Figure 6  
plots the same scene with different qualities under flicker-
ing (Figure 7).

We also notice that the quality worsens slightly as flicker-
ing frequency decreases from 500 Hz to 100 Hz (CW-SSIM 
decreases by ≈ 0.1), as the image sensor has higher analog 
gain at lower flickering frequencies.20

Impact of RGB color distortion. When the RGB flicker-
ing is turned on, the quality degradation is stronger if the RGB 
LED has the same average intensity with monochrome LED. 
Besides, the color distortion makes an additional indepen-
dent impact. The corresponding CIEDE2000 metric esca-
lates up to 45, way beyond the human-tolerable threshold 6.9 
This implies the scene is no longer considered acceptable by 
average viewers.

Smart LED modules. Commercial-of-the-shelf (COTS) 
household LED bulbs rely on integrated drivers to regulate 
LED’s current. A dimming input is usually available on these 
drivers for controlling the current dynamically. We build our 
smart bulb based on the same topology as these COTS LED 
bulbs. We use 19V DC laptop power supplies and NCL30160 
LED drivers, which allow dimming at nearly 100 kHz with 
arbitrary OOK waveform. The smart bulb has built-in inde-
pendent RGB/white channels for controlling color/intensity. 
Each channel can be controlled by a separate waveform, 
with four LED chips in series, at driving current of 800 mA. 
In total, the three channels consume approximately 25 W 
peak power, close to common office LED troffer fixtures. 
However, since LiShield’s OOK waveform has a duty cycle 
much lower than one (Section 2), the actual perceptible 
brightness is significantly lower.

The dimming input signals of each channel are con-
trolled by an STM32 microcontroller unit (MCU), which 
generates the OOK waveform as specified by LiShield. For 
flexible reconfiguration, we generate digitized waveforms 
in MATLAB on a laptop or Android app on a smartphone 
instead, which are then passed to the MCU via USB.

Android app for normal, authorized and attacker’s  
cameras. Unless otherwise noted, we use Nexus 5 with stock 
ROM as our benchmark device. We assume that normal users 
use the stock camera app with default settings (such as auto 
exposure), whereas a malicious attacker can manually tune 
the camera parameters (e.g., using the Open Camera app). By 
default, the camera ISO is set to the lowest value (100), since 
it is most beneficial for attackers, as it allows longer exposure 
to smooth out the stripes without causing overexposure. To 
implement the authorization mechanism (Section 3), we 
develop a specialized app for the authorized smartphone, 
which uses Android’s Camera2 API5 to precisely control the 
exposure time, as well as communicating with the smart 
LED’s MCU via USB. Since current Android camera APIs do 
not support precise frame timing, the app requests the smart 
LED to synchronize with the camera by altering its waveform.

Attacker’s image processing. We have implemented the 
attacking algorithms in Section 2.2, which are specifically 
designed to combine/process the captured image, aiming 
to eliminate LiShield’s stripe distortion. In addition, we 
implement classical image processing techniques, such 
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Figure 4. Experimental setup of LiShield.
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attacker suffers intolerable image corruption (PSNR = 13dB, 
CW-SSIM = 0.56, CIEDE2000 = 34) by combining same num-
ber of randomly selected frames (“Illumination intensity 
randomization” section).

For the dynamic scene, we set fintra = 1 kHz and finter = 300 Hz 
(Section 3.1). From Figure 9, we can see the authorized user 
has much higher quality (PSNR = 30dB, CW-SSIM = 0.98 in 
average) compared with attacker (PSNR = 10dB, CW-SSIM = 0.6 
in average). This can be seen by resulting image frames in 
Figure 8, where attacker suffers from both intra-frame and 
inter-frame stripes. Thus LiShield’s authorization scheme is 
effective in unblocking specific users while maintaining protec-
tion against attackers.

6.3. Effectiveness of barcode embedding
We first determine general optimal parameters for LiShield’s 
barcode detector in Section 4, based on the following met-
rics. (i) False alarm rate. We run the detector on 200 images 
(random real-world scenes) and measure the probability 
that a barcode is detected from clean image. (ii) Detection 
rate. We embed monochrome barcodes with different f1 
from 400 Hz to 10 kHz with 200 Hz switching frequency. 
For each f1, we embed three frequencies with ∆f = 200 Hz 
interval and capture 300 images with these barcodes over  
a benchmark scene to obtain detection rate. Considering 
the trade-off between false alarm and detection, we choose 
Tb = 0.05 to bound the false alarm rate below 5%, while 
ensuring around 90% detection rate for monochrome bar-
code (Figure 10).

Using the above configuration, we found the detec-
tion rate for RGB barcode is close to 100% with or with-
out manual exposure attack, while being slightly below 

Two bonus effects from our RGB LED are observed: (i) 
The structural distortion from the stripes disrupts the cam-
era’s auto-focus function, often making the captured scene 
extremely blur. This is because under LiShield, contrast 
of bands no longer depends on focusing accuracy, which 
breaks the assumption of auto-focus mechanism. (ii) The 
color bands also mislead the automatic white balance function 
across all five different scenes, since the camera can no lon-
ger identify a clean region in the image to calibrate itself and 
thus hesitates.

Impact on dynamic scenes. To create a dynamic scene, 
we use the motor to rotate the smartphone, creating relative 
motion at three different speeds (45, 100, and 145 degrees/
second). Our experiment shows the average CW-SSIM 
among all three speeds further decreases by 0.1, which 
indicates that dynamic scene experiences worse quality under 
LiShield due to motion blur. Moreover, if the exposure time 
is larger than 1/100 s, then overexposure and motion blurs 
together further reduce the quality (PSNR < 6, CW-SSIM  
< 0.1). Thus, dynamic objects further decrease the adjustment 
range of exposure time and make manual exposure attack 
more ineffective.

6.2. Effectiveness of user authorization
We developed an app (Section 5) that allows a user to cap-
ture critical frames on static scene protected by our RGB 
LED and then recover the scene following Section 3. The 
resulting image quality (PSNR = 25dB, CW-SSIM = 0.9, 
CIEDE2000 = 5) is comparable to the ideal setting when we 
disable LiShield’s LED modulation (Figure 8 shows example 
frames extracted from a recorded video). In contrast, the 
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Figure 8. Frames observed by authorized users and attackers.
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Impact of ambient light. We have also evaluated 
LiShield’s performance under different types of ambient 
lights. We found the stripes are almost completely removed 
under direct sunlight due to its extremely high intensity. 
Flash light can increase the quality slightly thanks to its 
close distance to the scene, but the improvement is mar-
ginal and far from unprotected. In addition, we only found 
a marginal decrease of barcode detection rate in every case. 
Thus, we conclude that LiShield is robust against most ambi-
ent lights.

7. RELATED WORK
Camera recording of copyright screen-displayed videos (e.g., 
in a movie theater) accounts for 90% of pirated online con-
tent.21 Since screen refresh rate is much higher than video 
frame rate, Kaleido21 scrambles multiple frames within the 
frame periods to deter recording, while preserving viewing 
experience by taking advantage of human eyes’ flicker fusion 
effects. Many patented technologies addressed the same 
issue. In contrast, the problem of automatic protection of 
private and passive physical space received little attention. 
Certain countries dictate that smartphone cameras must 
make shutter sound to disclose the photo capturing actions, 
yet this does not enforce the compliance, cannot block 
the photo distribution, and cannot automatically protect 
against video recording.

Certain optical signaling systems can remotely ban  
photography in concerts, theaters, and other capturing-
sensitive sites. For example, BlindSpot17 adopts a computer 
vision approach to locate retro-reflective camera lenses 
and pulses a strong light beam toward the camera to cause 
overexposure. Such approaches fail when multiple cameras 
coexist with arbitrary orientations.

Conventional visual privacy-protection systems have 
been replying on postcapture processing. Early efforts 
employed techniques like region-of-interest masking, blur-
ring, mosaicking, etc.,11 or re-encoding using encrypted 
scrambling seeds.3 There also exists a vast body of work 
for hiding copyright marks and other information in digi-
tal images/videos (e.g.,10). LiShield’s barcode protection is 
inspired by these schemes, but it aims to protect physical 
scenes before capturing.

8. CONCLUSION
Privacy protection in passive indoor environment has been 
an important but unsolved problem. In this paper, we pro-
pose LiShield, which uses smart-LEDs and specialized 
intensity waveforms to disrupt unauthorized cameras, 
while allowing authorized users to record high quality 
image and video. We implemented and evaluated LiShield 
under various representative indoor scenarios, which 
demonstrates its effectiveness and robustness. We con-
sider LiShield as a first exploration of automatic visual 
privacy enforcement and expect that it can inspire more 
research along the same direction.
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90% for monochrome barcodes if attacked. We conclude 
that LiShield’s barcode detector provides reliable detection, 
whereas RGB barcodes are more detectable and robust than 
monochrome ones, thanks to extra redundancy provided by 
color channels.

6.4. Robustness against attacks
Manual exposure attack. One possible attack against 
LiShield is to manually set the exposure time te to smooth 
out the flickering patterns (Section 2.2). Our experiment 
shows that although the image quality first increases with te, 
it drops sharply as overexposure occurs. Therefore, LiShield 
traps the attacker in either extremes by optimizing the wave-
form (Section 2.1) and thwarts any attempts through exposure 
time configuration.

We also tested the effectiveness of randomization with 
auto-exposure (except for attacker). We set f1 = fB = 200,  
300, . . ., 600 Hz, ∆f = 50Hz, and M = 2, 3, …, 6 to scramble 
multiple frequencies. We found that the image degra-
dation with scrambling is comparable with single fre-
quency setup, thus frequency randomization does not harm 
LiShield’s protection.

Multiframe attack. Figure 11 plots the recovered scene’s 
quality under the multiframe attack. Here, we set te to be 
1/500 s to avoid overexposure and then record a video in 
30 fps. CW-SSIM remains low at 0.5 using 1000 frames, 
which means the impact of stripes on structure of scene is still 
strong, making quality still unacceptable for professionals who 
spend such a great cost. We also ask five volunteers to hold  
the smartphone as stable as they can on a table, and Figure 11 
shows the quality is even lower, because it is impossible 
to completely avoid dithering with hands. Extending the 
recording duration increases disturbance and probability of 
being identified by the protected user, making it impractical 
for the attack to occur.

Image recovery processing attack. We evaluate the 
image quality after postprocessing with denoising or 
debanding (Section 5). The denoising methods fail to 
improve the quality significantly (CW-SSIM ≈ 0.3–0.4) 
as the disruption pattern of LiShield does not fit most 
known Gaussian noise model. The deformation removal 
methods (i.e., debanding and unstriping) do not help too 
much (CW-SSIM ≈ 0.4–0.5), since interpolation process 
cannot bring back the exact pixel values. The CIEDE2000 
color metric also shows a low quality (around 35). Thus, 
it is hard to fully remove LiShield’s impact by simple image 
restoration. More advanced computer vision techniques 
may provide better recovery, but even they will not recover 
the exact original scene since information is already lost at 
capture time.
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The United States Military Academy 
(West Point)
Tenure-Track Assistant Professor Position

The United States Military Academy (West Point) 
seeks applicants for a tenure track faculty posi-
tion in the Department of Electrical Engineering 
and Computer Science.

Credentials and desired applicant qualities:
Applicants must be US citizens holding a Ph.D. 
degree in Computer Science, Computer Engi-
neering, Electrical Engineering, Cybersecurity 
or related field and must be able to teach at all 
levels – from introductory courses to senior cap-
stone courses in their discipline. Faculty at West 
Point develop cadets not only in the intellectual 
domain, but also as “leaders of character” and 
future Army officers, so the ideal candidate will 
have a desire to engage with cadets outside the 
classroom in activities such as academic clubs, 
character/ethics education, sports, and other 
mentorship opportunities. Successful candidates 
will show a clear vision for a research program 
that will position her/him for promotion to Asso-
ciate Professor within 6 years; research typically 
involves cadets, encourages faculty collaboration, 
and contributes to the ever-growing reputation of 
the department and the Academy.

About West Point:
West Point, the oldest engineering school in the 
United States, is a four-year baccalaureate col-
lege situated just fifty miles north of New York 
City in the scenic Hudson River valley. West 
Point’s mission is to educate leaders of charac-
ter committed to the values of Duty, Honor and 
Country and devoted to a career of service to the 
Nation.

Each student (cadet) passes through an in-
tense nomination and appointment process to 
gain admission. Our acceptance rate is 10%, with 
the student body consisting of approximately 
4,500 cadets. The class of 2023 consists of 1,200 
students of which 23% are women, 15% are Afri-
can Americans, and 12% are Hispanic. West Point 
is a leader in producing national scholarship win-
ners, and to date has produced 93 Rhodes Schol-
ars, 42 Marshalls Scholars, 31 Fulbright scholars 
and 39 Hertz scholars. This positions us close to 
our aspirational schools and ahead of schools 
such as MIT, Cornell and Duke. Our undergradu-
ate academic program blends the liberal arts with 
the math and sciences and is consistently ranked 
highly by U.S. News & World Report, the Princeton 
Review, Niche and others.

The Department of Electrical Engineering 
and Computer Science (EECS) is one of the most 
dynamic and highly regarded departments at 
West Point and offers ABET accredited majors 
in Computer Science, Information Technology, 
and Electrical Engineering. The Department is 

lications will be integral to the selection process. 
Applications should highlight any experience in 
the following areas: cybersecurity, radio frequen-
cy electronics, artificial intelligence, and/or ma-
chine learning. Salaries are competitive.

Complete applications must arrive in elec-
tronic form not later than midnight, 15 January 
2020. Applications to be considered complete 
must include: 1) cover letter; 2) curriculum vitae; 
3) statement of research plans; 4) statement de-
scribing teaching philosophy/experience; 5) offi-
cial transcripts; and 6) three letters of reference. 
Interviews will be conducted in late January of 
2020 and a selection made by early February of 
2020. Anticipated start date will be on or about 
the 15th of June 2020. Applications and ques-
tions may be directed to Dr. James Loy, United 
States Military Academy, Department of Electri-
cal Engineering and Computer Science, MADN-
EC, West Point, New York 10996, james.loy@
westpoint.edu.

The United States Military Academy is an 
Equal Opportunity, Affirmative Action Employer. 
Women and Minorities are encouraged to apply.

in the process of developing the curriculum and 
associated courses necessary for an accredited 
Cyber Major, to complement its EE, CS and IT 
programs. In 2019, the department graduated 
78 majors, including 9 cadets who earned na-
tional scholarships. EECS has state-of- the-art 
laboratory facilities and also hosts three centers 
of excellence: (1) the Cyber Research Center; (2) 
the Robotics Research Center; and (3) the Pho-
tonics Research Center. The department’s ties to 
Army Research Agencies and a unique affiliation 
with the NSA make it an ideal and unique place 
to conduct applied research in cyber, photonics, 
and robotics areas, although faculty research 
may be within any disciplinary topic desired. 
EECS is a family-friendly department with val-
ues rooted in Trust, Consideration, Expertise, 
Teamwork, Initiative, Community, Excellence 
and Balance that make it an ideal place to work, 
grow and develop.

Applicant Selection Factors and Process:
Previous teaching experience is highly desirable, 
and an initial track record of research and pub-

Tenure-Track Faculty Positions in Engineering in Zhejiang University 
The Zhejiang University-University of Illinois at Urbana-Champaign Institute (the ZJU-UIUC Institute) invites highly qualified candidates 
for multiple tenure-track faculty positions at all levels and in areas of engineering and science that match its multidisciplinary mission.    

The ZJU-UIUC Institute is an engineering college on the new Zhejiang University (ZJU) International Campus, China, about 120 km 
southwest of Shanghai. The ZJU-UIUC Institute conducts teaching and research in broad program themes of engineering sciences 
for human health, engineering sciences for flexible manufacturing, and engineering sciences at the nexus of energy, environment, 
and sustainable develop. Undergraduate and graduate degrees are offered in civil engineering, computer engineering, electrical 
engineering, and mechanical engineering. Applications are welcome from relevant engineering disciplines, computer science, and 
mathematics. The Institute has interests that address but are not limited to interdisciplinary topics exemplified by data science, 
artificial intelligence, internets of things, advanced communication,  digital manufacturing, systems and networking, transportation 
electrification, micro-nano-electronics and photonics, Terahertz, smart power,  biotechnology, nanotechnology, and atomic-scale 
materials, intelligent infrastructure. Classes and student activities are conducted in English.

Successful candidates will initiate and lead collaborative research and teaching, and perform academic and professional service 
duties associated with the ZJU-UIUC Institute. They will be leaders for teaching and research innovation, giving students a meaningful 
and interactive engineering education.

•  Assistant professor candidates must have an earned doctorate, excellent academic credentials, strong research plans, and an 
outstanding ability to teach effectively.  Additional industry, post-doctoral, professional service, or internship experiences are 
preferred.

•  Mid-career candidates must be established leaders in their field; exhibit strong records of teaching, publication, and funded 
research; and demonstrate participation in interdisciplinary collaborations.

•  Senior appointments are available for persons of international stature seeking to build substantial interdisciplinary research and 
teaching programs.

The search process will continue until positions are filled or through June 30, 2020. Application materials should include a 
cover letter with current contact information including email address, a complete curriculum vitae, statements of research and 
teaching goals, and the names of three or more references.  Submit applications at http://zjui.illinois.edu or to zjuihr@zju.edu.cn.   
For more information, please visit https://my.zjui.illinois.edu/submit/login.asp or contact the institute human resources office at 
zjuihr@zju.edu.cn or +86 (571) 8757 2520.

ZJU and UIUC are renowned for their engineering programs, and have a long history of collaboration. The ZJU-UIUC Institute creates 
a unique student experience of multidisciplinary collaboration, technical leadership, teamwork, and creative excellence. Individuals 
with diverse backgrounds, experiences, and ideas who embrace and value diversity and inclusivity are encouraged to apply and all 
qualified applicants will receive consideration without regard to race, national origin, disability, age, or other personal characteristics.

Contact Person: Chen Zhang | Email: zjuihr@zju.edu.cn
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Huawei and Tencent. SUSTech considers entre-
preneurship as one of the main directions of 
the university. Strong supports will be provided 
to possible new initiatives. SUSTech encourag-
es candidates with experience in entrepreneur-
ship to apply.

SUSTech is a pioneer in higher education 
reform in China. The mission of the University 
is to become a globally recognized research 
university which emphasizes academic excel-
lence and promotes innovation, creativity and 
entrepreneurship. Set on five hundred acres of 
wooded landscape in the picturesque Nanshan 
(South Mountain) area, the campus offers an 
ideal environment for learning and research. 

SUSTech is committed to increase the di-
versity of its faculty and has a range of family-
friendly policies in place. The university offers 
competitive salaries and fringe benefits includ-
ing medical insurance, retirement and housing 
subsidy, which are among the best in China. 
Salary and rank will commensurate with quali-
fications and experience. More information 
can be found at http://talent.sustc.edu.cn/en. 

We provide some of the best start-up pack-
ages in the sector to our faculty members, in-
cluding one PhD studentship per year, in addi-
tion to a significant amount of start-up funding 
(which can be used to fund additional PhD 
students and postdocs, research travels, and 
research equipments).

To apply, please provide a cover letter iden-
tifying the primary area of research, curriculum 
vitae, and research and teaching statements, 
and forward them to cshire@sustc.edu.cn.

Southern University of Science and 
Technology (SUSTech) 
Professor Position in Computer Science and 
Engineering

The Department of Computer Science and En-
gineering (CSE, http://cse.sustc.edu.cn/en/), 
Southern University of Science and Technology 
(SUSTech) has multiple Tenure-track faculty 
openings at all ranks, including Professor/As-
sociate Professor/Assistant Professor. We are 
looking for outstanding candidates with dem-
onstrated research achievements and keen in-
terest in teaching, in the following areas (but 
are not restricted to):

	˲ Data Science
	˲ Artificial Intelligence
	˲ �Computer Systems (including Networks, 
Cloud Computing, IoT, Software 
Engineering, etc.)

	˲ �Cognitive Robotics and Autonomous 
Systems

	˲ Cybersecurity (including Cryptography)
Applicants should have an earned Ph.D. de-

gree and demonstrated achievements in both 
research and teaching. The teaching language 
at SUSTech is bilingual, either English or Put-
onghua. It is perfectly acceptable to use English 
in all lectures, assignments, exams. In fact, our 
existing faculty members include several non-
Chinese speaking professors.

 As a State-level innovative city, Shenzhen 
has identified innovation as the key strategy for 
its development. It is home to some of China’s 
most successful high-tech companies, such as 

ADVERTISING  
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OPPORTUNITIES

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the  
issue/or issues where the ad will appear, 
and a contact name and number.

Estimates: An insertion order will then 
be e-mailed back to you. The ad will by 
typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line  
ads are NOT commissionable.

Deadlines: 20th of the month/2 months 
prior to issue date. For latest deadline  
info, please contact: 

acmmediasales@acm.org

Career Opportunities Online: Classified  
and recruitment display ads receive a  
free duplicate listing on our website at: 

http://jobs.acm.org 

Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org

Open for 
Submissions

ACM Transactions on 

Computing for Healthcare (HEALTH)

A multidisciplinary journal for high-quality original work 
on how computing is improving healthcare

ACM Transactions on Computing for Healthcare (HEALTH) is a 
multidisciplinary journal for the publication of high-quality 
original research papers, survey papers, and challenge papers 
that have scientific and technological results pertaining to 
how computing is improving healthcare.

For further information and to submit 
your manuscript, visit health.acm.org
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A new journal from ACM publishing papers 
on cross disciplinary innovative research 

ideas, algorithms, systems, theory and 
applications for data science

For more information and to submit your work, 
please visit https://tds.acm.org.

Introducing ACM Transactions on Data Science (TDS)

Now Accepting Submissions

The scope of ACM Transactions on Data Science 
(TDS) includes cross disciplinary innovative research 
ideas, algorithms, systems, theory and applications for 
data science. Papers that address challenges at every stage, 
from acquisition on, through data cleaning, transformation, 
representation, integration, indexing, modeling, analysis, 
visualization, and interpretation while retaining privacy, fairness, 
provenance, transparency, and provision of social benefit, within the 
context of big data, fall within the scope of the journal. 

By its very nature, data science overlaps with many areas of computer science. 
However, the objective of the journal is to provide a forum for cross-cutting 
research results that contribute to data science as defined above. Papers that address 
core technologies without clear evidence that they propose multi/cross-disciplinary 
technologies and approaches designed for management and processing of large volumes 
of data, and for data-driven decision making will be out of scope of this journal.

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Ftds.acm.org


Text Data Management and Analysis covers the major concepts, techniques, and ideas in 
information retrieval and text data mining.  It focuses on the practical viewpoint and includes 
many hands-on exercises designed with a companion software toolkit (i.e., MeTA) to help readers 
learn how to apply techniques of information retrieval and text mining to real-world text data.  It 
also shows readers how to experiment with and improve some of the algorithms for interesting 
application tasks. The book can be used as a text for computer science undergraduates and graduates, 
library and information scientists, or as a reference for practitioners working on relevant problems in 
managing and analyzing text data.

Text Data Management and Analysis covers the major concepts, techniques, and ideas in 
information retrieval and text data mining.  It focuses on the practical viewpoint and includes 
many hands-on exercises designed with a companion software toolkit (i.e., MeTA) to help readers 
learn how to apply techniques of information retrieval and text mining to real-world text data.  It 
also shows readers how to experiment with and improve some of the algorithms for interesting 
application tasks. The book can be used as a text for computer science undergraduates and graduates, 
library and information scientists, or as a reference for practitioners working on relevant problems in 
managing and analyzing text data.

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fbooks.acm.org
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I imagine that Now Go Build, a video 
series in which you visit global entre-
preneurs who use Amazon’s cloud-
based technologies to do things like 
support Indonesian farmers and inte-
grate refugees into the German work-
force, has given you a nice window 
onto that.

Now Go Build is basically a record-
ing of something that I’ve been doing 
for the past four or five years—meet-
ing companies all over the world that 
have tremendous impact that AWS 
has helped them achieve. As technol-
ogists, we sometimes get so wrapped 
up in technology that we forget about 
the end-user stories. Most of these 
young businesses are solving really 
hard problems. They’re not hard 
problems in the technology sense, 
but they’re hard problems in the hu-
man sense.

I’m still so proud of the first episode 
that we did in Jakarta, where I met the 
founders of a start-up called Hara To-
ken. These guys provide identity verifi-
cation for the poorest farmers in Indo-
nesia so they can get loans at regular 
banks instead of using loan sharks, 
who charge interest rates of 60%. 

It must be a very interesting exercise—
and very humbling.

The current general view of tech-
nology companies is that they focus 
on uninhibited growth or on profit. 
But these are entrepreneurs trying to 
build a business while also solving 
very difficult human problems. 

In 2006, Jim Gray interviewed you in 
ACM Queue and noted how much it 
pains you to hear people describe Ama-
zon as an online retailer, rather than 
a technology company. Now, I don’t 
think anyone would question your 
dominance in the tech world.

Jim was a mentor to me for a long 
time, and there are so many things in 
that interview that are still true today. 
His thinking has had a significant 
impact on technology architectures 
around the world, including at Amazon 
and AWS. I think we should continue to 
honor his memory and be grateful for 
all of the things that he impacted.	

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.

© 2020 ACM 0001-0782/20/2 $15.00

base groups. We have so many unique, 
purpose-built databases, and each of 
those groups is in contact with their 
most important customers. That cre-
ates a feedback loop that I have not seen 
anywhere else. In fact, more than 90% 
of all new features and services that we 
deliver are driven by customer requests. 

At the moment, AWS is quite a bit big-
ger than your competitors. How will 
you continue to differentiate your-
selves in the future?

First, let me say that this is not going 
to be a winner-take-all market. There’s 
going to be a handful of global compa-
nies that are going to be really successful 
in this space, and that’s good, because 
customers need choices. The major 
thing that separates AWS from most oth-
er places is that we don’t follow our com-
petitors. We focus on the feedback that 
our customers are giving us, and we’ll 
continue to go down that path—and at 
the same time, be a pioneer.

I’m reminded of the famous and prob-
ably apocryphal Henry Ford quote 
about how, if he’d asked for their feed-
back, his customers would have simply 
requested faster horses.

We are innovators in this space, and 
we also have to be conscious that we 
use our inventive brain power not just 
to fix a particular customer’s problem 
but, whenever possible, solve for issues 
that apply to many more businesses. 
That’s one of my major tasks, to listen 
to different types of customers and try 
to find the bigger patterns. 

Is there any-
thing you would have done differently, 
either in terms of developing AWS ser-
vices or promoting them to customers?

Well, that’s a long list. The good 
thing is that we have a culture at Am-
azon that allows you to change your 
mind. One of the principles we had in 
the earlier days was that this should all 
be self-service. Customers should not 
have to talk to a human; they should 
be able to do everything by themselves. 
On the one hand, that removed a num-
ber of obstacles for people to start us-
ing our technology, because all you 
needed was a credit card and an email 
address. But over time, we discovered 
that enterprises as well as startups re-
ally want to have human contact. They 
need account management, profes-
sional services, and architectural sup-
port to help them build their systems. 
It’s something we didn’t appreciate 
enough in the early days. 

What about in terms of technology?
There’s lots of things I would have 

done differently. For example, in the  
beginning, we combined identity and 
account. Those are two different things. 
Identity is a security component, and 
account is what you bill things to. If we 
had been smarter, we would have sepa-
rated them, as we eventually did.

You have talked about the importance 
of giving developers operational re-
sponsibilities, and the Amazon prod-
uct definition process of “working 
backwards” is also designed to in-
centivize people to take the custom-
er’s view. What else have you learned 
about building and maintaining a 
product-centered culture?

The product nature is crucial to how 
we operate at Amazon. Things that are 
now common terms—service-oriented 
architecture, micro-services, DevOps, 
DevSecOps—were pioneered at Ama-
zon before we had words for them.

That certainly goes for the operation-
al side of things. If you really want your 
engineers and your product people to 
be in touch with your customers, there 
cannot be a layer of operations people 
between them. Our thinking has always 
been to make sure our engineers are 
in contact with their customers so that 
they can make decisions on their be-
half. Take, for example, the AWS data-

“Over time,  
we discovered  
that enterprises  
as well as startups 
really want to have  
human contact. ...  
It’s something  
we didn’t appreciate 
enough in  
the early days.”

[CONT IN UE D  F ROM P.  96]
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only meet those requirements if we re-
vamped how the database was built. 

It must have been exciting to have an 
opportunity to rethink what a modern 
database should look like.

Building upon a db-log-aware stor-
age service was a shift in mind-set, 
but we knew we had the engineers 
and the knowledge. Old-style database 
transactions are quite expensive, easily 
triggering 10–15 storage operations, 
because they were developed with an 
attached disk in mind.

AWS reinvented how companies ac-
cess data storage and infrastruc-
ture—supported by a lot of education 
on your part. 

were developed in the 1990s, don’t 
offer a good base for that—nor, even, 
do open-source databases like Post-
greSQL and MySQL. We realized that 
if we could just rip the whole architec-
ture apart and redesign it in a reliable, 
high-scale, cloud-native manner, we 
would suddenly be able to build all 
the functionalities that we wanted our 
customers to have. 

Such as?
Modern database users expect ev-

erything to be serverless and get seam-
less replication over at least three data-
centers. They expect to be able to have 
instant backups and to be able to do in-
stant schema changes without having 
to do complete table copies. We could 

A M A Z O N  V I C E  P R E S I D E N T  and chief tech-
nology officer Werner Vogels has kept 
the company at the forefront of scal-
able systems since he joined in 2004. 
Vogels was one of the main driving 
forces behind the architecture of Ama-
zon Web Services (AWS). His insistent 
reminders that “everything fails all the 
time” have been hugely influential to 
the developers of high-availability sys-
tems. Here, he talks about continuing 
to innovate in database technology—
and keeping up with customer needs.

You have followed an unconvention-
al professional path, working at the 
Netherlands Cancer Institute before 
returning to school for a Ph.D. in 
computer science. What drew you to 
scalable systems? 

Originally, computer science just 
seemed like a good career. In that era    
—the mid-1980s—there were many 
areas that were completely undiscov-
ered, and distributed systems was one 
of them. I liked research, and it turned 
out I had a gift for it. 

Let’s talk about Amazon Aurora, which 
recently won the 2019 ACM SIGMOD 
Systems Award. When did you first re-
alize the time had come to reconceptu-
alize the stack?

Our biggest goal with Aurora was 
to make life easier for our custom-
ers, and to do that, the database re-
quired a lot of modern innovations. 
Most database architectures, which [CONTINUED ON P.  95]

Q&A  
‘Everything Fails  
All the Time’ 
Werner Vogels, an expert on ultra-scalable systems,  
talks about listening to customers, reconceptualizing the stack,  
and building a product-centered culture.

DOI:10.1145/3374762		  Leah Hoffmann

“If we could just rip  
the whole architecture  
apart and redesign it in  
a reliable, high-scale, 
cloud-native manner, 
we would suddenly  
be able to build all  
the functionalities  
that we wanted  
our customers to have.”
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ICMI
2020
UTRECHT

CALL FOR LONG AND 
SHORT PAPERS

The 22nd International Conference on Multimodal 
Interaction (ICMI 2020) will be held in Utrecht, the 
Netherlands. ICMI is the premier international forum for 
multidisciplinary research on multimodal human-human 
and human-computer interaction, interfaces, and system 
development. The conference focuses on theoretical and 
empirical foundations, component technologies, and 
combined multimodal processing techniques that defi ne 
the fi eld of multimodal interaction analysis, interface 
design, and system development. 

We are keen to showcase novel input and output 
modalities and interactions to the ICMI community. 
ICMI 2020 will feature a single-track main conference 
which includes: keynote speakers, technical full and short 
papers (including oral and poster presentations), 
demonstrations, exhibits and doctoral spotlight papers. 
The conference will also feature workshops and grand 
challenges. The proceedings of ICMI 2020 will be 
published by ACM as part of their series of International 
Conference Proceedings and Digital Library.

22nd ACM International Conference on Multimodal Interaction
Utrecht, The Netherlands, Oct 25-29, 2020

Important dates

Paper submission
May 4, 2020

Reviews to authors
July 3, 2020

Rebuttal due
July 10, 2020

Notifi cation of
acceptance

July 20, 2020

Camera-ready 
paper

August 17, 2020

General Chairs
Khiet Truong, University of Twente, NL
Dirk Heylen, University of Twente, NL
Mary Czerwinski, Microsoft Research, USA

More information?
http://icmi.acm.org/2020
     
            /acmicmi

http://mags.acm.org/communications/february_2020/TrackLink.action?pageName=CIII&exitLink=http%3A%2F%2Ficmi.acm.org%2F2020


Today’s Research 
Driving Tomorrow’s 

Technology
The ACM Digital Library (DL) is the most 
comprehensive research platform available 
for computing and information technology 
and includes the ongoing contributions of 
the field’s most renowned researchers and 
practitioners. 

Each year, roughly 20,000 newly published 
articles from ACM journals, magazines, 
technical newsletters and annual conference 
volumes are added to the DL’s complete full 
text contents of more than 550,000 articles. 

The DL also features the fully integrated 
and comprehensive bibliographic index, 
The Guide to Computing Literature—a 
continually updated index featuring millions 
of publication records from over 5,000 
publishers worldwide.

For more information, please visit 
https://libraries.acm.org/
or contact ACM at 
dl-info@hq.acm.org

ACM DL House Ad_V01.indd   1 10/7/19   10:31 PM
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