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Enterprises have made amazing advances 
by taking advantage of data about their 
business to provide predictions and 
understanding of their customers, markets, 
and products. But as the world of business 
becomes more interconnected and global, 
enterprise data is no long a monolith; it is 
just a part of a vast web of data. Managing 
data on a world-wide scale is a key 
capability for any business today.

The Semantic Web treats data as a 
distributed resource on the scale of the 
World Wide Web, and incorporates features 
to address the challenges of massive data 
distribution as part of its basic design. The 
aim of the first two editions was to motivate 
the Semantic Web technology stack from 
end-to-end; to describe not only what the Semantic Web 
standards are and how they work, but also what their 
goals are and why they were designed as they are. It 
tells a coherent story from beginning to end of how the 
standards work to manage a world-wide distributed 
web of knowledge in a meaningful way.

The third edition builds on this foundation to bring 
Semantic Web practice to enterprise. Fabien Gandon 
joins Dean Allemang and Jim Hendler, bringing with 
him years of experience in global linked data, to open up 
the story to a modern view of global linked data. While 
the overall story is the same, the examples have been 
brought up to date and applied in a modern setting, 
where enterprise and global data come together as 
a living, linked network of data. Also included with 
the third edition, all of the data sets and queries are 
available online for study and experimentation at: 
data.world/swwo.
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24 Law and Technology
A Recent Renaissance in Privacy Law
Considering the recent increased 
attention to privacy law issues  
amid the typically slow pace  
of legal change.  
By Margot Kaminski

28 Security
Autonomous Vehicle Safety:  
Lessons from Aviation
How more than 25 years of 
experience with aviation safety-critical  
systems can be applied to 
autonomous vehicle systems.
By Jaynarayan H. Lala,  
Carl E. Landwehr, and John F. Meyer

32 The Profession of IT
Avalanches Make Us All Innovators
Avalanches generate enormous 
breakdowns. The practices of 
innovation adoption may be just 
what you need to resolve them.
By Peter J. Denning

35 Viewpoint
Integrating Management Science 
into the HPC Research Ecosystem
How management science benefits  
from High Performance Computing.
By Guido Schryen

38 Viewpoint
‘Have You Thought About … ’
Talking About Ethical Implications 
of Research
Considering the good and  
the bad effects of technology.
By Amy Bruckman
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Where Have All the Domestic 
Graduate Students Gone?
By Moshe Y. Vardi

9 Letters to the Editor
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Teaching CS Undergrads Online  
to Work With Others Effectively
Orit Hazzan on the challenges  
of taking a CS soft skills class  
online after teaching it in  
a classroom for a decade.
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104 Future Tense
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By Brian Clegg

News

15 It’s Alive!
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could transform computing … and 
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By Samuel Greengard

21 Virtual Collaboration in  
the Age of the Coronavirus
Videoconferencing apps took off 
during the COVID-19 lockdowns,  
but more efficient ways to collaborate 
virtually are waiting in the wings. 
By Paul Marks
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social alignment over time. 
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Watch the authors discuss 
this work in the exclusive   
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About the Cover: 
Today’s pool of talented 
programmers come armed 
with either college degrees 
or coding bootcamp 
diplomas. In fact, some 
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skillsets and preparedness 
for targeted future 
employment options. 
Cover illustration by  
Peter Crowther Associates.
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vardi’s insights

T
HE U.S.  HAS been a magnet for 
technical talent from all over 
the world since World War II. 
For example, immigrants have 
been awarded nearly 40% of 

the Nobel Prizes won by Americans in 
chemistry, medicine, and physics since 
2000. Tech industry giants Apple, Ama-
zon, Facebook, and Google were all 
founded by first- or second-genera-
tion immigrants. As Sudip Parikh, 
the CEO of the American Association 
for the Advancement of Science, 
wrote in a recent Science editorial, 
“Immigrants make America great.”

Yet in the past couple of months, the 
U.S. Government has taken actions to 
restrict immigration of technical work-
force into the country. In June 2020, 
President Trump temporarily suspend-
ed new work visas and barred hundreds 
of thousands of foreigners from seek-
ing employment in the U.S. In early July 
2020, the Trump Administration an-
nounced that international students at 
U.S. universities operating entirely on-
line may not take a full online course 
load and remain in the U.S.

These actions by the U.S. Govern-
ment, which the science and engineer-
ing community strongly objects to, have 
the potential of resulting in a dra-
matic reduction in the number of in-
ternational graduate students in U.S. 
universities. This will be compounded 
by barriers to international mobility 
due to COVID-19. This reduction will 
have a devastating impact on U.S. grad-
uate programs in computing (as well as 
other science and engineering pro-
grams). According to the U.S. National 
Science Foundation survey of graduate 
and postdoctoral students, about 80% 
of graduate students in U.S. computer 
science and engineering programs are 
international students, and about 90% 

of U.S. graduate programs in computer 
science and engineering have a majority 
of international students.

The loss of international profession-
al master’s students will result in a seri-
ous loss of income to U.S. universities, 
at a time when the economic crisis in-
flicted by COVID-19 already unleashed 
a heavy price on U.S. institutions. But 
the loss of international doctoral stu-
dents would significantly diminish the 
research capability of graduate pro-
grams in science and engineering. Af-
ter all, doctoral students, supervised by 
principal investigators, carry out the 
bulk of research in science and engi-
neering in academic departments.

There is no question that making 
the U.S. less attractive to international 
graduate students in science and engi-
neering would have long-term adverse 
consequences on U.S. technology lead-
ership and competitiveness. An obvi-
ous question is why the U.S. Govern-
ment would choose to take actions that 
are so detrimental to the U.S. economy. 
But a deeper question is how the U.S. 
has become so dependent on interna-
tional students as the major workforce 
of its academic science and engineer-
ing research enterprise.

The common experience of a doc-
toral-admission committee in com-
puting is that there are not enough 
qualified domestic doctoral appli-
cants to fill the “needs” of their doc-
toral programs, where these needs are 
defined by the number of teaching 
and research assistantships offered by 
these programs. Graduate programs 
admit so many international students 
not only because they have strong in-
ternational applicants, but mainly be-
cause they do not have enough quali-
fied domestic applicants. We must 
conclude the doctoral career track is 

simply not attractive enough to U.S. 
undergrad CS students.

Attaining a doctoral degree is a for-
midable undertaking, as any follower of 
Ph.D. Comics would undoubtedly know. 
But when a country fails systemically to 
create an adequate pipeline for its tech-
nical workforce, it suggests the exis-
tence of a systemic problem. Doctoral 
programs have a crucial dual role. On 
one hand, they prepare future faculty 
members, who will educate the next 
generation of computing professionals. 
On the other hand, they educate an ad-
vanced workforce for the computing-
technology industry. Doctorate holders 
in computing are in high demand. The 
economy needs them. The lack of an ad-
equate pipeline is a bug, not a feature!

But instead of acknowledging the ex-
istence of this problem and trying to ad-
dress it, we have found a way to meet our 
departmental needs by recruiting and 
admitting international students. That 
is, the supply of a steady stream of high-
ly qualified international applicants al-
lowed us to ignore the inadequacy of the 
domestic doctoral pipeline.

We must object to the harmful poli-
cies of the U.S. Government. Even though 
the July policy has been rescinded at 
press time, and independent of the final 
outcome, the current crisis provides us 
with an opportunity for introspection 
and self-study. We need to understand the 
roots of the problem and propose reme-
dies. The U.S. should welcome interna-
tional doctoral students because they 
enrich our doctoral programs, not be-
cause they sustain our doctoral programs.

Follow me on Facebook and Twitter.  

Moshe Y. Vardi (vardi@cs.rice.edu) is the Karen Ostrum 
George Distinguished Service Professor in Computational 
Engineering and Director of the Ken Kennedy Institute for 
Information Technology at Rice University, Houston, TX, USA. 
He is the former Editor-in-Chief of Communications.

DOI:10.1145/3410470  Moshe Y. Vardi

Where Have All the Domestic 
Graduate Students Gone?
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Financial support of this $10,000 award is provided by Gordon Bell, a pioneer in high performance 
and parallel computing.
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for HPC-Based COVID-19 Research
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Nominations for the 2020 award are due on October 8, 2020.

gordon-bell-prize-covide-cacm-ad-fp.indd   1 5/26/20   5:01 PM
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letters to the editor

Perhaps Association of Computing 
Members (or Memberships) would be 
better and would leave the abbrevia-
tion unchanged.

 Richard Rosenbaum, Bloomfield Hills, 
MI, USA

Editor-in-Chief’s response
Ah, I knew it would not take long to get 
a recursive acronym! Association of 
Computing Members, members of what? 
Members of the Association of Computing 
Members, of course.

More suggestions? 
Andrew A. Chien, Chicago, IL, USA

© 2020 ACM 0001-0782/20/9 $15.00

A
A RON  HERTZ MAN’S VIEW-

POIN T “Computers Do 
Not Make Art, People Do,” 
(May 2020, p. 45) makes 
excellent points as to why 

it is very unlikely that computers will 
ever replace artists. While I don’t think 
he quite stated such, it appears to me 
that he may be of the opinion that re-
placement of (natural) intelligence (of 
human beings) with artificial intelli-
gence is very unlikely.

The world is analog. So is nature. 
So are human beings. Most, if not all, 
of the endeavors we are addressing are 
based on digital technology, and pos-
sibly cannot replace analog entities. It 
is unfortunate, however, that with the 
hype these days, people are either un-
aware of reality, or simply ignoring re-
ality, with undesirable consequences.

I like to cite a voicemail transcrip-
tion I received recently. If not for one 
key word in the transcribed message, 
I would never have recognized the per-
son claimed in the voicemail.

The transcribed message: “Hey, 
bro, this is Michael. I’m just wanted 
to know if you’re at home. I need to 
buy roll the the chainsaw. I’m having 
real victory over their route here in 
my backyard, and I just can’t get rid 
of it. Maybe with this all I can do that. 
Thank you Ral, bye-bye.”

The original message: “Hey Rao, 
this is Marco. (umm) I just wanted to 
know if you are home. (umm) I need to 
borrow (umm) the chainsaw, I am hav-
ing (rrr)real big trouble with the root 
here in my backyard, and I just can’t 
get rid of it. Maybe with the saw I do 
that. Thank you, Rao, bye-bye.”

I had to play the message a couple 
of times before I could jot down the 
details. I would like to think voicemail 
transcription still has a long way to go.

 Raghavendra Rao Loka,  
Palo Alto, CA, USA

The Question of DDT 
and Computing
Andrew A. Chien’s editorial in the June 
2020 issue (p. 5) recognized both the 

benefits and negatives of DDT. How-
ever, when discussing the impacts of 
computing on the environment, he fo-
cused only on the negative impacts. A 
balanced trade-off analysis must con-
sider the benefits, such as the greening 
of the world and the increased food pro-
duction brought about by the carbon 
emissions. The reference to climate 
change as an existential crisis and cita-
tion of Greta Thunberg as an authority 
lacks credibility. While I agree with his 
comments on what hardware profes-
sionals can and should do, the motiva-
tion could be better balanced.

Paul E. Peters, Easton, MD, USA

Editor-in-Chief’s response
Thanks for writing, Paul. I believe that 
computing’s numerous positive impacts 
on the environment is widely appreciated 
and covered in Communications (see 
Gomes et al.1). I find that all too often, 
computing professionals think the good 
is enough to justify the negatives. But it’s 
a bit too easy to pass it off as a “trade-
off.” Why must it be so? As the negatives 
accumulate in scale and damage, let’s rise 
to the challenge and invent ways to reduce 
the negative impacts of computing; not to 
reduce its use, but to enable its benefits 
to be multiplied. I, for one, am working to 
enable more computing good by reducing 
its negative impacts.

P.S. I didn’t cite Greta as an authority 
on climate change; I was only quoting her 
admonition for how to solve the problem. 
Those calling it an existential crisis include 
many world leaders and of course a cadre 
of environmental scientists, a list far too 
long to cite.

Reference
1. Gomes, C. et al. Computational sustainability: 

Computing for a better world and a sustainable future. 
Commun. ACM 62, 9 (Sept. 2019), 56–65

Andrew A. Chien, Chicago, IL, USA

Name Change
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not previously considered teaching in 
the F2F format. This blog demon-
strates these advantages by focusing 
on the use of the breakout rooms op-
tion available in Zoom, which I used 
extensively in the course.

The Breakout Rooms Tool
What are breakout rooms? The built-in 
breakout rooms option available in 
Zoom enables the creation of teams by 
dividing the meeting attendees (in 
this case, the class) into any number 
of rooms, either manually or automat-
ically, according to the host’s (or in 
our case, the instructor’s) choice. Af-
ter the room allocation is executed, 
each team finds itself in a virtual room 
in which the team members can com-
municate the same as in a regular 
Zoom meeting. The instructor can 
visit the rooms one at a time, listening 
and observing the teams at work and, 
if needed, answering questions. He or 
she can also send messages to all 
rooms. When the host wishes to gath-

er all the participants back in the main 
session, he or she closes the rooms 
and after 1 minute, the rooms close 
automatically and all of the partici-
pants return to the main session.

How did I use breakout rooms? The 
course was attended by 35 third- and 
fourth-year students. Each time the 
course content required it, I divided 
them automatically into nine rooms of 
3–4 students each. The automated 
room allocation often creates teams 
whose members have never previously 
met. Prior to room distribution, I gave 
the class a task, including the time 
frame allocated for its completion, 
which was usually short: between 5 to 
15 minutes. The tasks focused on the 
topics we had discussed in class and re-
quired each team to create a Power-
Point presentation and to upload it to a 
dedicated forum that I opened each 
time for that specific task. The Power-
Point presentation had to fulfill with 
very clear requirements (for  example, 
three slides: the first presents the 
names of the team members, and the 
second and third slides each present 
an answer to a sub-task). The required 
product can be also a short video clip, a 
position paper, and so on.

Soft Skills Students Practice While 
Working in the Breakout Room
Beside the learning process of the 
soft skills-related topic on which the 
task focused, it turns out that the stu-
dents practiced additional soft skills. 
Furthermore, the students felt com-
fortable working in the breakout 
rooms and were actually aware of the 

Orit Hazzan  
The Advantages of 
Teaching Soft Skills to 
CS Undergrads Online
https://bit.ly/3eKThVT
June 8, 2020

Introduction
The Spring semester of 2020 will be 
remembered as the Corona semester. 
After a decade of teaching a classroom 
course on soft skills at the Technion 
(described in Hazzan and Har-Shai1,2), I 
faced the challenge of teaching it online 
during the Corona semester (while on 
sabbatical at the Hebrew University of 
Jerusalem). At first, I wondered wheth-
er teaching soft skills online is even 
possible since, unlike theoretical 
courses, I assumed that close face-to-
face (F2F) interaction is required in 
order to practice such skills. Eventual-
ly, I realized that teaching this course 
online has, in fact, some advantages, 
that this teaching format opens up new 
opportunities, and that this medium 
can even foster several soft skills I had 

Teaching CS 
Undergrads Online 
to Work With Others 
Effectively
Orit Hazzan on the challenges of taking a CS soft skills class  
online after teaching it in a classroom for a decade.
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soft skills they practiced in this work-
ing mode.

On the mid-semester survey, the stu-
dents were asked the following ques-
tion: “On a scale of 1 (not suitable) to 4 
(very suitable), indicate the degree to 
which you feel working in breakout 
rooms suits you,” Twenty-eight stu-
dents responded to the survey. None of 
them indicated 1, six (21.4%) indicated 
either 2 or 4, and sixteen (57.1%) indi-
cated 3. The average was 3.

The students were also asked to list 
three soft skills that they implemented 
while working in the breakout rooms, 
and to describe how each of those skills 
was applied.

The following table presents the 
skills most frequently mentioned by 
the students:

Skill Frequency 

Teamwork 19

Time management 16

Preparation of presentations 9

Persuasion ability 7

Communication 4

Team leadership 4

In addition to the above six most fre-
quently mentioned skills, the follow-
ing skills were mentioned as well: com-
munication (3 times), listening (3), 
working under pressure (2), adaption 
to change (2), work distribution (2), ef-
fective presentation of information 
(1), written expression (1), message 
delivery (1), talking before an audi-
ence (1), working with new people (1), 
cooperation (1), creativity  (1), using a 
variety of technological tools (1), deci-
sion making (1), critical thinking (1), 
and multiculturalism (1).

From this list of soft skills which the 
students indicated they practiced in 
the breakout rooms, I elaborate here 
on teamwork, the soft skill most fre-
quently mentioned by the students as 
being implemented in the breakout 
rooms, and illustrate how students de-
scribed its implementation. In addi-
tion to regular implementation of 
teamwork (for example, cooperation 
and work distribution), the students 
described the following two ways of 
practicing teamwork: the need to adapt 
to working with new team members 
and the need to assume different roles 
on different occasions. Students had to 
practice these two skills repeatedly, ev-

ery time they worked in the breakout 
rooms, and their increased attention to 
these two expressions of teamwork is 
illustrated below.

Working with new team members:
 ˲ Teamwork—Each time, we worked 

with a different team and, each time 
anew, we had to adapt our dynamics 
and ourselves to the new team.

 ˲ Working with new people—Each 
time, we worked with new people and 
had to deal with working with different 
types of people with different ap-
proaches to work.

Assuming different roles:
 ˲ Working in a group—I learned 

how to work in a group, in a complex, 
remote learning situation. I succeed-
ed in applying this skill in different 
forms: sometimes I was the one lead-
ing and, other times, others were at 
the lead and I brought myself and my 
opinions. I think this is exactly the 
meaning of working in a group; find-
ing your place and knowing how to 
contribute to the entire group accord-
ing to the situation.

 ˲ Teamwork—Many times when we 
were divided into rooms, I had to work 
with people whose ways of action dif-
fer from my own, to be flexible and to 
meet them halfway so that we could 
eventually submit a successful presen-
tation with which we were all happy 
and satisfied. This is a skill I have had 
very few opportunities to practice in 
my studies up until today.

The following quote, which address-
es the application of the skill “adapting 
to change,” encompasses the two fac-
ets of teamwork implementation.

 ˲ Adapting to change—We are con-
stantly working with new teams, un-
der new dynamics, and with people 
we do not necessarily know. I think 
that I try to give others the stage for a 
few seconds, see whether someone 
takes the reins and is more leader-like 
or whether there are those who are 
less leader-like, and then I seek my 
place and try to help the group work 
with my strengths.

Though these two expressions of 
teamwork may be applied also in a F2F 
format, the students’ increased atten-
tion to them in the online format may 
be explained by the fact that, due to 
the social distancing regulations, they 
worked in distributed teams—each in 
his or her home/dormitory. The online 

distributed team format intensifies 
these expressions of teamwork and 
students’ attention to their existence 
and implementation was increased. 
Furthermore, since most of the stu-
dents had not met F2F before and had 
not established any relationships, 
they had to be more sensitive to their 
team members. Consequently, these 
expressions were even more salient 
and meaningful in the remote distrib-
uted online format and were applied 
more extensively.

I believe this attention to the ex-
pressions of teamwork will contribute 
to the students’ work habits in the fu-
ture, in F2F formats and not only when 
working in distributed teams, which 
are common in the computer science 
world regardless of social distancing.

Summary
As can be seen, teaching an online 
course on soft skills is possible, and 
may even have several advantages 
over a F2F format. In this blog, I fo-
cused on the use of breakout rooms, 
though additional advantages of on-
line teaching exist as well. These in-
clude, for instance, the ease of invit-
ing guest lecturers, who are spared 
the need to travel to the campus, and 
the easy use of the chat option which, 
among its many advantages, enables 
all participants to “talk” and express 
themselves in parallel and, conse-
quently, to “listen” and be exposed to 
many opinions, rather than to a lim-
ited number of selected opinions 
voiced in the F2F format. In conclu-
sion, despite my initial concerns, I re-
alized that anything can be taught 
and learned online with relevant ad-
justments, which may even offer ad-
vantages over the F2F format.
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switch on the muscle tissue and cause 
the miniature machines to swim.

Meanwhile, his colleague at the Uni-
versity of Illinois, bioengineer Rashid 
Bashir, and his team made miniature 
walkers using cells in combination with 
a three-dimensionally (3D) printed poly-
mer skeleton approximately the length 
of a staple. To get the artificial legs to 
move, the researchers layered them 
with muscle cells that respond to elec-
tricity or light. “If you give the biobot a 
current or shine a blue light on it, the 
muscle actuates and the biobot walks,” 
Bashir explains.

A
LTHOUGH ROBOTIC HU-

MANOIDS now perform 
backflips and autonomous 
drones fly in formation, 
even the most advanced 

robots are relatively primitive when 
compared with living machines. The 
running, jumping, swimming,  and fly-
ing creatures that cover our planet’s sur-
face have long inspired engineers. Yet a 
subset of researchers are not just taking 
tips from living creatures. These roboti-
cists, computer scientists, and bioengi-
neers are combining artificial materials 
with living tissue, or making machines 
entirely from living cells. Some projects 
are even borrowing the tricks of life’s 
greatest designer, evolution, to create 
robots that reimagine what the very 
term implies.

The field of evolutionary robotics, or 
allowing machines to develop their own 
forms without human intervention, is 
several decades old. Similarly, the idea 
of integrating living and artificial tissue 
is not a new one. The famed Termina-
tor robot of the Arnold Schwarzenegger 
movies defined itself as a cybernetic or-
ganism, a mix of metal and flesh. In the 
real world, roboticist Francisco Valero-
Cuevas of the University of Southern 
California has been testing his artificial 
nervous systems and spinal cords by 
hooking them up to biological tissue for 
years. In 2015, Harvard University bio-

physicist Kevin Kit Parker and his col-
leagues designed an artificial sting ray 
powered by muscle cells harvested from 
rat hearts.

Now, however, researchers are also 
building living biological machines at 
a smaller scale. At the University of Il-
linois, mechanical engineer Taher Saif 
created a miniature swimmer by com-
bining muscle tissue, motor neurons, 
and an engineered scaffold. The neuro-
nal cells are optogenetic, which means 
they respond to light. Saif and his team 
activate their robots, called biobots, by 
shining light on these cells, which then 

It’s Alive!
Scientists and engineers cross the reality gap, 
transferring simulated evolution into real machines.

Science | DOI:10.1145/3409800 Gregory Mone

Artist’s rendering of the two-tailed generation of biobots powered by skeletal muscle tissue 
stimulated by on-board motor neurons. 
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ACM recently named Barbara 
Simons to receive the 2019 ACM 
Policy Award for her high-impact 
leadership as ACM President 
and founding chair of ACM’s 
U.S. Public Policy Committee 
(USACM), while making influential 
contributions to improve the 
reliability of and public confidence 
in election technology. 

Simons founded USACM 26 
years ago to address emerging 
public policy issues around 
technology, and led the committee 
for nine years. She worked to 
build ACM’s policy activities and 

pioneered bridging the technical 
expertise of computer scientists 
with the policymaking of the U.S. 
government.

An expert on voting technology,  
Simons has been an advocate 
for auditable paper-based voting 
systems, and the author of 
numerous papers on secure 
election technology. Through 
her publications, reports, 
testimony before the U.S. 
Congress, and advocacy, 
Simons has been a key player 
in persuading election officials 
to shift to paper-based voting 

systems, and has contributed to 
proposals for reforms in election 
technologies, including post-
election ballot audits.

Simons served as ACM 
President from 1998 to 
2000. In 2001, she served on 
President Clinton’s Export 
Council’s Subcommittee on 
Encryption and the National 
Workshop on Internet Voting, 
which conducted one of the first 
studies of Internet voting.

A Fellow of ACM and the 
American Association for 
the Advancement of Science, 

Simons has received the 
Computing Research Association 
Distinguished Service Award, the 
Electronic Frontier Foundation 
Pioneer Award, the ACM 
Outstanding Contribution Award, 
and the Computer Professionals 
for Social Responsibility Norbert 
Wiener Award.

The ACM Policy Award 
recognizes an individual or small 
group that had a significant 
positive impact on the formation 
or execution of public policy 
affecting computing or the 
computing community. 

Programming these tiny machines 
is another sort of challenge. The cells 
in the biobots assembled around the 
scaffold on their own. The neuronal 
cells synchronized their activities and 
activated the muscle cells without in-
tervention or instructions from the 
researchers. Even though the biobots 
do not have artificial brains, they still 
follow some kind of program. How this 
happens—how cells communicate and 
carry out a plan—remains a mystery. 

“When the Wright Brothers were 
making planes, we already knew New-
ton’s laws, so it was more of an engineer-
ing challenge. With biohybrid robots, 
we don’t know how two cells talk to each 
other, the language by which they com-
municate with each other or with the 
engineered scaffold,” says Saif. “So it’s 
more like the Wright Brothers trying to 
make a plane in the 13th century, before 
we knew Newton’s laws of gravity.”

Weird, Wonderful Designs
At the University of Vermont, com-
puter scientists Josh Bongard and Sam 
Kriegman are working in tandem with 
developmental biologists Mike Levin 
and Douglas Blackiston at Tufts Uni-
versity to better understand some of 
these rules. The group is evolving living 
robots the size of a grain of sand, made 
from the skin cells of Xenopus laevis frog 
embryos, and dubbed xenobots. One of 
the main differences with their work is 
that the researchers play a smaller role 
in the design of the robot itself.

Bongard uses an evolutionary algo-
rithm to generate candidate robot de-

signs. “We tell the computer what we 
would like the xenobot to do—in our 
case, move across a surface as quickly as 
possible—and the computer evolves so-
lutions,” he says. The algorithm simu-
lates tens of thousands of generations of 
different xenobots theoretically capable 
of carrying out this task on a 3,000-CPU-
core supercomputer. From a day to a 
week later, Bongard and his team end 
up with approximately 100 designs for 
miniature moving robots. “You get all 
sorts of weird and wonderful shapes 
and designs,” he says, “just as evolution 
tends to produce in nature.”

Next, Bongard and his team send 
their top candidates to their colleagues 
at Tufts, who decide which they might 
actually be able to make. This last 
part, for now, is a painstaking micro-

surgery process carried out by hand. At 
Tufts, Levin and Blackiston select a few 
promising candidates, and Blackiston 
sculpts each xenobot out of living cells 
using a micro-cauterization tool.

The end-result, a physical xenobot 
about the size of a grain of sand, has 
no digestive or reproductive capacity. It 
is made from skin cells, but in a totally 
different configuration. Each xenobot 
uses energy stored in its cells, then de-
grades after a week. In this way, Bon-
gard compares them to highly sophisti-
cated wind-up toys. “They’d put them in 
the bottom of a petri dish, and in many 
cases the physical xenobots moved in 
the way the supercomputer predicted 
they would,” Bongard says. “This was 
evidence we could combine automated 
design tools and simulation with manu-
facturing.”

The work also represented proof they 
had crossed the reality gap.

Crossing the Reality Gap
Most of the work in evolutionary ro-
botics has been carried out in simu-
lation. Transferring these designs 
into functional real-world robots has 
proven difficult. “The fact that you 
can evolve something in simulation 
doesn’t necessarily mean it will work 
in the real world,” says roboticist Alan 
Winfield of the University of the West 
of England, Bristol.

The xenobots are physical manifes-
tations of life that evolved in simula-
tion. As Levin explains, if you were to 
look at any life form on Earth and ask 
why it walks, jumps, flies, or does any-

“It’s ... like the Wright 
brothers trying to 
make a plane in  
the 13th century, before 
we knew Newton’s 
laws of gravity,” said 
University of Illinois 
mechanical engineer 
Taher Saif.

Milestones

Simons Honored With ACM Policy Award
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surface of that planet, once the local 
physics is understood.

Xenobots are not purely intellectual 
constructs, either. Levin envisions them 
being used inside the human body to 
hunt down cancer cells in lymph nodes, 
reshape cartilage in arthritic knees, or 
scrape plaque off artery walls. Bongard 
imagines they could be used for envi-
ronmental remediation in oceans, too; 
a swarm of such robots could be de-
signed to clean up an oil spill over a wide 
area. Any such plan would have to be de-
signed to minimize the negative impact 
on the environment, Bongard warns, 
but given that the xenobots degrade af-
ter seven days and have no reproductive 
capacity, the potential is real.

As for whether these cellular ma-
chines should be considered robots, 
experts like Bongard, Saif, and Bashir 
say there’s no question. “Most people 
associate robots with materials, some-
thing made out of metal and electron-
ics,” Bongard says. “But the original 
meaning was something that does use-
ful work for humans. That’s the hope: 
that we can make these biological con-
structs do useful things for people.” 

Further Reading

Lipson, H. and Pollack, J.B.
Automatic design and manufacture of 
robotic lifeforms, Nature, Volume 406, 
Issue 6799, 2000, https://www.nature.com/
articles/35023115

Kriegman, S., Blackiston, D.,  
Levin, M., and Bongard, J.
A scalable pipeline for designing 
reconfigurable organisms, PNAS, 
117 (4), 2020, https://www.pnas.org/
content/117/4/1853

Eiben, A.E. and Smith, J.
From evolutionary computation to the 
evolution of things, Nature, Volume 521, 
Issue 7553, 2015, https://www.nature.com/
articles/nature14544

Pagan-Diaz, G.J., Zhang, X., Bashir, R., et. al.
Simulation and fabrication of stronger, 
larger, and faster walking biohybrid 
machines, Advanced Functional Materials, 
Volume 28, Issue 23, 2018,  
https://onlinelibrary.wiley.com/doi/
abs/10.1002/adfm.201801145

Video: The Autonomous Robot Evolution 
project’s proof-of-concept Robot Fabricator:
https://youtu.be/ASEWVsSdKzE

Gregory Mone is the author or co-author of 10 books  
for children and adults, including the forthcoming novel 
The Accidental Invasion.
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thing else especially well, the answer 
would be that its ancestors were select-
ed to do so. “This is the only life form 
where that whole evolutionary history 
took place inside a computer,” Levin 
says. “These cells were not evolved for 
the ability to run around and do the 
things we see them doing. The evolu-
tionary history happened on a comput-
er in the Bongard lab.”

The Vermont/Tufts team is not the 
only group looking to cross the reality 
gap. An international group of roboti-
cists is working on this problem at a 
larger scale as part of the Autonomous 
Robot Evolution (ARE) project. ARE 
robots evolve both in simulation and 
in real space. Not all proposed forms 
are viable; some might rely on wheels 
that don’t touch the ground, for ex-
ample. The ARE program filters these 
candidates out, and viable robots are 
manufactured autonomously from a 
combination of 3D-printed and pre-
fabricated parts. The latter, which in-
clude batteries, microprocessors, and 
wheels, can be thought of as organs, 
says roboticist Alan Winfield. “This is 
still biologically plausible, in an evo-
lutionary sense, because the organs in 
our bodies evolved long before Homo 
sapiens,” he says. “Biological evolution 
is highly modular.”

A robotic fabricator prints the skel-
etal or structural parts, clips everything 
into place, and completes the wiring, 
with minimal human intervention. “It is 
literally fabricating a complete, evolved 
robot,” Winfield says.

Useful Work
The eventual goal of all these projects 
is to make machines for real-world ap-
plications. Bashir and Saif at the Uni-
versity of Illinois envision robots with 
medical applications, such as min-
iature machines that actively pump 
blood through vessels. Winfield and 
his colleagues dream of robots that 
could evolve in situ on distant planets 
or moons; instead of sending a finished 
robot to the surface of an unknown 
world with unknown conditions, a 
space agency could send the machin-
ery for evolving a robot. “The fitness 
function—locomotion, exploration, 
discovery of certain materials—could 
still be designed by humans,” Winfield 
says, but the robot itself would be op-
timized for and manufactured on the 
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USING GAME THEORY  
AND SOCIAL CHOICE IN 
MULTI-AGENT SYSTEMS

“I built a 
tic-tac-toe 
computer for an 
eighth-grade 
science fair 
project, which 
got me into 

computers,” says Jeffrey S. 
Rosenschein, a professor in the 
Rachel and Selim Benin School 
of Computer Science and 
Engineering at The Hebrew 
University of Jerusalem in Israel.

Rosenschein earned his 
undergraduate degree in 
Applied Mathematics from 
Harvard University, and his 
master’s degree and doctorate 
in computer science from 
Stanford University. 

On completing his Ph.D., 
Rosenschein joined the faculty 
of The Hebrew University, where  
he is director of the Multi-agent 
Systems Research Group.

Rosenschein explores the 
use of game theory and social 
choice to establish foundations 
for multi-agent systems. Much 
of his research has focused on 
examining the role of incentives 
in intelligent agents.

“Classic artificial 
intelligence looked at the ‘what’ 
and the ‘how’ of intelligent 
systems, means-ends analysis; 
finding actions to accomplish 
a goal,” Rosenschein said. AI 
does not consider the ‘why’ of 
intelligent action and the role 
of incentives, which became 
central to his work. 

“‘What’ and ‘how’ are often 
sufficient when relating to the 
computer as a directed machine, 
but not when you relate to the 
computer as a representative or 
assistant. A directed machine’s 
incentives can remain 
external and unformalized, 
but an autonomous machine 
should internalize formalized 
incentives,” says Rosenschein.

Regarding his current 
research, Rosenschein says, 
“Integrating machine learning 
techniques and connectionist 
approaches with symbolic 
approaches is a very promising 
direction for many subfields 
of artificial intelligence, and it 
also has potential for multi-
agent systems.”

—John Delaney
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streams through a few large datacenters 
inhibits the capabilities of increasingly 
sophisticated digital technologies. Edge 
AI takes a different tack; it runs algo-
rithms locally on chips and specialized 
hardware, rather than in distant clouds 
and remote datacenters. This means a 
device can operate without a persistent 
connection to a dedicated network, or 
the Internet, and it can access remote 
connections and transfer data on an “as 
needed” basis. Current frameworks, in-
cluding “edge computing” and “fog” 
networks, offer only incremental bene-
fits because chips are not optimized for 
AI and networks were not specifically 
designed for edge AI.

By creating “smarter” devices and 
curbing reliance on conventional data-
centers, it is also possible to dramati-
cally lower energy consumption. Chip 
maker Qualcomm claims its edge AI-
optimized chips produce energy sav-
ings as great as 25x compared to con-
ventional chips and standard 
computing approaches. Low-power 
wireless connectivity also reduces reli-
ance on batteries that must be swapped 

A 
RE MA R K A BLE THING  ABOUT 

artificial intelligence (AI) 
is how rapidly and dra-
matically it has crept into 
the mainstream of soci-

ety. Automobiles, robots, smartphones, 
televisions, smart speakers, wearables, 
buildings, and industrial systems have 
all gained features and capabilities that 
would have once seemed futuristic. To-
day, they can see, they can listen, and they 
can sense. They can make decisions that 
approximate—and sometimes exceed—
human thought, behavior, and actions.

Yet, for all the remarkable advance-
ments, there’s a pesky reality: smart de-
vices could still be a whole lot more in-
telligent—and tackle far more difficult 
tasks. What’s more, as the Internet of 
Things (IoT) takes shape, the need for 
low latency and ultra-low energy sen-
sors with on-board processing is vital. 
Without this framework, “Systems 
must depend on distant clouds and 
data centers to process data. The full 
value of AI cannot be realized,” says 
Mahadev Satyanarayanan, Carnegie 
Group Professor of Computer Science 
at Carnegie Mellon University.

Edge AI takes direct aim at these is-
sues. “To truly and pervasively engage AI 
in the processes within our lives, there’s 
a need to push AI computation away 
from the data center and toward the 
edge,” says Naveen Verma, a professor of 
electrical engineering at Princeton Uni-
versity. This approach reduces latency by 
minimizing—and sometimes complex-
ly bypassing—the need for a distant 
datacenter. In many cases, computation 
takes place on the device itself. “Edge AI 
will enable new types of systems that can 
operate all around us at the beat of life 
and with data that is intimate and impor-
tant to us,” Verma explains.

The power of this framework lies in 
processing data exactly when and 
where it is needed. “Edge AI introduc-
es new computational layers between 
the cloud and the user devices. It dis-
tributes application computations be-

tween these layers,” says Lauri Lovén, a 
doctoral researcher and data scientist 
at the University of Oulu in Finland. 

Pushing intelligence to the edge 
could also fundamentally alter data pri-
vacy. Specialized chips and cloudlets—
essentially micro-clouds or ad hoc 
clouds that would function in a home, 
business, or vehicle—could control 
what information is sent from smart de-
vices, such as TVs and digital speakers.

Beyond the Data Center
At the heart of edge AI is a simple but 
profound challenge: getting comput-
ing systems to make decisions at the 
pace of the human mind and real-time 
events. For artificial intelligence to fully 
blossom, any system incorporating AI 
must operate without any significant 
drop-off in speed and accuracy. This 
typically requires latency below 10 mil-
liseconds. However, today’s clouds re-
spond in the neighborhood of 70-plus 
milliseconds; connections that incor-
porate wireless connectivity are even 
slower, Satyanarayanan points out.

The current approach of forcing data 

AI on Edge
Shifting artificial intelligence to the “edge” of the network  
could transform computing … and everyday life. 

Technology  |  DOI:10.1145/3409977  Samuel Greengard
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out or recharged constantly. Yet anoth-
er benefit is that edge AI introduces 
stronger controls for sensitive and pri-
vate information because data stays on 
the device or chip, or in a local cloud 
the user controls.

A low-latency framework requires 
new chips, storage devices, and algo-
rithms, however. It significantly alters 
conventional computing models. “Mod-
ern mainstream data-driven AI meth-
ods, particularly in decision-making 
and machine learning (ML), are de-
signed to be run in a cloud environment, 
with all data items always available for 
learning or inference on abundant and 
homogeneous computing resources,” 
Lovén observes. “The cloud-native para-
digm is a poor fit for the opportunistic, 
distributed, and heterogeneous edge 
computing environment, where devices 
appear and disappear, connections fail, 
and device batteries run out—and 
where user and edge devices have widely 
varying computational resources.”

Smarter Devices
Pushing decision-making and other 
functions to the edge of the network 
produces dramatic changes, Verma 
says. For example, an autonomous 
vehicle could use onboard machine 
learning to adapt to different condi-
tions and drivers dynamically. A collec-
tion of sensors in a home or hospital 
could better track patients, including 
the elderly, and detect potential prob-
lems, such as a patient’s inability to 
get out of bed or failing to take medica-
tions. Edge AI also could monitor the 
condition of underground pipes with-
out any need to change a hard-to-reach 
sensor battery for decades. “Right now, 
what we do at the edge is fairly basic, 
but within a few years we will likely see 
robust functionality,” says Kurt Busch, 
CEO and co-founder of Syntiant Corp., 
a company developing Edge AI chips.

While many of these things already 
take place today without edge AI, elimi-
nating the round trip to the cloud 
would significantly alter functionality. 
For example, it’s a safe bet that a lan-
guage translation app today will func-
tion reasonably well in Barcelona or 
Beijing, but things get trickier in, say, 
the Gobi Desert of Mongolia, where 
there is no cellular connection. Yet, 
even when a strong signal exists, the 
process of bouncing phrases to the 

cloud and back takes time, and it cre-
ates awkward, and often unacceptable, 
lags. Edge AI could solve the problem 
by storing all the needed data on the de-
vice and hitting the Internet only when 
it is necessary and desirable.

Another particularly appealing fea-
ture of edge AI is wake-on-command 
functions. These systems can dial down 
power consumption to near zero when a 
device isn’t in use. This allows some de-
vices to operate for years or decades 
without a recharge or a new battery. Re-
mote video cameras, medical implants, 
and embedded sensors would benefit 
from this feature. What’s more, many 
appliances—microwave ovens or coffee 
makers, for example—don’t require 
vast processing capabilities, or a Siri or 
Alexa, to operate; a couple of hundred 
hard-wired words will do. “The device 
becomes more responsive and delivers 
better privacy because you don’t have to 
deal with the roundtrip of the cloud,” 
Busch explains.

Edge AI could add new, more ad-
vanced features to smartphones, watch-
es, smart glasses, smart TVs, Bluetooth 
ear buds, hearing aids, remote control 
devices, smart speakers, medical devic-
es, and various IoT devices. However, 
Amit Lal, professor of electrical engineer-
ing at Cornell University, believes edge AI 
could have an impact far beyond micro-
wave ovens that let people bark out cook-
ing instructions, or a hearing aid that au-
tomatically adjusts to the user and the 
surrounding environment. As part of a 
team that oversaw the NZERO program 
for the U.S. Defense Advanced Research 
Projects Agency (DARPA) between 2017 
and 2019, Lal and others explored ultra-
low-power or zero-power nanomechani-
cal learning chips that could harness 
acoustical signals or other forms of ambi-
ent energy and wake as needed. At some 
point, this research could lead to vehicles 
and other machines that can be detected 
by a unique acoustical signature. “You 
would verify the identity of the vehicle or 
other device before it gets close and pos-
es a threat,” he says.

Rethinking and Rewiring AI
Realizing the full potential of edge AI 
requires a focus on things both practi-
cal and technical. There is a need for 
new devices and network models that 
bypass virtual assistants, smart speak-
ers, and the cloud. A starting point for 

addressing this task is engineering mi-
croprocessors designed specifically for 
deep learning and on-chip AI functions, 
including speech processing and wake-
on-demand features. “Edge AI requires 
an entirely different framework for 
data collection, modeling, validation, 
and the production of a deep learning 
model,” Syntiant’s Busch says.

Syntiant is one of several companies 
developing chips specifically engi-
neered for edge AI. Others include Am-
bient, BrainChip, Coral, GreenWaves, 
Flex Logix, and Mythic. Such chips typi-
cally run machine learning algorithms 
as 8-bit or 16-bit computations, which 
optimizes local performance but also 
reduces energy consumption, in some 
cases by orders of magnitude. Unlike 
traditional Von Neumann or stored-
program chips such as central process-
ing units (CPUs) and digital signal pro-
cessors (DSPs), edge AI chips don’t 
need to swap data between the memory 
and the processor; instead, they typi-
cally rely on in-memory or near-memo-
ry data flow designs that place the logic 
and the memory data closer together. 
Busch says Syntiant’s Neural Decision 
Processor produces a 100x efficiency 
improvement over stored program ar-
chitectures such as CPUs and DSPs.

Yet, the current class of edge AI chips 
is only a starting point. Busch says future 
edge chips likely will take on different de-
signs and features, depending on the use 
case. Emerging memory technologies 
like Magnetoresistive Random-access 
Memory (MRAM) and Resistive Ran-
dom-Access memory (ReRAM) could 
further optimize performance and pow-
er for specific uses cases, including ul-
tra-low-power applications running in-
dependent of a data center. Other 
chipmakers are studying nonvolatile 
flash memory (NOR) as a way to store 
code on devices for more advanced ma-
chine learning functionality.

It will take more than new and better 
chips to push edge AI into the main-
stream, however. Satyanarayanan says 
there’s a need to deploy cloud comput-
ing in entirely new ways. A decade ago, 
he introduced the idea of cloudlets—es-
sentially a datacenter in a box—that 
could operate in planes, trains, auto-
mobiles, houses, and offices. “The 
same Xeon hardware that occupies a 
football-sized building would be adapt-
ed to a small box or rack to fit the envi-
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ronment. These hyperconverged clouds 
bring compute closer to the user. You 
wind up with high bandwidth and low 
latency,” he says. Such systems, and 
edge AI, could be further enhanced with 
the introduction of 5G, which better 
supports IoT frameworks.

Over the last couple of years, the idea 
of cloudlets and edge AI has begun to 
take shape. Amazon Web Services has 
introduced Wavelength, and Google 
has introduced Edge TPU, hardware 
and software solutions that accommo-
date edge functionality. Although edge 
AI technology poses questions, in-
cluding how to approach physical pro-
tection and cybersecurity optimally, 
the model is garnering attention and 
gaining momentum. “Widely deployed 
cloudlets would fundamentally change 
the way data flows, processes take 
place, and machines handle deci-
sions,” Satyanarayanan says.

On the Leading Edge
Moving edge AI off the drawing board 
and into everyday life will require a few 
other things. One particularly impor-
tant requirement is distributed learn-
ing and inference algorithms that func-
tion in a dispersed, opportunistic, and 
heterogeneous edge environment with 
non-IID data (data that is dependent or 
unidentically distributed), Lovén says. 
How well these systems accomplish 
the task will determine how effectively 
they work and how much value they 
provide—particularly in highly con-
nected IoT ecosystems.

In addition, there’s a need for librar-
ies and frameworks that implement 
new and more efficient algorithms. 
Edge AI application developers and on-
chip or on-device machine learning 

tasks will require ready-made tools and 
resources. Moreover, these libraries 
must operate in different edge environ-
ments, including ad hoc clouds or 
cloudlets from different manufacturers. 
Lacking this framework, compatibility 
and data quality issues will emerge, and 
edge AI could stumble. “Existing frame-
works such as Spark, Tensorflow, or Ray 
are essentially cloud-native, and their 
computational models are a poor fit to 
the edge environment,” Lovén says.

Despite technical challenges and 
new security concerns, edge AI will al-
most certainly gain momentum over 
the next few years. Not only will edge 
chips and other components appear in 
appliances, devices, and sensors, they 
will introduce entirely new ways to tap 
AI, neural nets, and machine learn-
ing—while perhaps recapturing a 
sense of privacy that has been largely 
lost in the digital era. Says Lal, “There 
are an incredible number of applica-
tions and possibilities for edge AI. If 
you make machines and sensors smart-
er and lower their power requirements, 
you open up a world of possibilities.” 
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Signs from a Webcam Sellout
It is fair to say, however, that emerging 
collaboration technologies will have a 
difficult time reproducing the surpris-
ing, runaway success videoconferenc-
ing and group video chat apps experi-
enced as the early 2020 pandemic 
lockdowns took hold. Carman Neus-
taedter, who researches interactive and 
collaborative technologies at Simon 
Fraser University (SFU) in Vancouver, 
British Columbia, says the first sign he 
had that video chat was on an unexpect-
ed ascendant was when he found the 
shelves cleared in online tech stores.

“I suddenly found I couldn’t buy a 
new webcam; all the decent ones were 
sold out, everywhere. It was a sign of how 
quickly people were adopting videocon-
ferencing tools. But that immediate 
shortage of the hardware to support it re-
ally surprised me,” says Neustaedter.

That sales rush was indeed a sign of 
things to come, and in the following 
weeks, videoconferencing growth was 

W
HEN THE COVID-19 pan-
demic began sweeping 
the globe early in the 
year, and governments 
began enforcing lock-

downs that forced people to stay at home 
to depress infection rates, videoconfer-
encing technologies rocketed into pub-
lic consciousness as never before.

Professional apps including Zoom, 
Skype, Webex, and Microsoft Teams 
were suddenly thrown into the hands of 
people who had never used them, along-
side more social-media-oriented ones 
like Houseparty and Whereby, as people 
sought virtual connection and collabo-
ration tools to cope with the stay-at-
home and work-from-home orders.

The effect of this rapid adoption of 
video chat systems was dramatic. Sud-
denly, debate in the media and on so-
cial networks centered on which was 
the best app or desktop package, with 
users treating it almost like an exercise 
in comparative religion.

Uses for the technologies flourished 
along with those ballooning user num-
bers, with video livestreams suddenly 
dominating locked-down domestic 
and work agendas. From live exercise 
workouts to yoga and meditation ses-
sions before breakfast, to gaming at a 
distance, to attending virtual church 
services and craft lessons, to online 
school classes and workplace meet-
ings, as well as convivial drinking and 
socializing sessions with friends of an 
evening, Internet-based videoconfer-
encing finally came into its own.

Enduring memes were born, too: 
perhaps one of the most memorable be-
ing Sting’s online, at-home jam with 
The Roots, aired on NBC’s Tonight Show. 
The combo played a “quarantine re-
mix” of “Don’t Stand So Close To Me”  

(surely one of the social distancing 
anthems of the lockdown) with impro-
vised musical instruments.

Yet despite the blizzard of media and 
social media coverage, videoconferenc-
ing technologies are just one way of col-
laborating remotely and eliminating the 
need for personal, commuter, and busi-
ness travel. Developments in computer 
science and robotics ensure other op-
tions are emerging, involving the use of 
telepresence robots, drones, augmented 
and virtual reality systems, and even holo-
graphic teleportation systems, which can 
put a three-dimensional, life-size version 
of you in a target room anywhere on Earth 
with a broadband connection.

It is possible the still-unfolding soci-
etal changes wrought by the COVID-19 
pandemic could see some of these alter-
nate collaboration methods come to the 
fore in future lockdowns, perhaps due to 
new waves of infection from the SARS-
CoV-2 virus, or mutated versions of it, or 
completely new pathogens.

Virtual Collaboration 
in the Age of the 
Coronavirus 
Videoconferencing apps took off during the COVID-19 lockdowns,  
but more efficient ways to collaborate virtually are waiting in the wings. 

Society  |  DOI:10.1145/3409803  Paul Marks

The ACM Publications Board held one of their annual face-to-face meetings via a series of 
Zoom meetings in July. 
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stellar. For instance, Zoom alone grew 
from 10 million users worldwide in De-
cember to 200 million at the end of 
March, as the system moved from being 
an enterprise IT conferencing system 
to, frankly, something of an unlikely 
consumer product. Skype use was up 
70% to 40 million daily users in March 
versus February, said a Microsoft 
spokesperson in Redmond, WA, who 
added the growth was accompanied by 
a 220% increase in Skype calling min-
utes. The professional collaboration 
app Microsoft Teams saw usage boost-
ed 200%, from 900 million meeting 
minutes on March 16 to 2.7 billion on 
March 31, then a record for the plat-
form, the spokesperson says.

Defending the Castle
However, that runaway uptake rate 
came at a price: security, at least for 
Zoom, was found wanting as users 
found trolls could join any password-
free, open virtual meetings and shock 
people with violent pornographic im-
ages or other content designed to gen-
erally disgust and disrupt. These intru-
sions quickly got a name: Zoombombs. 
The U.S. National Aeronautics and 
Space Administration (NASA), Google, 
and SpaceX were among firms barring 
Zoom use by staff on security grounds. 
Some Zoom user data was spilled onto 
the dark web, too.

All this resulted in Zoom Video Com-
munications of San Jose, CA —which 
says it had been too sidetracked laying 
on extra AWS and Oracle server capac-
ity to cope with all its newfound global 
users—issuing a hasty security update 
to the app. This placed user security 
and privacy settings front and central, 
allowing consumers, for instance, to 
easily and clearly password-protect 
their meeting URLs. “We’ve always 
had all kinds of security features built 

in, but normally enterprise IT teams 
would decide which features to enable 
and which to disable,” said Zoom CEO 
Eric Yuan in a Bloomberg interview. He 
accepted the firm “made a mistake” in 
not having made those features easily 
accessible and understandable by 
people at all levels, from consumers to 
professionals, from the start.

“With the shift to online video meet-
ings, you do have to have this kind of 
barrier,” says Neustaedter of the lock-
ing-down of video chat systems to 
known, passworded invitees, and con-
trolling who can be trusted to show 
content on screens. He says there is an 
interaction downside to that buttoned-
down rigor: a lack of spontaneity, 
which reduces the chances that people 
experience idea-generating casual in-
teractions with unexpected people—
like an electronic equivalent of bump-
ing into people “in the hallway, coffee 
room, or at the water cooler.”

Restoration By Robot
All is not lost, however; those valuable 
casual interactions can be recovered, 
to a degree at least, by switching from 
video chat apps to mobile telepresence 
robots. These wireless, remote-con-
trolled, wheeled, flatscreen-display 
platforms go out into the world and act 
as a user’s eyes and ears and, controlled 
from a laptop or phone, allow users to 
explore a remote workplace, confer-
ence, mall, street, or pretty much any-
where with flat surfaces where there’s 
strong Wi-Fi. Because the robot can 
still randomly bump into people, they 
can experience the kind of informal 
verbal exchanges that video chat app 
users cannot, says Neustaedter.

Indeed, this London-based reporter 
can attest to the validity of this: at ACM 
SIGCHI’s Conference on Human Fac-
tors in Computing Systems in Denver, 

CO, in 2017, I spent a day using a Beam 
telepresence robot from Suitable Tech-
nologies of Palo Alto, CA, and the expe-
rience was both liberating and unfor-
gettable. On top of attending sessions, 
my droid could trundle up to, and let 
me interview, HCI researchers during 
the breaks, in corridors, outside ses-
sion rooms, and at the coffee stall, and 
even record interviews, and all from my 
desk in London. “It’s those exchanges I 
think that telepresence robots are actu-
ally really good for,” says Neustaedter.

Telepresence robots are already field-
ed commercially and have found some 
strong healthcare roles in the COVID-19 
pandemic. “Venues are using our mo-
bile telepresence devices to monitor in-
side areas that have been converted to 
hospitals. They are also being used to 
maintain the security of those venues, 
and doctors are using them to visit and 
evaluate patients quickly,” said Steve 
Ernst, CEO of Event Presence, a compa-
ny that provides Suitable’s Beam and Be-
amPro robots to event organizers.

If further pandemic waves strike, 
telepresence is ready to step up again as 
a virtual collaboration technology by al-
lowing people prevented by lockdowns 
from traveling to conferences and trade-
shows to attend them instead via robot. 
“We have developed a way to onboard up 
to 1,000 people on the Beam. We can 
now bring remote attendees not only to 
an event, but also directly to the partici-
pating event company’s showroom, cor-
porate headquarters, or manufacturing 
plant anywhere in the world,” says Ernst.

Those 1,000 people, seeing and hear-
ing through just one Beam robot, will 
tour 15 booths in a 1.5- to 2-hour session, 
which Ernst dubs a “Smart Tour,” taking 
in the booths of all the major vendors. 
For instance, at a flash memory event, 
remote users got to hear from the likes 
of Samsung, Toshiba, Sandisk, and 
Micron, Ernst says. “In fact, we don’t 
really need a traditional conference, 
with booths, to operate the robotic tour. 
We simply bring the attendees to where 
the client wants them,” he adds.

Getting Personal
Pandemic lockdowns affect private 
lives as well as business lives, and 
Neustaedter’s research group at SFU 
has been exploring telepresence’s 
prospects in many everyday homespun 
scenarios, too. For instance, one SFU 
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and augmented and virtual reality tools 
providing user visualization.

A leading light in this field of drone-
based telepresence is Xtend, based in 
Tel Aviv, Israel, which is honing its tech-
nology in the military space but has de-
signs on the tourism, entertainment, 
mixed-reality gaming, and cinematog-
raphy markets. Xtend’s overarching 
aim is to allow people to don an aug-
mented reality headset and, with very 
little training, send a local drone into 
an area they want to explore (think of 
the Grand Canyon, the sights of Paris, 
or the verdant waterways of the Amazon 
jungle), much like its military customers 
currently send drones for short-range 
reconnaissance on the Gaza border.

It is part of a move to marry AR and 
VR with drones that market analyst Ac-
centure is calling Extended Reality 
(XR), in which user location ceases to 
matter. Instead of displaying recorded 
or generated AR/VR content, XR will 
display live 360-degree content. It is 
still very much a future prospect for at-
a-distance virtual collaboration, not 
least because the amount of data need-
ing reliable backhaul between a drone 
and a highly distanced user, with low 
latency, will be high.

On top of that, telepresence robots 
and drones alike are not yet trusted de-
vices: people coming across them do 
not know who is controlling them or to 
where they are broadcasting video foot-
age. “We found certain stores would 
not allow our robots in,” says Neus-
taedter, during their shopping trials. In 
addition, VR-based solutions, he says, 
still need to solve one of its fundamen-
tal issues: the motion sickness experi-
enced by many users.

That said, there is one emerging vir-
tual collaboration technology that 
looks much more likely to be a near-
term hit, at least for the deep of pock-
et: it’s called the Holoportl, a “single 
passenger,” life-size, human holo-
gram transmission machine that’s a 
little bit bigger than a phone booth. 
Built and sold by PORTL of Los Ange-
les, the machine has a 4K transparent 
flatscreen display on the front of a 3D 
lightbox that, in a patent-pending 
projection process, displays a 3D vid-
eo image of somebody elsewhere in 
the world, in very-near-real time. The 
projected person gets audiovisual 
feedback from the room they have 

beamed into, and so can interact with 
the people there.

Holoportl proved its worth in the 
COVID-19 pandemic, says PORTL 
CEO and founder David Nussbaum. 
“At the moment, nobody can leave 
their homes, so we are being hired by 
doctors, speakers, educators, and 
politicians to beam them from the 
safety and security of their own homes 
or offices into classrooms and other 
places they need to be,” he says.

The Zoom phenomenon in the pan-
demic lockdowns did not go unno-
ticed: Nussbaum says PORTL’s road-
map includes Zoom-style holographic 
software, which will allow multiple 
people to appear in the booth in 3D. He 
also promises “a few new things that’ll 
blow people’s minds”.

“PORTL looks pretty cool,” says Pe-
ter Ladkin, a researcher in safety-criti-
cal systems at Bielefeld University in 
Germany, and a frequent user of video-
conferencing systems on global stan-
dards making committees. “But it will 
make the cat crazy.” 
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team gave one member of a couple in a 
long-distance relationship a robot, al-
lowing their distant partner to be both 
robotically present and mobile in their 
apartment. For added “presence” ef-
fect, using a voice-activated system, the 
robot user could turn on the lights, 
switch on the vacuum cleaner, or turn 
on a slow cooker. The seven couples in 
the study found the robot lent them a 
stronger sense of sharing a home and a 
feeling of companionship versus com-
municating via video chat apps.

Still another SFU couples study 
found that sending a robot shopping 
with their partner was better than 
discussing what to buy on the phone: 
the remote user, embodied in the ro-
bot, mirrored their normal shopping 
behaviors (like which side of their 
partner they walk on, and whether 
they took off to look at goods alone) 
and were much better able to take 
part in joint purchasing decisions 
and accept responsibility for them. 
However, Neustaedter warns, “You 
just have to be really careful driving 
the robot, especially if you’re in a 
shop that has very breakable items.”

His group also cajoled some couples 
into having one partner trundle around 
as a telepresence robot around parks 
and urban areas to see how it fared as a 
walking partner on strolls taking in Van-
couver’s beauty spots, sometimes un-
dertaking undemanding outdoor pur-
suits like geocaching—that is, hiding 
curious objects at certain mapped GPS 
locations for other walkers to find. While 
that provided a great way for the remote 
user to experience the scenery, the ro-
bots have little awareness of what’s 
around them, from inclines they might 
topple down, to bicycles and people. 
Safety issues from potential collisions 
with members of the public, or damage 
to the expensive robot, were concerns; 
“We had to strap foam around the 
Beam robot just in case it fell, because 
they’re so expensive,” says Neustaedter.

Send in the Drone
Robots, however, are just one kind of 
telepresent proxy that a remote user in 
some future pandemic lockdown might 
send off to explore some facet of the 
world. Further into the future, multi-
rotor drones are another potential tele-
present proxy, with ever-smarter, geo-
fenced autopilots in control of them, 
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and “public disclosure of private fact” 
prohibits publishing embarrassing 
secrets. There are some sector-specif-
ic privacy laws, such as the Health In-
surance Portability and Accountability 
Act (HIPAA), which protects health 
data. State-specific laws, like Califor-
nia’s anti-paparazzi law, have been 
adapted to address newer technolo-
gies such as drones. There are wire-
tapping laws, some Fourth Amend-
ment protections against surveillance 
by law enforcement, and general-pur-
pose consumer protection laws that 
have recently been interpreted to 
hold companies to their published 
privacy policies.1,9

What the U.S. does not have, how-
ever, is a comprehensive (or “omni-
bus”) national data privacy law. This 
puts the U.S. out of step with much of 
the world, most strikingly the E.U., 
which now famously has the General 
Data Protection Regulation (GDPR). 
Unlike the U.S. patchwork, the GDPR 
applies to all personal data regardless 
of sector, and does not contain the 
kind of easy workarounds companies 

U
NTIL VERY RECENTLY, it was 
difficult to be an optimist 
about privacy in the U.S. Pri-
vacy laws in the U.S. have 
been notoriously ineffective. 

U.S. companies engage in rampant data 
profiling, from established giants like 
Google, to shadowy data brokers like 
Axciom, to headline-grabbing startups 
like Clearview AI. Edward Snowden’s 
2013 revelations about the scope of 
U.S. national security surveillance 
showed the extensive cooperation, and 
sometimes even active involvement, of 
private companies. In 2015, and again 
in 2020, the top European Union court 
invalidated the framework that allowed 
U.S. companies to export E.U. persons’ 
data to the U.S., reasoning that U.S. pri-
vacy protections are too weak.

But both privacy talk and privacy 
law in the U.S. have shifted sharply to-
ward increased protection. U.S. com-
panies now often must comply with 
both European and California regula-
tions. State after state has enacted new 
privacy laws, and Congress has been 
making the most serious attempts at 

enacting a national privacy law in de-
cades. Former U.S. Presidential candi-
date Andrew Yang even made data pri-
vacy a centerpiece of his campaign.

Privacy isn’t dead, it turns out. It is 
very much alive. We are just learning, 
finally, how to talk about it.

The Data Privacy Dark(er) Ages
The U.S. has historically had a messy 
but extensive patchwork of privacy 
laws. The state privacy tort of “intru-
sion upon seclusion” prohibits ob-
noxious snooping like taking surrep-
titious photos in someone’s house, 

Law and Technology 
A Recent Renaissance 
in Privacy Law 
Considering the recent increased attention to  
privacy law issues amid the typically slow pace of legal change. 

˲ James Grimmelmann, Column Editor 
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Privacy isn’t dead, it 
turns out. It is very 
much alive. We are 
just learning, finally, 
how to talk about it.
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that courts have started to question 
this reasoning.

The irony is that we now think of as 
a “European” approach to privacy is 
actually very similar to some U.S. data 
privacy laws from the 1970s, like the 
Privacy Act of 1974, which regulates 
government databases. These early 
laws required transparency about how 
data is collected and used, restricted 
some kinds of sharing and use, and 
gave individuals rights to correct in-
correct data and sometimes even have 
it deleted. In fact, these Fair Informa-
tion Practice Principles (FIPPs), which 
now form the backbone of data protec-
tion laws around the world, arguably 
originated in the U.S. These principles 
were built upon the understanding 
that data privacy is largely about pow-
er, and that without transparency and 
accountability, the accumulation of 
data dossiers about individuals by gov-
ernments and companies leads to 
huge power imbalances. These imbal-
ances have consequences not just for 
individuals, but for democratic values 
and society at large.

have found in U.S. privacy laws. For 
example, U.S. companies that pro-
cess personal health information 
point out HIPAA does not apply to 
them, because they do not technical-
ly provide health services or insur-
ance. Others have argued they can 
ignore privacy laws as long as they 
work with “anonymized” data, even 
when it is easily reidentifiable.4

U.S. privacy law has mostly been 
built around the concept of “notice 
and choice,” which relies on giving in-
dividuals information (notice) about 
company practices and letting them 
make a choice (choice) about whether 
to hand over their data. All of us who 
regularly ignore privacy notices and 
click “I agree” to access websites know 
this does not work. Even broader ver-
sions of notice, such as requiring com-
panies to notify consumers of data se-
curity breaches, often fail to incentivize 
good company behavior, since in reali-
ty consumers have few choices about 
which companies to use.

E.U.-style data protection, by con-
trast, puts in place substantive re-

quirements that “follow the data.”6 
That is: under a true data protection 
regime, you can still get access to your 
information, request a correction or 
deletion, or require that a company 
stop processing your information, 
even if you initially voluntarily handed 
your information over to the company.

Perhaps the biggest structural 
weakness in U.S. privacy laws has been 
the maxim that once you hand your 
personal data over to somebody else, 
you assume the risk they will share it 
further. This rule does not fit every-
day expectations about privacy: when 
you share your personal health infor-
mation with your doctor, you do not 
expect that they will go tell your em-
ployer.7 But this reasoning runs 
throughout U.S. privacy law. It has 
gutted the privacy torts discussed 
here—courts have found that people 
do not have an expectation of privacy 
in information they have handed 
over to online platforms.3 It is only 
very recently (in a Fourth Amend-
ment case about cellphone location 
tracking, Carpenter v. United States) 
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The GDPR, in short, establishes a 
data privacy compliance program, 
like the kind of thing one sees in 
highly regulated sectors such as 
banking. For example, many compa-
nies have to appoint a Data Protec-
tion Officer (DPO), who is responsi-
ble for ensuring compliance with the 
GDPR. Companies conducting “high 
risk” projects, such as extensive mon-
itoring of public places, must conduct 
impact assessments and under some 
circumstances get government ap-
proval before proceeding. Companies 
must keep records about data pro-
cessing, and build new technologies 
with data privacy in mind. These and 
other requirements establish a com-
pliance system that aims to change 
both companies’ infrastructure and 
the substance of their decisions 
around data processing.

The GDPR has clearly had a global 
effect. It intentionally reaches data 
processing around the world, includ-
ing companies that target European 
users on the Internet, or monitor the 
behavior of Europeans in Europe. The 
intentionally global reach of the 
GDPR, coupled with its threat of huge 
fines, has led companies around the 
world to adjust their privacy practic-
es—and countries around the world to 
update their privacy laws.8

One theory of what has recently 
been happening in the U.S., with the 
startling uptick in proposed state and 
federal data privacy laws, is that the 
GDPR has spawned a host of imitators. 
When California enacted the Califor-
nia Consumer Privacy Act (CCPA) in 
June 2018, many journalists referred to 
it as “GDPR-lite.” To some extent this is 
true. Both the CCPA and recent state 
and federal proposals are fundamen-
tally different from U.S. privacy laws 
that came before. Like the GDPR, they 
aim at all data processing, not just pro-
cessing in particular sectors.

Also like the GDPR, many of the 
U.S. proposals follow the data. The 
CCPA, for example, famously allows 
California residents to opt out of the 
sale of their personal data, even when 
they have voluntarily given it over to a 
company. It also allows individuals to 
make access requests for personal 
data, providing an unprecedented de-
gree of transparency over private sec-
tor data processing in the U.S.

So the U.S. does have privacy laws. 
But there are gaping holes between ex-
isting privacy laws; outdated under-
standings of reasonable expectations 
of privacy; and plenty of ways for com-
panies to evade, avoid, or challenge 
the application of what privacy laws 
do exist.

But recently, things have started 
changing.

The Beginning of a Renaissance?
A line of Supreme Court cases address-
ing government surveillance heralds 
the recent shift in U.S. thinking about 
privacy: these cases recognize expecta-
tions of privacy in public, that we expect 
privacy even when we hand information 
over to technology providers, that data 
analysis can reveal sensitive informa-
tion from individually innocuous data 
points.5 Over the past two years, a ma-
jority of U.S. states have either enacted 
or seriously proposed something more 
like European data privacy law. Federal 
lawmakers, too, have gotten in on the 
debate. What sparked this recent re-
naissance in U.S. privacy law?

The GDPR went into effect in May 
2018. In part the GDPR was adopted to 
update existing European data protec-
tion law. In part, it was a reaction to 
deepening skepticism about U.S.-
based companies and their practices. 
The GDPR made European data pro-
tection law broader, stronger, and deep-
er: it applies to a wider range of activity 
(broader), establishes stronger en-
forcement mechanisms (stronger), 
and includes additional substantive 
protections (deeper), compared to 
previous law.

The GDPR, unlike U.S. laws, cov-
ers nearly all processing of all kinds 
of personal data. It is quintessential-
ly omnibus; it attempts to be both 
technology neutral and comprehen-
sive. It “follows the data” in the sense 
that personal data receives numer-
ous protections not just at the point 
when a consumer transacts with a 
business. That is, you do not waive 
the GDPR’s protections just by agree-
ing to let a company collect your 
data. Approximately half of the GDPR 
affords individuals a series of rights: 
of access, notification, correction, 
deletion, and more. The other half 
tells companies and government 
agencies what to do.
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But claiming the CCPA and follow-
on state and federal proposals are the 
consequence of the GDPR is largely in-
accurate.2 The E.U. has long had data 
protection laws, and the U.S. has long 
decided to ignore them.

The CCPA was not enacted in re-
sponse to the GDPR; it was enacted 
when a real estate billionaire, Alastair 
Mactaggart, coordinated with other 
privacy activists to put forward a data 
privacy law as a California ballot ini-
tiative. At the last minute, California’s 
lawmakers begged for a compromise 
(it is very, very difficult to amend a law 
passed by ballot initiative), and passed 
the CCPA in order to get Mactaggart to 
withdraw his proposal.

The CCPA is also substantively dif-
ferent from the GDPR. First, and im-
portantly, it exists against the back-
drop of U.S. law, which prioritizes free 
speech and does not have constitu-
tional protections for data privacy, un-
like Europe, where data protection is 
enshrined as a human right. The CCPA 
is still largely an American-style trans-
parency law, one that amplifies the 
“notice” in “notice and choice.” The 
hope is that true transparency about 
data practices might lead consumers 
to behave differently, or lead to public 
outrage and new laws.

While it echoes a number of indi-
vidual rights from the GDPR, the CCPA 
does not create structural require-
ments for companies. It does not re-
quire a data privacy officer, or records 
of data processing activity, or that com-
panies minimize privacy violations and 
bake data privacy into the design of 
their technologies. The CCPA might 
obliquely trigger some changes in cor-
porate practices, but mostly it relies on 
individuals to invoke their rights, rath-
er than requiring companies to behave 
in particular ways.

Other states’ proposals largely 
mimic the CCPA, not the GDPR. Some 
states just copy and paste it; others 
have established legislative commit-
tees specifically to study the CCPA in 
action. Other states are pushing for-
ward with yet more sectoral privacy 
laws, rather than omnibus protec-
tions. These new laws address cyber-
security, biometric surveillance, and 
ISP privacy.

The flurry of state activity (with its 
risk of a high degree of variation) has 

driven numerous privacy law propos-
als in Congress. There seems to be bi-
partisan agreement that there should 
be new federal privacy law. There is 
substantial disagreement, however, 
about whether that law should pre-
empt (override) state laws, whether it 
should allow people to sue on their 
own behalf versus rely on government 
enforcement, and of course what 
should actually be in it.

The story of U.S. privacy law is not 
yet at happily ever after. It is, however, 
meaningfully improving. Major hur-
dles still remain, including significant 
First Amendment challenges (do pri-
vacy laws violate rights to free 
speech?). But in a very short time pe-
riod, compared with the usually gla-
cial pace of legal change, the para-
digm has shifted. Data privacy law is 
no longer a matter of whether, but 
what and when. 
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announced it would field a fleet of 
self-driving vehicles by 2021, and has 
recently teamed with Ford. As early 
as 2016, Tesla announced all cars it 
produces have the hardware needed 
for L5 driving capability; evidently it is 
just a small matter of programming.

Every manufacturer has a safety and 
security argument to go along with its 
autonomous vehicle control system 
(AVCS) plans. For cybersecurity, they 
may point to guidelines published by 
the U.S. Department of Transporta-
tion12 or best practices published by 
the Auto-ISAC.1

Twelve leading companies have col-
laborated on a 150-page white paper 
“Safety First for Automated Driving,” 

A
UTONOMOUS VEHICLES SEEM 

to hold great promise for 
relieving humans of the 
boring task of guiding a car 
through congested traf-

fic or along a monotonous turnpike, 
while at the same time reducing the an-
nual highway death toll. However, the 
headlong rush to be the first to mar-
ket, without adequate considerations 
of life-critical control system design, 
could cause irreparable public harm 
and ultimately set back the promise of 
autonomous driving. With the current 
goal of being at least as safe as human 
driving, espoused by business leaders 
as well as some regulatory agencies, 
the annual death toll attributed to au-
tomation killing innocent people, just 
in the U.S., would be approximately 
36,500 per year or 100 per day. Think 
about that for a minute!

This column highlights this impor-
tant dependability need, the dire con-
sequences of falling short, and how le-
veraging the knowledge gained by the 
aviation industry in operating safety-
critical flight control systems without 
fatalities for over a quarter century can 
help avoid this outcome.

SAE International has defined six 
levels of autonomy for on-road motor 
vehicles in SAE J3016, where an updat-
ed graphic summary of the levels was 
released last year.10 An excerpt of this 
visual describing “What does a human 
in the driver’s seat have to do?” is dis-
played in the figure on p. 29.

Numerous automobile companies2 
are racing to be the first to market. 
Ford says it will have an L5 vehicle in 
operation by 2021. More ambitiously, 
Toyota announced in February 2019 
that it plans to have a self-driving vehi-
cle (“the most intelligent supercom-
puter on wheels”) available for pur-
chase within a year. To achieve this 
objective, Toyota’s vice president in 
charge of software says “Our goal is to 
teach a Silicon Valley mindset here.”

Waymo, a spinoff of Google’s self-
driving car project, is already roll-
ing out a fully autonomous ride-
hailing service in Phoenix, AZ, and 
has run road tests of autonomous “big 
rig” trucks in Atlanta, GA. Volkswagen 

Security  
Autonomous Vehicle Safety: 
Lessons from Aviation 
How more than 25 years of experience with aviation  
safety-critical systems can be applied to autonomous vehicle systems.
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V
Implemented Fault Tolerance (SIFT), 
respectively, under contract with NASA 
Langley Research Center. These de-
signs were realized in flight-worthy 
computers by Collins Avionics and 
Bendix, respectively, and subjected to 
many theoretical and experimental 
tests. The architectures relied on hard-
ware and process redundancy; real-
time fault detection, identification and 
reconfiguration; and software fault-tol-
erance, among many other depend-
ability-enhancing techniques.

Verification and validation tech-
niques included proofs of correctness, 
hardware and software fault injec-
tions, measurement of computer re-
sponse to such events, and Markov re-
liability models with some of the 
model parameter values determined 
via experimentation.

These pioneering research and de-
velopment efforts resulted in funda-
mental architectures, designs, theo-
ries, and certification methods that 
continue to shape today’s FBW systems.5

What Can We Learn from 
the Aviation Example With 
Respect to Autonomous Vehicle 
Dependability Requirements?
First, vehicle control imposes hard 
real-time requirements, and stringent 
low latency, just as FCSs do. A control 
or communication failure during criti-
cal vehicle maneuvers can lead to a cas-
cading series of life-threatening acci-
dents. The autonomous control system 
must detect any consequential fault 
and take corrective action within frac-
tions of a second to keep the vehicle 
under control.

Although aircraft FBW systems must 
function for the duration of the flight, 
ground vehicles have the luxury of pull-
ing off the road in case of a malfunction. 

working toward “industry-wide stan-
dardization of automated driving,”11 
which builds on guidelines and stan-
dards worldwide, including some still 
under development.4 It describes both 
development processes aimed at 
achieving “safety by design” and verifi-
cation and validation of elements and 
systems at L3 and L4 autonomy. Use of 
Deep Neural Nets to implement safety-
related elements is addressed in an ap-
pendix in the white paper.

This effort appears comprehensive 
and a strong step in the right direction, 
but, as its authors recognize, it is a 
work in progress. Further, as observers 
have noted,3 it is strictly a voluntary ini-
tiative among a set of companies, out-
side of the usual channels for stan-
dards development. Moreover, the 
effort is generally focused on standards 
companies apply to their internal de-
sign and development processes with-
out external review or certification. 
They do not provide a quantifiable level 
of safety or security performance in 
terms of, for example, expected failure 
rate of control systems per hour or mile 
of operation.

While the quest for autonomous ve-
hicles may seem novel, we have been 
here before. Aviation provides a suc-
cessful model with many parallel chal-
lenges, including hard real-time con-
trol, dependability commensurate 
with the adverse economic and life-
threatening consequences of failures, 
scalability, affordability, and non-
technical factors such as certification 
and governance. A case study of the 
most relevant avionics application—
full authority, full time, fly-by-wire 
(FBW) aircraft flight control systems 
(FCS) is instructive.

The dependability requirements, 
including safety and reliability, were 
defined only after several years of dis-
cussions with NASA and the FAA in the 
mid-1970s. NASA was sponsoring re-
search in FBW FCS to enable commer-
cial aircraft to be more fuel efficient by 
taking advantage of statically unstable 
aircraft designs. An aircraft of this de-
sign would require computer control 
to maintain its stability.

The FAA’s initial proposal was to 
mandate FCS to be as reliable as the 
wings of the airplane, that is, the FCS 
should never fail. The rationale was 
that wings never fall off and the FCS is 

just as integral to an aircraft’s safety as 
its structure. However, from an engi-
neering viewpoint, that was not a re-
quirement that one could design to.

After further discussions, the FAA 
defined a quantitative requirement in 
a one-page memo to NASA, in May 
1974. Key excerpts of the memo are 
quoted below.

“Section 25.1309 of the Federal Avia-
tion Regulations requires that airplane 
systems be designed so that occur-
rence of any failure conditions (combi-
nations of failures in addition to single 
failure considerations) which would 
prevent the continued safe flight and 
landing of the airplane is extremely im-
probable. The FAA has accepted sub-
stantiating data for compliance with 
that requirement which shows by anal-
ysis that the predicted probability of 
occurrence of each such failure condi-
tion is 10–9 per hour of flight.”

“We further believe that failure of all 
channels on the same flight in a “fly-by-
wire” flight control system should be 
extremely improbable.”

In the late 1970s, Draper Lab and 
SRI International produced two com-
petitive designs, Fault Tolerant 
Multi-Processor (FTMP) and Software-

While the quest  
for autonomous 
vehicles may seem 
novel, we have  
been here before.

SAE levels L0–L5.

SAE J3016TM LEVELS OF DRIVING AUTOMATION

LEVEL 0 LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4 LEVEL 5

You are driving whenever these driver support 
features are engaged—even if your feet are off 

the pedals and you are not steering

You are not driving when these automated driving 
features are engaged—even if you are seated in 

“the driver’s seat”

These automated driving 
features will not require you  

to take over driving

When the feature 
requests,

you must drive

You must constantly supervise these support 
features; you must steer, brake, or accelerate as 

needed to maintain safety
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killed by an autonomous Uber in 
Tempe, AZ.13

The FAA set the failure rate for FBW 
systems at two to three orders of mag-
nitude smaller than that of human pi-
lots who are highly trained for safety. 
Shouldn’t society set similar goals for 
autonomous vehicle safety? Even a fail-
ure rate of 100 times better than an av-
erage driver, whose safety behavior is 
unlikely to approach that of a pilot, 
would still result in 365 U.S. deaths per 
year attributable to AVCSs. By compari-
son, no single death has been caused 
by FBW systems in over a quarter cen-
tury of operations worldwide.

This is a once-in-a-century oppor-
tunity to ride on the revolutionary re-
making of ground transportation to 
make it as safe as aviation, a gift to 
humanity worldwide.

Regarding safety standards for 
road vehicles, ISO 26262 concerns the 
functional safety of on-vehicle electri-
cal and electronic (E/E) systems, 
where components are ranked accord-
ing to an ASIL (Automotive Safety In-
tegrity Level), the most critical being 
level D. However, it should be noted 
that ISO 26262 (and more generally 
the auto industry) shies away from 
quantitative safety requirements, par-
ticularly with regard to fatalities. 

Still, the control system must, at a mini-
mum, continue to function correctly for 
the time it takes to maneuver the vehicle 
to a safe place while also configuring it-
self into a safe state.

The control system must continue 
to function correctly after a fault, that 
is, it must be designed so there are no 
single points of failure. In case of faults 
or errors, the system must compen-
sate, and still produce correct results 
in a timely manner long enough to 
reach a safe place and configure the ve-
hicle into a safe state. A graceful degra-
dation to a limited functionality Fail-
Operational requirement would seem 
to be adequate.

Aircraft FBW systems use masking, 
redundancy, and sophisticated recon-
figurations to continue to provide full 
functionality after a fault. Autonomous 
vehicle control systems can be simpler 
and less expensive by providing a lim-
ited Fail-Operational architecture. 
Some inspiration can be gained from 
early aviation experience.

First-generation jumbo-jets, in the 
early 1970s, used computers to pro-
vide “all-weather” auto-land capabili-
ties for Cat IIIB conditions: zero visi-
bility, zero ceiling. They had safety 
and reliability requirements and mis-
sion times very similar to those for au-

tonomous vehicles. There could be no 
single point of failure and the system 
had to be operational for only several 
minutes: the duration of approach 
and landing. The architectures ranged 
from dual redundant self-checking 
pair of computers (Lockheed TriStar 
L-1011), to duplex channels, each with 
dual fail-disconnect computers for 
pitch, roll, and yaw axes (Douglas DC-
10) to triple redundant analog com-
puters (Boeing 747).

How Does AVCS Reliability 
Correlate With the FAA’s 
Mandated Failure Rate of 
10–9 per Hour for FCS?
Table 1 summarizes recent U.S. motor 
vehicle death rates, which translate to a 
fatality rate of 5 x 10–7/hour per vehicle, 
assuming an overall average speed of 
40 MPH. What would be an acceptable 
failure rate of an L5 control system? 
Table 2 illustrates the effects of some 
alternative rates.

Many people in the industry say 
just slightly better than status quo 
would save lives. But that would mean 
nearly 100 people being killed by 
road vehicles every single day. Would 
society accept such mayhem attribut-
ed to machines? Recall the public re-
action when a single pedestrian was 
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While drafting ISO 26262, the auto-
motive industry recognized that, in 
addition to faults in E/E equipment, 
unsafe behavior could likewise be 
caused by faults in the specified func-
tionality, spinning off a complemen-
tary functional safety standard ISO/
PAS 21448 or SOTIF (Safety of The In-
tended Functionality). The latter pre-
sumes the realized system is fault-
free and focuses on reducing safety 
risks due to insufficiencies in the in-
tended behavior. However, these are 
process-related requirements and not 
quantitative. Furthermore, the automo-
tive industry “self-certifies” compliance 
to these standards. Self-certification of 
the Boeing 737 MAX led to the MCAS sys-
tem, at the center of the two crashes, be-
ing declared non-safety-critical.7

Additionally, a safety-assurance case 
must go beyond the simplistic, non-sci-
entific miles driven and fatal accidents 
recorded for autonomous vehicles. The 
data must include the envelope of cor-
ner/edge cases explored, realism of test-
ing conditions, unplanned disengage-
ments, and incorrect decision making. 
Further, this effort should be comple-
mented with analytical models, fault in-
jections, and proofs-of-correctness, 
where appropriate.

What Can We Learn from 
Aviation Human Factors?
Much of the automotive industry is 
moving successively from L0 (fully 
manual) to L5 (fully autonomous), be-
lieving this step-wise increase in auton-
omy is the safest way to proceed. Coun-
terintuitively, this approach poses a 
real human-factors challenge. L3 will 
be a semi-autonomous mode where 
routine driving is performed by the 
control system and the human driver’s 
role will be to intervene in emergen-
cies/malfunctions.

In the cockpit, highly trained pi-
lots are primed to recognize unusual 
situations quickly and take correc-
tive action. Recurring simulator 
training focuses on dealing with 
emergencies. Cockpits and flight 
control systems are designed to opti-
mize human-machine interaction in 
the safest way possible.

Ordinary driver’s license certifica-
tion requires no such training, nor is it 
reasonable to expect the public at large 
to perform at this level. The rarity of 

emergencies requiring human inter-
vention makes it nearly impossible to 
keep the driver, who is busy doing other 
things, sufficiently engaged to take over 
within a fraction of a second of an alert.

The proper balance between fully au-
tomated functions and relying on the 
pilot to deal with emergencies contin-
ues to draw attention in aviation, with 
Airbus favoring the former while Boeing 
has favored the latter, up until MCAS.6

The automotive industry needs to 
consider the path to L5 very carefully. It 
might be worthwhile changing course, 
skipping L3 altogether (Ford, Waymo, 
and Audi had announced they would 
skip L3, but Ford has since reversed its 
position8), and designing a fully auton-
omous vehicle, bypassing the fraught 
nature of semi-autonomous controls.

Conclusion
The interest from both the industry 
and the driving public in autonomous 
vehicles is considerable and justified. 
But fielding technology that prom-
ises huge societal impact without a 
serious consideration of its depend-
ability requirements is unsound. 
“Better than the average driver” is a 
particularly weak requirement. Engi-
neers have proven they can do much 
better than that in other fields. Soci-
ety needs to provide the incentive for 
them to do what needs to be done in 
the automotive domain. 
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Table 1. U.S. motor vehicle accidents for 2018.9

Year Deaths
Vehicle Miles Traveled 

(VMT) (Billions)
Fatalities/ 

100 Million VMT Population
Fatalities/ 

100K People

2018 36,560 3,174 1.13 327,200,000 11.17

Table 2. Projected death rates for autonomous vehicles.

Case 

Safety relative to 
current manual 

benchmark
Failure Rate  

(per hour)

Annual Deaths  
caused by Control 

System (US)
Deaths/Day  

(US)

1 Same as 5 × 10–7 36,560 100

2 10X better 5 × 10–8 3,656 10

3 100X better 5 × 10–9 365 1
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birth of many new companies. A de-
cade ago, most startup businesses had 
to include an IT department in their 
business plans. Big computing power 
was available only on supercomputers 
and was way too expensive for many 
founders to afford. Now Amazon, Mi-
crosoft, Google and others have estab-
lished vast networks of processing 
and storage servers around the world, 
delivering computing power and 
memory cheaply like a utility. Anyone 
can rent the computing power they 
need at a price they can afford. Getting 
the IT needed for a startup has never 
been easier.

T
HE WORD “AVALANCHE” brings 
up vivid images of destruc-
tive masses of snow sud-
denly sweeping down wintry 
mountain slopes, deadly cas-

cades of ice and rock crushing every-
thing beneath them. Avalanches are as 
unpredictable as they are destructive. 
No one can say with any certainty when 
or if an avalanche will occur or how 
severe it might be. The best mountain 
authorities can do is shut down a large 
area when they judge avalanche danger 
to be high.

Economists have adopted avalanche 
as a metaphor for disruptive changes 
that sweep through an economy. Eco-
nomic avalanches can cause massive 
losses, wiping out professions, jobs, 
and wealth. Severe stock market crash-
es are avalanches. The housing bubble 
of 2007–2008 precipitated an ava-
lanche that hurt many people badly. In 
the aftermath, a natural reaction is to 
point many fingers of blame for the ca-
lamity. This gives way to the more con-
structive reaction of trying to learn 
from what happened so as to be pre-
pared if it happens again.

There are two kinds of avalanche: 
the slow-moving selective kind, and the 
fast-moving all-encompassing kind. 
The first kind is much more familiar. 
Take the Internet. The world of 1990, 
before the World Wide Web exploded 
the size and reach of the Internet, was 
quite different from today’s world. To-
day’s commonplace things—such as 
smartphones, instant worldwide com-

munications, video and music stream-
ing, online commerce, digital currency, 
Facebook, Amazon, Google, Micro-
soft—either did not exist or were too 
small to notice. Many ways of doing 
business and many professions have 
disappeared since those days, and 
many new businesses and professions 
have sprung up in their place. The In-
ternet was a slow-moving avalanche. At 
the start of the Internet revolution, a 
few visionaries saw the possible chang-
es, but few had any idea of the extent of 
change that was going to happen.

The Cloud has been another slow-
motion avalanche that facilitated the 

The Profession of IT 
Avalanches Make Us 
All Innovators
Avalanches generate enormous breakdowns. The practices of 
innovation adoption may be just what you need to resolve them.
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V outbreaks that a new one could appear 
at any moment given the encroach-
ments of humans into wild-animal 
habitats and the increasing number of 
genetic experiments with viruses. The 
preparations would include having 
test kit, protective gear, and confine-
ment plans at the ready. But govern-
ments are constitutionally inclined to 
give priority to urgent issues and 
downplay warnings of unlikely events. 
This pandemic is likely to move many 
governments to prepare for future 
pandemics and know there is popular 
support for doing so.

The COVID-19 avalanche precipi-
tated other avalanches about which 
we have been warned but took no pre-
paratory action. Educators thought 
that education was resistant to col-
lapse because everyone wanted it. Yet 
with campuses closed and foreign 
students locked out, university reve-
nues have plummeted, faculty are 
furloughed, and programs cut, and 
it now seems likely that hundreds of 
smaller universities may disappear 
by the end of 2021 and many others 
will be severely impaired. Carbon-
based energy producers were confi-
dent that coal, oil, and gas would be 
staples indefinitely. But the corona-
virus pandemic stopped most travel 
and precipitated the collapse of oil 
prices and a surge of interest in so-
lar, wind, and other non-carbon en-
ergy technologies. Many oil produc-
ers face bankruptcy. The suffering 
has exposed social inequities many 
people no longer wished to tolerate, 
precipitating further avalanches of 
social unrest over oppression around 
the world. Everyone began to real-
ize there would be no going back—
what they considered normal will 
never return.

What You Can Do
Avalanches force innovation. When 
old practices have been swept away, we 
have no choice but to adopt new ones. 
Here are a few examples of innova-
tions people were forced to adopt af-
ter the pandemic struck. Managers of 
closed businesses avoided furloughs 
by authorizing employees to work 
from home. Suddenly online meeting 
platforms such as Zoom, Connect, We-
bEx, Teams and became hot for tele-
work. Schools started using these plat-

No sector is immune to possible ava-
lanches. In 2013, Michael Barber and 
colleagues warned an avalanche loomed 
for higher education.1 University lead-
ers downplayed that assessment be-
cause they believed everyone wants and 
needs education. In 2017, Tony Seba bet 
on an avalanche in the energy sector 
from the transition from carbon-pow-
ered industry and transportation to so-
lar and electric powered.4 No one was 
prepared when the pandemic triggered 
an economic avalanche as bad as the 
Great Depression of the 1930s, which 
spread rapidly to into education and en-
ergy. The secondary avalanches forced 
many universities into bankruptcy and 
collapsed world oil prices.

From all these examples, we can 
characterize an avalanche as a disrup-
tive change of conditions and prac-
tice that sweeps through a social com-
munity, taking with it many 
professions, identities, jobs, and 
wealth. This is not the same as the 
Black Swan phenomenon.5 A Black 
Swan is a surprise event that no one 
predicted. An avalanche is a cascad-
ing, chaotic process that may be trig-
gered by a Black Swan event. The few 
visionaries who see the warning signs 
cannot predict if or when or if an ava-
lanche will occur. Few people are pre-
pared when it strikes. When it does, 
most people get disoriented and un-
settled not only because of their loss-
es but also impenetrable uncertainty 
about what comes next.

Many startup companies speak of 
their ideas as “disruptive innovations” 
that they hope will trigger avalanches—
often called “viral adoption.” They 
hope their inventions will sweep them 
to riches and wipe out competitors. 
Unwilling to be disrupted, competi-
tors take preventive countermea-
sures. Often the initial proposal or 
the countermeasure fails. Brave talk 
on both sides hides the underlying 
fact that no one can predict whether 
an avalanche will occur. Wishful 
thinking and heroic hype do not im-
prove predictive accuracy.

Since the early 1980s with the 
founding of complexity theory and 
the Santa Fe Institute, the sharpest 
minds of mathematics and physics 
have sought to build a mathematical 
theory that would among other things 
predict the onset and extent of ava-

lanches in chaotic processes. They de-
veloped beautiful and elegant theo-
ries. One of their surprising 
conclusions is that complexity theory 
explains past events in chaotic pro-
cesses but cannot predict the timing 
or severity of future events. Without 
mathematics or science to predict av-
alanches, how can we be prepared?

A Virus that Defied Modeling
The COVID-19 pandemic came as the 
greatest medical, economic, social, 
and political shock since 1940. It has 
been an all-encompassing avalanche 
that has left no part of the world un-
touched. It transformed the world in 
just a few months. Governments are 
reeling as they search for policies 
that will contain the virus and stanch 
the debt they have taken on to survive. 
Governments say their policies are “sci-
ence based,” meaning mostly computa-
tional modeling. Yet there are enough 
disagreements between the models and 
missed predictions that policymakers 
do not know whether they can trust the 
models, the data that powers them, and 
even the modelers themselves.

Complexity science tells us it is no 
surprise the models do not do well. It 
can explain the past of a chaotic pro-
cess but not predict its future. The 
best models can do is play out “what-
if” scenarios that compute a probable 
future state based on assumptions of 
how the model parameters will un-
fold. Policymakers are in the uncom-
fortable position of not knowing what 
forecast to trust and yet having to 
choose one to justify their responses.

Governments have been criticized 
for being unprepared, despite warn-
ings based on previous coronavirus 

Avalanches force 
innovation.  
When old practices 
have been swept 
away, we have no 
choice but to adopt 
new ones.
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from early adopters to join the innova-
tion for a trial period;

 ˲ Sustaining—gaining commitments 
from majority adopters to join the in-
novation for an indefinite period;

 ˲ Embodying—working with the com-
munity until the new practice is fully 
embodied, ordinary, and transparent;

 ˲ Navigating—moving ever closer to 
the goal despite surprises, contingen-
cies, and obstacles; and

 ˲ Mobilizing—building a network of 
supporters of the innovation from 
within dispersed communities

We offered these as optional skills 
for those who wanted to increase their 
personal, team, or business success 
rates considerably higher than the pre-
vailing industry average of 4%. But the 
same skills are no longer optional when 
you are forced into finding innovations 
to live in the new environment generat-
ed by an avalanche. The new environ-
ment fosters a plethora of new con-
cerns that can be addressed with new 
offers. These leadership practices will 
open pathways to move forward, navi-
gate among many options and obsta-
cles, and mobilize a network to join 
with you in making it happen. You do 
not have to be stymied by massive un-
certainty and overwhelm. We have 
taught these skills to hundreds of stu-
dents and clients. Over two-thirds of 
our students have produced significant 
innovations in their communities. 
Compare that with the meager 4% suc-
cess rate we were used to before the 
pandemic. The practices work!

When confronted with the need to 
devise new practices to live post ava-
lanche, these skills may be exactly what 
you need. 
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forms to continue classes while 
students were confined to home. Edu-
cators learned in a very short time 
how to use them as a wholly new 
teaching medium. Shops and restau-
rants learned to operate curbside ser-
vice with orders taken online. Unable 
to visit in person, families started 
meeting on these platforms. Many of 
these new practices will persist after 
the pandemic is over. More business-
es will telework, schools will use dis-
tance learning, shops will continue 
social distancing, and distributed 
families will continue meeting.

The avalanche has also generated 
some wicked problems where finding 
a workable innovation is not easy. 
One of the toughest has been the need 
for homeschooling when both par-
ents are home with the children. 
There is no school or day-care center to 
tend the children while the parents 
work. No good solution has yet been 
found. Another tough problem is find-
ing new customers. How do profes-
sionals get new customers when pro-
fessional gatherings are severely 
restricted? What new offers would at-
tract customers?

Over a decade ago, my colleagues 
and I designed an approach for inten-
tionally generating innovations, de-
fined as adoption of new practices in a 
community.2 We found a set of eight 
essential practices by which innovators 
generate the commitments needed to 
adopt an innovation. They are:

 ˲ Sensing—giving voice to a concern 
over a breakdown in the community;

 ˲ Envisioning—design a compelling 
story about a future without the 
breakdown;

 ˲ Offering—committing to do the 
work to produce that future;

 ˲ Adopting—gaining commitments 

The avalanche has 
also generated some 
wicked problems 
where finding a 
workable innovation 
is not easy.

For further information 
and to submit your 

manuscript, 
visit csur.acm.org

ACM Computing Surveys 
(CSUR) publishes 
comprehensive, 
readable tutorials and 
survey papers that give 
guided tours through 
the literature and 
explain topics to those 
who seek to learn the 
basics of areas outside 
their specialties. These 
carefully planned and 
presented introductions 
are also an excellent 
way for professionals to 
develop perspectives on, 
and identify trends in, 
complex technologies.

2018 JOURNAL IMPACT 
FACTOR: 6.131

ACM Computing 
Surveys (CSUR)
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their research is not computationally 
intensive. But there are also areas 
where using massive computational 
resources can help solving scientific 
problems. One of these areas is Man-
agement science (MS), including its 
strong link to economics.

Management Science 
Benefits from HPC
Management science refers to any ap-
plication of science to the study of 
management problems. Originally sy-
nomous with operations research, MS 

H
IGH PERFORMAN CE COMPU T-

ING (HPC)  refers to the prac-
tice of aggregating com-
puting power in a way that 
delivers much higher per-

formance than one could get out of a 
typical desktop computer or worksta-
tion in order to solve problems in sci-
ence, engineering, or business. HPC 
is usually realized by means of com-
puter clusters or supercomputers. 
Interestingly, the June 2019 edition 
of the list of TOP500 supercomputer 
sites marks a milestone in its history 
because, for the first time, all 500 sys-
tems deliver a petaflop or more. But 
looking at the development of single 
core performance reveals that it has 
stopped growing due to heat dissipa-
tion and energy consumption issues. 
As a result, substantial performance 
growth has started to come only from 
parallelism, which, in turn, means 
that sequential programs will not 
run faster on successive generations 
of hardware.

Many academic disciplines have 
been using HPC for research. For ex-
ample, HPC has become important in 
systems medicine for Alzheimer’s re-
search, in biophysics for HIV-1 antivi-
ral drug development, in earth system 
sciences for weather simulations, in 
material science for discovering new 
materials for solar cells and LEDs, and 
in astronomy for exploring the uni-
verse. Usage statistics of academic su-

percomputing centers, which have 
started offering HPC as a commodity 
good for research, show a high diver-
sity of scientific disciplines that make 
use of HPC in order to address unre-
solved scientific problems with com-
putational resources that have been 
unavailable in the past. These statis-
tics are also an indicator for other sci-
entific disciplines that have hardly 
used HPC to solve their research prob-
lems. Undoubtedly, several of these 
other research areas will hardly bene-
fit from HPC, for example, because 

Viewpoint 
Integrating Management 
Science into the HPC  
Research Ecosystem 
How management science benefits from High Performance Computing.
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Raising Awareness of HPC Benefits 
for Management Science
Despite promising applications of 
HPC in different areas of MS, its de-
ployment in MS is far away from being 
an established and well-known re-
search approach. This subordinate 
role of HPC in MS is reflected in differ-
ent phemomena, which, at the same 
time, point to opportunities for raising 
awareness of HPC benefits in MS and 
for informing researchers that HPC is 
not identical to “High Performance 
Technical Computing.”

In the MS community, only very 
rarely are (special issues of) journals, 
workshops, or conference tracks 
dedicated to HPC-based research. A 
few examples exist (for example, 
Schryen et al.10) but much more of 
these efforts to identify and commu-
nicate the potential that HPC brings 
for MS and to foster corresponding 
research is needed. In addition, MS 
departments may profit from intro-
ducing HPC to master’s and Ph.D.  
students and young scientists by of-
fering HPC courses and HPC sum-
mer/winter schools, in close coopera-
tion with HPC sites of universities. 
Such courses and schools are of par-
ticular benefit when MS students and 
researchers can bring their own 
problems, algorithmic blueprints, or 
codes, and learn how to think, de-
sign, and implement parallel. In 
short, we need a more thorough com-
putational and HPC-oriented educa-
tion of MS students, who are the MS 
scientists of tomorrow.

HPC sites at universities and re-
search institutions today generally fo-
cus on their current “power users,” 
who are scholars from the natural sci-
ences, engineering disciplines, medi-
cal sciences, among others. Often, the 
expectation of these sites on users’ ex-
pertise includes a clear understanding 
of how HPC works technically (for ex-
ample, shared vs. distributed memo-
ry), which parallel programming para-
digms exist (threads, processes, and 
so forth), which libraries and APIs are 
state-of-the-art (OpenMP, MPI, CUDA, 
and others), and how parallel pro-
gramming should be done (take care 
of data races, deadlocks, and so forth). 
Unfortunately, MS researchers often 
do not (need to) have this deep knowl-
edge for understanding their research 

has become much broader in terms of 
problems studied and methods ap-
plied, including those related to 
econometrics, mathematical model-
ing, optimization, data mining and 
data analytics, engineering, and eco-
nomics. Its multidisciplinary and of-
ten quantitative nature makes it a 
promising scientific field for HPC. 
The potential of applying HPC to MS 
includes the improvement of efficien-
cy (“solving a problem faster”), effec-
tiveness (”solving a problem of larger 
size and/or with enhanced quality”) 
and robustness (“solving a problem in 
a way that makes the solution robust 
against changes”).

Although MS very rarely occurs in 
HPC usage statistics, the potential of 
HPC for solving problems in MS is be-
ing tapped in several of its subfields. 
A first example are fraud detection 
services in finance provided by Ber-
telsmann Arvato Financial Solutions.8 
Machine learning approaches are inte-
grated into the real-time analysis of 
transaction data. These approaches 
are based on the development of self-
learning analytical models from past 
fraud cases for early recognition of new 
fraudulent cases. From a technological 
perspective, the Hadoop framework 
and the Microsoft Azure cloud infra-
structure are used.

A second example is the provision of 
the cloud-enabled software PathWise 
(provided by Aon) that uses HPC to 
manage financial guarantee risk em-
bedded in life insurance retirement 
products.2 Applying HPC capabilities 
allows reducing time required to evalu-
ate policies from hours and days to 
minutes through a variety of approach-
es, including the parallelization of 
Monte-Carlo simulations.

A third example of benefiting from 
HPC when solving problems in MS is 
the parallelization of algorithms for 
solving discrete optimization prob-
lems in operations research. In Rau-
checker and Schryen,9 the authors par-
allelize a branch-and-price algorithm 
for solving the “unrelated parallel ma-
chine scheduling problem with se-
quence-dependent setup times.” 
Their computational experiments 
conducted on a large university clus-
ter used MPI (Message Passing Inter-
face) to connect 960 computing nodes. 
Results on efficiency show their paral-

lelization approach can even lead to 
superlinear speedup.

Further examples can be found in 
economics, where dimensional de-
composition for dynamic stochastic 
economic models has been imple-
mented on a supercomputer3 and 
equilibria in heterogeneous agent 
macro models have been solved on 
HPC platforms.7 In data analytics, 
HPC has been applied not only to de-
tect financial fraud but also to solve 
problems in social network analysis 
(for example, Zhang et al7) and in glob-
al health management (for example, 
Juric et al.6). Overall, the applicability 
of HPC to problems occurring in MS 
shows a large methodological diversi-
ty, with methods from machine learn-
ing and artificial intelligence, simula-
tion, and optimization being included, 
and the identification of many compu-
tational problems in MS that may be 
solved through HPC is not difficult. 
However, what turned out to be diffi-
cult is bringing HPC to MS and foster-
ing the position of MS in the HPC re-
search ecosystem. This deployment 
essentially targets exploiting techni-
cal HPC capabilities for solving mana-
gerial problems through raising 
awareness of this potential in the MS 
community; implementing HPC-relat-
ed education for MS researchers; and 
providing software development sup-
port with frameworks, libraries, pro-
gramming languages, and so forth, 
which focus on solving specific types 
of problems occurring in MS.

Despite promising 
applications  
of HPC in different 
areas of MS, its 
deployment in MS  
is far away from 
being an established 
and well-known 
research approach.
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equilibria in heterogeneous agent 
macro models”); however, we should 
strengthen our efforts to develop IT ar-
tifacts that support MS researchers in 
parallel design and parallel implemen-
tation. In particular, high-level lan-
guages at the application level rather 
than multipurpose parallel languages 
at the programming level would need 
to be provided. The availability and us-
ability of such application languages 
would allow MS researchers to focus 
on parallel design issues and release 
them from writing parallel code at the 
programming level, which would be 
generated automatically by applica-
tion language compilers. Such ap-
proaches are appropriate for deploy-
ing HPC in MS at a large scale. 
Concluding, it is currently an auspi-
cious time for integrating MS into the 
HPC research ecosystem, and the MS 
community can look forward to the 
promising developments to come. 
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field. This gap between expected and 
existing knowledge of HPC finally pre-
vents MS researchers from tapping the 
potential that HPC might bring to 
their research. HPC sites should con-
tribute to closing this gap by providing 
high-educational courses dedicated to 
MS. It might be helpful to bridge the 
gap by establishing and financing 
(jointly with MS departments) posi-
tions of HPC-MS engineers.

Finally, funding programs dedicat-
ed to computational and HPC research 
in MS are likely to foster the awareness 
of HPC benefits for MS and the attrac-
tiveness of HPC for MS researchers.

Scalability of Parallel Applications 
in Management Science  
Can Differ Fundamentally
Depending on the specific type of MS 
problem to be solved, the paralleliza-
tion of algorithms may scale substan-
tially differently over the number of 
parallel processing units. Therefore, it 
is important to thoroughly inform MS 
researchers on issues of efficiency and 
scalability so they can assess what to 
expect when solving their particular 
problem types with HPC.

Some research problems in MS in-
volve solving specific instances of an 
optimization problem. In such cases, 
often a fixed-size model (constant to-
tal workload, variable execution time) 
occurs and strong scaling applies: ac-
cording to Amdahl’s Law,1 the speed-
up factor that can be achieved from 
parallelization is upper-bounded by 1 
divided by the serial fraction of code, 
which is always larger than zero in 
practice. Due to execution time re-
quired for coordination, this upper 
bound is usually not achieved, and 
speedup values even start dropping 
when a particular number of parallel 
processing units (referred to as “pro-
cessors”) is exceeded. Even when ig-
noring all coordination efforts, a se-
rial fraction of code amounting to 
20%, for example, would limit the 
maximum speedup by the factor of 5 
regardless of the number of proces-
sors. Consequently, MS researchers 
must be informed on speedup, effi-
ciency, and scalability that can be ex-
pected and their determining factors.

Other problems in MS, often occur-
ring in data analytics and in a real-
time decision making context, follow 

a scale-size model (variable total work-
load, constant workload per proces-
sor, constant execution time). Then, 
according to Gustafson’s Law,5 weak 
scaling applies, which means speedup 
can increase (almost) linearly with the 
number of processors (even when co-
ordination efforts are considered).

Applications Need Not  
Primarily to be Rewritten  
but Rethought by (Re-)design
While some sequential applications 
can be parallelized straightforward, 
limiting parallelization efforts to the 
implementation phase is myopic. As 
noted in Fuller and Millett,4 “attempts 
to extract parallelism from the serial 
implementations are unproductive 
exercises and likely to be misleading if 
they cause one to conclude that the 
original problem has an inherently se-
quential nature.” Thus, it is important 
to support MS researchers in design-
ing parallel algorithms and to release 
them from parallel implementation 
and technical issues. While this ap-
proach is useful for scholars of all sci-
entific disciplines, it is of particular 
importance in fields where research-
ers are not used to programming-in-
tensive tasks, as this is often the case 
in the MS community.

Several frameworks applicable to 
MS have already been suggested (for 
example, Apache Hadoop, Ubiquity 
Generator by ZIB, Branch-Cut-Price 
framework in COIN-OR) or are under 
development (for example, the PASC 
project “Framework for computing 

It is important  
to support  
MS researchers  
in designing parallel 
algorithms and 
to release them 
from parallel 
implementation and 
technical issues.
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But at the time, it was pure research. 
Planet Money asks Kidd if he regrets 
collaborating with the Chinese se-
cret police, and he says he “[couldn’t] 
know everything that’s going to hap-
pen in the future.” On the other hand, 
the Uighur man profiled in the story 
is outraged at what Kidd did, saying 
he should have known. How do we re-
solve this stand-off?

The Dilemma of Good and Bad Uses
Another example of a technology with 
good and bad uses is face recognition. 
For many years, I have been disturbed 

H
OW  D O RE SEARCHERS  talk to 
one another about the ethics 
of our research? How do you 
tell someone you are con-
cernened their work may do 

more harm than good for the world? If 
someone tells you your work may cause 
harm, how do you receive that feedback 
with an open mind, and really listen? I 
find myself lately on both sides of this 
dilemma—needing both to speak to 
others and listen myself more. It is not 
easy on either side. How can we make 
those conversation more productive?

We are at an unprecedented mo-
ment of societal change brought on 
by new technologies. We create things 
with both good and bad possible uses, 
and with implications we may or may 
not be able to meaningfully foresee. 
Technologies have both intended and 
unintended consequences.5 To compli-
cate things, we inevitably lose control 
of the technologies we create. The ethi-
cal responsibility of us as creators is 
difficult to understand. But one thing 
we can and should do is to talk about 
those implications—relentlessly. Even 
when the conversations are difficult.

This semester, I assigned my stu-
dents in my class “Computers, Society, 
and Professionalism” to listen to a pod-
cast from Planet Money, “Stuck in Chi-
na’s Panopticon” (see https://www.npr.
org/2019/07/05/738949320/episode- 
924-stuck-in-chinas-panopticon). The 
podcast documents unprecedented 

levels of surveillance being used to 
oppress China’s Uighur minority. 
The Chinese police are creating com-
prehensive profiles of each Uighur 
person, including their DNA, face, 
voice, and even their gate. Technology 
that can determine your ethnic back-
ground from your DNA was developed 
by Yale geneticist Kenneth Kidd. Years 
ago, Kidd allowed a researcher from 
the Chinese Ministry of Public Secu-
rity to spend time in his lab learning 
how his techniques worked, and he 
shared DNA data with them. These 
were later used to oppress the Uighur. 

Viewpoint 
‘Have You Thought About … ’ 
Talking About Ethical 
Implications of Research 
Considering the good and the bad effects of technology.
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V you. They also may share some of your 
ethical concerns, and not express 
them explicitly because to them they 
are just so obvious.

Consider the possibility that your cri-
tique is misguided. When you use the 
phrasing, “Have you thought about … ,” 
it should not just be an attempt at being 
polite but also a sincere acknowledg-
ment they may well have thought about 
it—a lot. They may be way ahead of you.

People do not adjust the way they 
think about things right away. Help-
ing someone to rethink ethical im-
plications of their work takes time—
often years. And it is not fun. It is so 
much easier to “stay in your lane” 
and shrug off problematic work. But 
maybe we can help one another to see 
important issues if we focus on polite-
ness and humility.

If you see something that you sin-
cerely (checking your knowledge and 
assumptions more than once) believe 
is going to cause immediate harm, it 
may be necessary to forget about be-
ing polite or humble about it. But that 
is a rare occurrence. Most of the time, 
things are subtle, and a more delicate 
approach is strategic.

Changing the System
ACM had the great idea a few years ago 
to create a “Future of Computing Acad-
emy” and gathered together some of 
the brightest young computing re-
searchers. The group came up with 
an ambitious plan for helping draw 
more attention to the social implica-
tions of technology. They proposed 
that, “Peer reviewers should require 
that papers and proposals rigorously 
consider all reasonable broader im-
pacts, both positive and negative.”3 
The plan is forward-thinking and in-
sightful, though there are practical 
details that need working out. Pre-
sumably under this plan, work will 
be evaluated on how honest you are 
about possible implications, not how 
bad the implications are. But what if 
the consequences are difficult to fore-
see? What if the consequences are 
potentially really scary? The details 
make my head hurt. That said, it is a 
first step toward taking these implica-
tions more seriously. The challenge is 
how to convince ACM and other pro-
fessional societies and publishers that 
this is important and necessary.

by the social implications of face recog-
nition technology. It is possible to use 
face recognition responsibly, of course. 
But any technology developed will 
eventually become widely available, 
including to less-responsible individu-
als. Yes, we can use face recognition 
technology for simple conveniences 
like unlocking our phones, and also for 
important security applications. But 
this technology also inevitably will fall 
into the hands of state and non-state 
actors who will use it in oppressive 
ways (like the Chinese Ministry of Pub-
lic Security). When you think about it, 
it is frightening.

I was against this technology for 
many years. That is until we had a blind 
student in our department, and he told 
me that working face recognition soft-
ware would change his life. If he could 
only easily know who is in the room 
with him, it would be transformative.

Face recognition has good and bad 
uses. The number of people who will 
be harmed by it in less-free societies 
(and maybe in our own) greatly out-
numbers the population of blind peo-
ple who will be helped by it. So all in 
all, I personally would not do research 
on it. But I realize I may not fully un-
derstand its implications, just like I 
initially did not understand its impor-
tance for the blind. How can any of us 
fully understand the implications of 
something so transformative?

It is tempting to just say, “face recog-
nition is going to be developed no mat-
ter what I do,” and shrug and go about 
our own business. But I think that’s 
a cop out. I am not an expert on face 
recognition, but I have colleagues who 
are. How can I talk with them about it? 
Ethics are discursive—ethical under-
standings emerge from conversation. 
But we’re not talking about ethical issues 
of new technology enough.

Here, I am using face recognition as 
a stand-in for all technologies that have 
possible strong negative consequences 
(as well as good ones). And there are 
a lot of them. We approach an era of 
rapid change in norms of privacy, jobs 
supported by the economy, the degree 
of education needed for those jobs, 
and the economic inequality that the 
structure of the new work force will 
generate if we do not have the political 
will to balance it better. While much of 
the power to shape what happens next 

is in the hands of policymakers, some 
of it is in the hands of the people in-
venting these technologies.

I teach professional ethics to our 
undergraduates, and one course topic 
is how best to raise ethical issues that 
come up in an organization. The first 
rule is always go through internal chan-
nels before you contact people outside 
your organization. For conversations 
about ethical research, the analo-
gous principle is: always talk to the 
researcher first, in private, before you 
make public pronouncements. If you 
are attending a public presentation 
about the work and there is a Q&A ses-
sion, ask a polite question. You might, 
at the start, use hedging language: 
“Have you thought about … ” Or “I’m 
concerned about … ” You could also 
offer to follow up with the author, and 
try to catch them privately. A key prin-
ciple for delicate ethical discussions 
is to give people opportunities to save 
face. Someone is more likely to listen if 
they can plausibly think that doing the 
right thing was their idea all along. If 
you antagonize them, they will just dig 
their heels in.

You always need to think about who 
you are trying to influence. If you are 
trying to influence researchers, you 
need to talk to them in ways they can 
hear. Try to validate their goals and 
present the change you are suggesting 
as a modest deviation from their cur-
rent plan (even if a bigger change is 
more what you are hoping for.)

Criticizing the ethics of someone 
else’s research requires humility. It 
is their research. Unless you are in ex-
actly the same field, they know more 
about it than you do. They may have 
considered the issues you are wor-
ried about and thought them through. 
They may be several steps ahead of 

Ethics are 
discursive—ethical 
understandings 
emerge from 
conversation.
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viewpoints

to take the implications of new tech-
nologies seriously and try to help to 
shape them. We all need to make the 
effort (even when it is uncomfortable) 
to say, “Have you thought about … ” 
And to listen with an open mind when 
someone says that to us. 
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A Portfolio of Approaches
There are many things we need to do 
to better shape the future of technol-
ogy. At the individual level, we can 
encourage technologists (especially 
students and young professionals) to 
choose to work on things they believe 
will make a positive difference.

While individual choices matter, 
the big and pressing problems re-
quire a more coordinated approach. I 
am encouraged to see the beginnings 
of collective action in the technology 
industry. For example, in 2018 over 
3,000 Google employees signed a let-
ter protesting the company’s partici-
pation in a military AI initiative called 
Project Maven,2 and as a result the 
company chose not to renew its con-
tract for this work.4

In addition to individual choice 
and collective action, the third key 
strategy is policy. In May 2019, San 
Francisco proactively outlawed the 
use of face recognition technology by 
police.1 SF police were not actually us-
ing face recognition and it does not 
reliably work yet, but policymakers 
are anticipating consequences and 
doing something about them in ad-

vance. We need more politicians who 
really understand technology, and to 
hold those politicians accountable 
for forward-thinking policy change 
rather than simply reacting to disas-
trous situations after the fact.

Geneticist Kenneth Kidd says he 
could not have predicted how his tech-
nology would be used by the Chinese 
secret police. Maybe he would have re-
alized the implications if colleagues 
had talked with him about it. Talk-
ing to one another is just one among 
a host of strategies that are needed 

There are  
many things  
we need to do  
to better shape  
the future  
of technology.
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D A R K  PAT T E R N S  A R E  user interfaces that benefit an 
online service by leading users into making decisions 
they might not otherwise make. Some dark patterns 
deceive users while others covertly manipulate or 
coerce them into choices that are not in their best 
interests. A few egregious examples have led to public 
backlash recently: TurboTax hid its U.S. government-
mandated free tax-file program for low-income users 
on its website to get them to use its paid program;9 
Facebook asked users to enter phone numbers for 
two-factor authentication but then used those 
numbers to serve targeted ads;31 Match.com knowingly 

let scammers generate fake messages of 
interest in its online dating app to get 
users to sign up for its paid service.13 
Many dark patterns have been adopted 
on a large scale across the Web. Figure 1 
shows a deceptive countdown timer 
dark pattern on JustFab. The advertised 
offer remains valid even after the timer 
expires. This pattern is a common tac-
tic—a recent study found such decep-
tive countdown timers on 140 shopping 
websites.20 

The research community has taken 
note. Recent efforts have catalogued 
dozens of problematic patterns such 
as nagging the user, obstructing the 
flow of a task, and setting privacy-in-
trusive defaults,1,18 building on an ear-
ly effort by Harry Brignull (darkpat-
terns.org). Researchers have also 
explained how dark patterns operate 
by exploiting cognitive biases4,20,33 un-
covered dark patterns on more than 
1,200 shopping websites,20 shown that 
more than 95% of the popular Android 
apps contain dark patterns,8 and pro-
vided preliminary evidence that dark 
patterns are indeed effective at manip-
ulating user behavior.19,30 

Although they have recently burst 
into mainstream awareness, dark pat-
terns are the result of three decades-
long trends: one from the world of re-
tail (deceptive practices), one from 
research and public policy (nudging), 
and the third from the design commu-
nity (growth hacking). 

Figure 2 illustrates how dark pat-
terns stand at the confluence of these 
three trends. Understanding these 
trends—and how they have collided 
into each other—is essential to help us 
appreciate what is actually new about 
dark patterns, demystifies their sur-
prising effectiveness, and shows us 
why it will be difficult to combat them. 
We end this article with recommenda-
tions for ethically minded designers. 

Deception and 
Manipulation in Retail
The retail industry has a long history 
of deceptive and manipulative prac-
tices that range on a spectrum from 

Dark 
Patterns: 
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normalized t o  unlawful (Figure 3). 
Some of these techniques, such as 
psychological pricing (that is, mak-
ing the price slightly less than a 
round number), have become nor-
malized. This is perfectly legal, and 
consumers have begrudgingly accept-
ed it. Nonetheless, it remains effec-
tive: consumers underestimate prices 
when relying on memory if psychologi-
cal pricing is employed.3 

More problematic are practices such 
as false claims of store closings, which 
are unlawful but rarely the target of en-
forcement actions. At the other extreme 
are bait-and-switch car ads such as the 
one by a Ford dealership in Cleveland 
that was the target of an FTC action.14 

The Origins of Nudging
In the 1970s, the heuristics and biases 
literature in behavioral economics 
sought to understand irrational deci-
sions and behaviors—for example, 
people who decide to drive because 
they perceive air travel as dangerous, 
even though driving is, in fact, orders 
of magnitude more dangerous per 
mile.29 Researchers uncovered a set of 
cognitive shortcuts used by people that 
make these irrational behaviors not 
just explainable but even predictable. 

For example, in one experiment, 
researchers asked participants to 
write down an essentially random 

two-digit number (the last two digits 
of each participant’s social security 
number), then asked if they would pay 
that number of dollars for a bottle of 
wine, and finally asked the partici-
pants to state the maximum amount 
they would pay for the bottle.2 They 
found the willingness to pay varied 
by approximately threefold based on 
the arbitrary number. This is the an-
choring effect: lacking knowledge of 
the market value of the bottle of 
wine, participants’ estimates be-
come anchored to the arbitrary refer-
ence point. This study makes it easy 
to see how businesses might be able 
to nudge customers to pay higher 
prices by anchoring their expecta-
tions to a high number. In general, 
however, research on psychological 
biases has not been driven by applica-
tions in retail or marketing. That 
would come later. 

Nudging: The Turn to Paternalism
The early behavioral research on this 
topic focused on understanding rath-
er than intervention. Some scholars, 
such as Cass Sunstein and Richard 
Thaler, authors of the book Nudge,28 
went further to make a policy argu-
ment: Governments, employers, and 
other benevolent institutions should 
engineer “choice architectures” in a 
way that uses behavioral science for 

the benefit of those whom they serve 
or employ. 

A famous example (Figure 4) is the 
striking difference in organ-donation 
consent rates between countries where 
people have to explicitly provide con-
sent (red bars) versus those where con-
sent is presumed (orange bars). Be-
cause most people tend not to change 
the default option, the latter leads to 
significantly higher consent rates.17 

Today, nudging has been enthusias-
tically adopted by not only governments 
and employers, but also businesses in 
the way they interact with their custom-
ers. The towel reuse message you may 
have seen in hotel rooms (“75% of 
guests in this hotel usually use their 
towels more than once”) is effective be-
cause it employs descriptive social 
norms as a prescriptive rule to get peo-
ple to change their behavior.16 

With the benefit of hindsight, nei-
ther the proponents nor the critics of 
nudging anticipated how readily and 
vigorously businesses would adopt 
these techniques in adversarial rather 
than paternalistic ways. In Nudge, Sun-
stein and Thaler briefly address the 
question of how to tell if a nudge is ethi-
cal, but the discussion is perfunctory. 
The authors seem genuinely surprised 
by recent developments and have dis-
tanced themselves from dark patterns, 
which they label “sludges.”27 
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like that. I’ve grown tired of debating such 
minuscule design decisions. There are 
more exciting design problems in this 
world to tackle.  —Douglas Bowman 

A/B testing proved key to the devel-
opment of dark patterns because it is 
far from obvious how to translate an 
abstract principle like social proof 
into a concrete nudge (“7 people are 
looking at this hotel right now!”). An-
other example: For how long should a 
fake countdown timer be set (“This 
deal expires in 15 minutes!” ... “14:59” 
... “14:58” ...), so the user acts with ur-
gency but not panic? Online experi-
ments allow designers to find the an-
swers with just a few lines of code. 

Growth Hacking
The third trend—and the one that most 
directly evolved into dark patterns—is 
growth hacking. The best-known and 
arguably the earliest growth hack was 
implemented by Hotmail. When it 
launched in 1996, the founders first 
considered traditional marketing 
methods such as billboard advertising. 
Instead, they hit upon a viral marketing 
strategy: The service automatically add-
ed the signature, “Get your free email 
with Hotmail,” to every outgoing email, 
essentially getting users to advertise on 
its behalf, resulting in viral growth.21 

Successes like these led to the emer-
gence of growth hacking as a distinct 
community. Growth hackers are 
trained in design, programming, and 
marketing and use these skills to drive 
product adoption. 

Growth hacking is not inherently de-
ceptive or manipulative but often is in 
practice. For example, in two-sided mar-
kets such as vacation rentals, upstarts 
inevitably face a chicken-and-egg prob-
lem: no travelers without hosts and no 
hosts without travelers. So it became a 
common practice to “seed” such servic-
es with listings that were either fake or 
scraped from a competitor.22,23 

Unsurprisingly, growth hacking 
has sometimes led to legal trouble. A 
hugely popular growth hack in-
volved obtaining access to users’ 

contact books—often using decep-
tion—and then spamming those con-
tacts with invitations to try a service. 
The invitations might themselves be 
deceptive by appearing to originate 
from the user, when in fact users were 
unaware of the emails being sent. 
LinkedIn settled a class action for ex-
actly this practice, which it used from 
2011 to 2014.25 

From Growth Hacking 
to Dark Patterns
But why growth rather than revenue or 
some other goal? It is a reflection of 
Silicon Valley’s growth-first mantra in 
which revenue-generating activities 
are put aside until after-market domi-
nance has been achieved. Of course, 
eventually every service runs into limits 
on growth, because of either saturation 
or competition, so growth hackers be-
gan to adapt their often-manipulative 
techniques to extracting and maximiz-
ing revenue from existing users. 

In developing their battery of psy-
chological tricks, growth hackers had 
two weapons that were not traditional-
ly available in offline retail. The first 
was that the nudge movement had 
helped uncover the principles of be-
havior change. In contrast, the market-
ing literature that directly studied the 
impact of psychological tricks on sales 
was relatively limited because it didn’t 
get at the foundational principles and 
was limited to the domain of retail. 

The second weapon was A/B testing 
(Figure 5). By serving variants of Web 
pages to two or more randomly selected 
subsets of users, designers began to dis-
cover that even seemingly trivial chang-
es to design elements can result in sub-
stantial differences in behavior. The 
idea of data-driven optimization of user 
interfaces has become deeply ingrained 
in the design process of many compa-
nies. For large online services with mil-
lions of users, it is typical to have dozens 
of A/B tests running in parallel, as noted 
in 2009 by Douglas Bowman, once a top 
visual designer at Google: 

Yes, it’s true that a team at Google 
couldn’t decide between two blues, so they’re 
testing 41 shades between each blue to see 
which one performs better. I had a recent 
debate over whether a border should be 3, 
4, or 5 pixels wide, and was asked to prove 
my case. I can’t operate in an environment 

Figure 1. A deceptive countdown timer on 
JustFab.

Figure 2. The origins of dark patterns.

Deceptive
Practices
in Retail

Research
on Nudges

Dark
Patterns

Growth
Hacking

Figure 3. Examples of deceptive and 
manipulative retail practices.

Source: https://www.dealnews.com/features/What-
Happens-When-a-Store-Closes/2203265.html

Source: https://www.crazyspeedtech.com/5-major-
stages-psychological-pricing/

Source: https://www.ftc.gov/enforcement/ 
cases-proceedings/1223269/ganley-ford-west-inc-matter
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Money, Data, Attention
Let’s recap. As the online economy 
matured, services turned their atten-
tion from growth to revenue. They 
used the principles of behavioral in-
fluence but subverted the intent of the 
researchers who discovered those 
principles by using them in ways that 
undermined consumers’ autonomy 
and informed choice. They used A/B 
testing to turn behavioral insights into 
strikingly effective user interfaces. In 
some cases these were optimized ver-
sions of tricks that have long been 
used in retail, but in other cases they 
were entirely new. 

How, exactly, do dark patterns help 
maximize a company’s ability to ex-
tract revenue from its users? The most 
obvious way is simply to nudge (or 
trick) consumers into spending more 
than they otherwise would. 

A less obvious, yet equally perva-
sive, goal of dark patterns is to invade 
privacy. For example, cookie consent 
dialogs almost universally employ 
manipulative design to increase the 
likelihood of users consenting to 
tracking. In fact, a recent paper 
shows that when asked to opt in, well 
under 1% of users would provide in-
formed consent.30 Regulations such 
as the GDPR (General Data Protec-
tion Regulation) require companies 
to get explicit consent for tracking, 
which poses an existential threat to 
many companies in the online track-
ing and advertising industry. In re-
sponse, they appear to be turning to 
the wholesale use of dark patterns.30 

A third goal of dark patterns is to 
make services addictive. This goal 
supports the other two, as users who 
stay on an app longer will buy more, 
yield more personal information, and 
see more ads. Apps like Uber use gam-
ified nudges to keep drivers on the 
road longer (Figure 6). The needle 
suggests the driver is extremely close 
to the goal, but it is an arbitrary goal 
set by Uber when a driver wants to go 
offline.24 To summarize, dark pat-
terns enable designers to extract 
three main resources from users: 
money, data, and attention. 

Dark Patterns Are Here to Stay
Two years ago, few people had heard 
the term dark patterns. Now it’s every-
where. Does this mean dark patterns 

are a flash in the pan? Perhaps, as users 
figure out what’s going on, companies 
will realize that dark patterns are coun-
terproductive and stop using them. 
The market could correct itself. 

The history sketched here sug-
gests that this optimistic view is un-
likely. The antecedents of dark pat-
terns are decades old. While public 
awareness of dark patterns is rela-
tively new, the phenomenon itself 
has developed gradually. In fact, the 
darkpatterns.org website was estab-
lished in 2010. 

The history also helps explain what is 
new about dark patterns. It isn’t just 
tricky design or deceptive retail practic-
es online. Rather, design has been weap-
onized using behavioral research to 
serve the aims of the surveillance econo-
my. This broader context is important. It 
helps explain why the situation is as bad 
as it is and suggests that things will get 
worse before they can get better. 

One worrying trend is the emergence 
of companies that offer dark patterns 
as a service, enabling websites to 
adopt them with a few lines of JavaS-
cript.20 Another possible turn for the 
worse is personalized dark patterns 
that push each user’s specific but-
tons.26 This has long been predicted5 
but remains rare today (manipulative 
targeted advertising can arguably be 
viewed as a dark pattern, but ads are not 
user interfaces). The absence of person-
alized UI is presumably because com-
panies are busy picking lower-hanging 
fruit, but this can change any time. 

Recommendations for Designers
Designers should be concerned about 
the proliferation of dark patterns. They 
are unethical and reflect badly on the 
profession. But this article is not a 
doom-and-gloom story. There are steps 
you can take, both to hold yourself and 
your organization to a higher standard, 

Figure 4. Organ-donation consent rates by countries.

100

4.25

27.5

Explicit Consent
Presumed Consent

17.17
12

99.98 98 99.91 99.99 99.5 99.64

85.9
80

60

40

20

0

E
ff

ec
ti

ve
 C

on
se

n
t 

R
at

e 
(%

)

D
en

m
ar

k

N
et

he
rl

an
ds

U
ni

te
d

K
in

gd
om

G
er

m
an

y

A
us

tr
ia

B
el

gi
um

Fr
an

ce

H
un

ga
ry

P
ol

an
d

P
or

tu
ga

l

S
w

ed
en

Figure 5. Hypothetical illustration of A/B testing on a website.
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process. While dark patterns are a 
highly visible consequence of the ethi-
cal crisis in design, resolving the crisis 
entails far more than avoiding a simple 
list of patterns. It requires structural 
changes to the design process. 

Start by articulating the values that 
matter to you and that will guide your 
design.15 Not every organization will 
have an identical set of values, but 
these values must be broadly aligned 
with what society considers important. 

In fact, much of the present crisis 
can be traced to a misalignment of val-
ues between society and companies. 
Autonomy and privacy are two values 
where this is particularly stark. Consid-
er frictionless design, a bedrock value 
in the tech industry. Unfortunately, it 
robs users of precisely those moments 
that may give them opportunities for re-
flection and enable them to reject their 
baser impulses. Frictionlessness is an-
tithetical to autonomy. Similarly, de-
signing for pleasure and fun is a com-
mon design value, but when does fun 
cross the line into addiction? 

Once you have articulated your val-
ues, continue to debate them internal-
ly. Publicize them externally, seek in-
put from users, and, most importantly, 
hold yourself accountable to them. Ef-
fective accountability is challenging, 
however. For example, advisory boards 
established by technology companies 
have been criticized for not being suf-
ficiently independent. 

Everyday design decisions should be 
guided by referring to established val-
ues. In many cases it is intuitively obvi-
ous whether a design choice does or 
does not conform to a design value, but 
this is not always so. Fortunately, re-
search has revealed a lot about the fac-
tors that make a design pattern dark, 
such as exploiting known cognitive bi-
ases and withholding crucial informa-
tion.4,20 Stay abreast of this research, 
evaluate the impact of design on your 
users, and engage in critical debate 
about where to draw the line based on 
the company’s values and your own 
sense of ethics. Rolling back a change 
should always be an option if it turns 
out that it didn’t live up to your values. 

As you gain experience making these 
decisions in a particular context, high-
er-level principles can be codified into 
design guidelines. There is a long tradi-
tion of usability guidelines in the design 

and to push back against the pressure 
to deploy dark patterns in the industry. 

Go beyond superficial A/B testing 
metrics. Earlier we discussed how de-
signers use A/B tests to optimize dark 
patterns. But there’s a twist: a design 
process hyperfocused on A/B testing 
can result in dark patterns even if that 
is not the intent. That’s because most 
A/B tests are based on metrics that are 
relevant to the company’s bottom 
line, even if they result in harm to us-
ers. As a trivial example, an A/B test 
might reveal that reducing the size of 
a “Sponsored” label that identifies a 

search result as an advertisement 
causes an increase in the CTR (click-
through rate). While a metric such as 
CTR can be measured instantaneously, 
it reveals nothing about the long-term 
effects of the design change. It is pos-
sible that users lose trust in the system 
over time when they realize they are be-
ing manipulated into clicking on ads. 

In a real example similar to this hy-
pothetical one, Google recently 
changed its ad labels in a way that made 
it difficult for users to distinguish ads 
from organic search results, and pre-
sumably increased CTR for ads (Figure 
7). A backlash ensued, however, and 
Google rolled back this interface.32 

To avoid falling into this trap, evalu-
ate A/B tests on at least one metric that 
measures long-term impacts. In addi-
tion to measuring the CTR, you could 
also measure user retention. That will 
tell you if a different-sized label results 
in more users abandoning the website. 

Still, many attributes that matter in 
the long term, such as trust, are not 
straightforward to observe and mea-
sure, especially in the online context. 
Think critically about the designs you 
choose to test, and when you find that a 
certain design performs better, try to 
understand why. 

While the overreliance on A/B test-
ing is a critical issue to be addressed, 
let’s next turn to a much broader and 
longer-term concern. 

Incorporate ethics into the design 

Figure 7.  Google’s recent change to its ad labels.

Figure 6. One of Uber’s gamified nudges to 
keep drivers on the road.

Source: https://www.nytimes.com/interactive/2017/04/02/
technology/uber-drivers-psychological-tricks.html
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community. There are also privacy- by-
design guidelines, but they are not yet 
widely adopted.10 There is relatively 
little in the way of guidelines for re-
specting user autonomy. 

All of this is beyond the scope of 
what individual designers can usually 
accomplish; the responsibility for in-
corporating ethics into the design 
process rests with organizations. As 
an individual, you can start by raising 
awareness within your organization. 

Self-regulate or get regulated. Dark 
patterns are an abuse of the tremen-
dous power that designers hold in their 
hands. As public awareness of dark pat-
terns grows, so does the potential fall-
out. Journalists and academics have 
been scrutinizing dark patterns, and 
the backlash from these exposés can de-
stroy brand reputations and bring com-
panies under the lenses of regulators. 

Many dark patterns are already unlaw-
ful. In the U.S., the Federal Trade Commis-
sion (FTC) Act prohibits “unfair or decep-
tive” commercial practices.11 In a recent 
example, the FTC reached a settlement 
with Unroll. Me—a service that unsub-
scribed users’ email addresses from news-
letters and subscriptions—because it was 
in fact selling information it read from 
their inboxes to third parties.12 Europe-
an Union authorities have tended to be 
stricter: French regulator CNIL (Com-
mission Nationale de l’Informatique et 
des Libertés) fined Google 50 million 
euros for hiding important informa-
tion about privacy and ad personaliza-
tion behind five to six screens.6 

There is also a growing sense that 
existing regulation is not enough, and 
new legislative proposals aim to curb 
dark patterns.7 While policymakers 
should act—whether by introducing new 
laws or by broadening and strengthen-
ing the enforcement of existing ones—
relying on regulation is not sufficient 
and comes with compliance burdens. 

Let’s urge the design community to 
set standards for itself, both to avoid 
onerous regulation and because it’s 
the right thing to do. A first step would 
be to rectify the misalignment of values 
between the industry and society, and 
develop guidelines for ethical design. 
It may also be valuable to partner with 
neutral third-party consumer advocacy 
agencies to develop processes to cer-
tify apps that are free of known dark 
patterns. Self-regulation also requires 

cultural change. When hiring design-
ers, ask about the ethics of their past 
work. Similarly, when deciding be-
tween jobs, use design ethics as one 
criterion for evaluating a company and 
the quality of its work environment. 

Design is power. In the past decade, 
software engineers have had to confront 
the fact that the power they hold comes 
with responsibilities to users and to so-
ciety. In this decade, it is time for de-
signers to learn this lesson as well.  
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PRESERVING THE INTEGRITY of application data is a 
paramount duty of computing systems. Failures such 
as power outages are major perils: A sudden crash 
during an update may corrupt data or effectively destroy 
it by corrupting metadata. Applications protect data 
integrity by using update mechanisms that are atomic 
with respect to failure. Such mechanisms promise to 
restore data to an application-defined consistent state 
following a crash, enabling application recovery. 

Unfortunately, the checkered history of failure-atomic 
update mechanisms precludes blind trust. Widely used 
relational databases and key-value stores often fail to 
uphold their transactionality guarantees.24 Lower on the 
stack, durable storage devices may corrupt or destroy 
data when power is lost.25 Emerging NVM (non-volatile 
memory) hardware and corresponding failure-atomic 
update mechanisms7,8 strive to avoid repeating the 
mistakes of earlier technologies, as do software 

abstractions of persistent memory for 
conventional hardware.10,11 Until any 
new technology matures, however, 
healthy skepticism demands first-
hand evidence that it delivers on its 
integrity promises. 

Prudent developers follow the max-
im, “Train as you would fight.” If re-
quirements dictate that an application 
must tolerate specified failures, then 
the application should demonstrably 
survive such failures in pre-production 
tests and/or in game-day failure-injec-
tion testing on production systems.1 
Sudden whole-system power interrup-
tions are the most strenuous challenge 
for any crash-tolerance mechanism, 
and there’s no substitute for extensive 
and realistic power-failure tests. In the 
past, my colleagues and I tested our 
crash-tolerance mechanisms against 
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power failures,3,17,20,21 but we did not 
document the tribal knowledge re-
quired to practice this art. 

This article describes the design 
and implementation of a simple and 
cost-effective testbed for subjecting 
applications running on a complete 
hardware/software stack to repeated 
sudden whole-system power interrup-
tions. A complete testbed costs less 
than $100, runs unattended indefi-
nitely, and performs a full test cycle in 
a minute or less. The testbed is then 
used to evaluate a recent crash-toler-
ance mechanism for persistent memo-
ry.10 Software developers can use this 
type of testbed to evaluate crash-toler-
ance software before releasing it for 
production use. Application operators 
can learn from this article principles 
and techniques that they can apply to 

power-fail testing their production 
hardware and software. 

Of course, power-failure testing alone 
is but one link in the chain of overall reli-
ability and assurance thereof. Reliability 
depends on thoughtful design and care-
ful implementation; assurance depends 
on verification where possible and a di-
verse and thorough battery of realistic 
tests.2,13 The techniques presented in 
this article, together with other comple-
mentary assurance  measures, can help 
diligent developers and operators keep 
application data safe. 

Persistent memory and correspond-
ing crash-tolerance mechanisms are 
briefly reviewed, emphasizing the soft-
ware that will be tested later in the ar-
ticle. This is followed by a description 
of the power-interruption testbed and 
test results on the persistent memory 

crash-tolerance mechanism. All soft-
ware described in this article is avail-
able at https://queue.acm.org/down-
loads/2020/Kelly_powerfail.tar.gz. 

Persistent Memory
Whereas non-volatile memory is a type 
of hardware, persistent memory is a 
more general hardware-agnostic ab-
straction, which admits implementa-
tion on conventional computers that 
lack NVM.11 The corresponding persis-
tent memory style of programming in-
volves laying out application data 
structures in memory-mapped files, al-
lowing application logic to manipulate 
persistent data directly via CPU in-
structions (LOAD and STORE). 

The main attraction of persistent 
memory programming is simplicity: 
It requires neither separate external I
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in the BtrFS, XFS, and OCFS2 file sys-
tems.12 A side benefit of building FAMS 
atop file snapshotting is efficiency: 
Snapshots employ a copy-on-write 
mechanism and thus avoid the double 
write of logging.20 While in principle 
famus_snap may seem so clear and 
succinct that its correctness can be eval-
uated by inspection, in practice its cor-
rectness depends on the file-system im-
plementation of snapshotting, and 
therefore whole-system power-failure 
testing is in order. 

Power-Failure Testbed
The most important requirement for 
a power-failure testbed is that soft-
ware running on the host computer 
must be able to cut the host’s power 
abruptly at times of its own choosing. 
Power must then somehow be re-
stored to the host, which must re-
spond by rebooting and starting the 
next test cycle. The host computer 
should be rugged, able to withstand 
many thousands of power interrup-
tions, and it should be able to per-
form power-off/on cycles rapidly. It 
should also be affordable to develop-
ers with modest budgets, and it 
should be cheap enough to be ex-
pendable, as the stress of repeated 
power cycling may eventually damage 
it. Indeed, you should positively prefer 
to use the flimsiest hardware possi-
ble: By definition, such hardware in-
creases the likelihood of test failure, 
therefore successful tests on cheap 
machines inspire the most confi-
dence. The remainder of this section 
describes the host computer, auxil-
iary circuitry, and software that to-
gether achieve these goals. 

Host computer. Choosing a good 
host computer isn’t easy. Renting 
from a cloud provider would satisfy 
the frugality objectives, but unfortu-
nately, cloud hardware is so thorough-
ly mummified in layers of virtualiza-
tion that, by design, customer software 
cannot physically disconnect power 
from the bare metal. High-end servers 
expose management interfaces that 
allow them to be rebooted or powered 
off remotely, but such shutdowns are 
much gentler than abrupt power cut-
offs; if you could somehow abruptly 
cut a high-end server’s power, you 
would risk damaging the expensive 
machine. Laptops are cheap and 

persistent stores such as relational da-
tabases nor translation between the 
in-memory data format and a differ-
ent persistence format. An added ben-
efit of persistent memory on conven-
tional hardware is storage flexibility. 
Persistent application data ultimately 
resides in files, and the durable stor-
age layer beneath the file system can 
be chosen with complete freedom: 
Even if persistent application data 
must be geo-replicated across high-
availability elastic cloud storage, ap-
plications can still access it via LOAD 
and STORE. Not surprisingly, persis-
tent memory in all of its forms is at-
tracting increasing attention from in-
dustry and software practitioners.16 

The right crash-tolerance mecha-
nism for persistent memory on con-
ventional hardware is FAMS (failure-
atomic msync()).17 Whereas the 
conventional Posix msync() system 
call pushes the modified pages of a file-
backed memory mapping down into 
the backing file without any integrity 
guarantees in the presence of failure, 
FAMS guarantees that the state of the 
backing file always reflects the most re-
cent successful msync() call. FAMS al-
lows applications to evolve persistent 
data from one consistent state to the 
next without fear of corruption by un-
timely crashes. My colleagues and I 
have implemented FAMS in the Linux 
kernel,17 in a commercial file system,20 
and in user-space libraries.9,23 At least 
two additional independent imple-
mentations of FAMS exist.4,5,22 While 
this article emphasizes Posix-like envi-
ronments, analogous features exist on 
other operating systems. For example, 
Microsoft Windows has an interface sim-
ilar to mmap() and has implemented a 
failure-atomic file-update mechanism.17 

This article uses the power-failure 
testbed described in the next section to 
evaluate the most recent FAMS imple-
mentation: famus_snap (failure-atomic 
msync() in user space via snapshots).10 
The famus_snap implementation is 
designed to be audited easily. Whereas 
previous FAMS implementations in-
volved either arcane kernel/file-system 
code or hundreds of lines of user-
space code, famus_snap weighs in at 
51 nonblank lines of straightforward 
code, excluding comments. It achieves 
brevity by leveraging an efficient per-file 
snapshotting feature currently available 

The techniques 
presented in this 
article, together 
with other 
complementary 
assurance 
measures,  
can help diligent 
developers  
and operators  
keep application 
data safe.
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throwaways abundant, but laptops 
lack BIOS features to trigger an auto-
matic reboot upon restoration of ex-
ternal power. Workstations and desk-
top PCs have such BIOS features, but 
they are bulky, power-hungry, and 
they boot slowly. 

Single-board computers such as the 
Raspberry Pi are well suited for our pur-
poses: They are small, rugged, cheap 
enough to be expendable, and draw 
very little power. The Pi runs the Linux 
operating system and nearly all Linux 
software. It boots quickly and automat-
ically when powered on. Its GPIO (gen-
eral-purpose input/output) pins enable 
unprivileged software to control exter-
nal circuitry conveniently. Most impor-
tantly, it’s a minimalist no-frills ma-
chine. If software and storage devices 
pass power-failure tests on a Pi, they 
would likely fare no worse on more ex-
pensive feature-rich hardware. The 
testbed in this article uses the Raspber-
ry Pi 3 Model B+, which will be in pro-
duction until at least 2026.18 

The main downsides of single-
board computers are restrictions on 
CPU capabilities and peripheral inter-
faces. For example, the Pi 3B+ CPU 
doesn’t support Linux “soft dirty bits,” 
and storage is limited to the onboard mi-
croSD card and USB-attached devices. 
It’s possible, however, to connect a 
wide range of storage devices via, for 
example, SATA-to-USB adapters. Over-
all, the attractions of single-board 
computers for the present purpose out-
weigh their limitations. 

Power-interruption circuits. In the 

past, my colleagues and I tested our 
crash-consistency mechanisms using 
AC power strips with networked con-
trol interfaces.3,17,20,21 These power 
strips tend to be fussy and poorly docu-
mented. Our previous test systems in-
cluded a separate control computer in 
addition to the computer that hosted 
the software and storage devices under 
test; the control machine used the 
power strip to cut and restore power to 
the host. In retrospect, these earlier 
test frameworks seem unnecessarily 
complex, rather like “buying a car to 
listen to the radio.” The minimalist 
power-interruption circuits described 
in this section are cheaper, more ele-
gant, support more strenuous tests, 
and enable the host machine to control 
power cutoffs directly. 

The testbed presented here uses 
electromechanical relays to physically 
disconnect power from the host com-
puter. Relays faithfully mimic the ef-
fects of abrupt power interruptions 
and completely isolate the host. 

Power-supply circuitry can contain a 
surprising amount of residual energy, 
enough to enable even server-class 
computers to shut down somewhat 
gracefully when utility mains power 
fails.15 Our power-interruption circuit 
therefore interposes between the host 
computer and its power supply, which 
eliminates the possibility that residual 
energy in the power supply might 
somehow enable an orderly host shut-
down rather than a sudden halt. 

It turns out that a remarkably 
simple circuit suffices to disconnect 

power momentarily from the host 
computer, which reliably triggers an 
immediate reboot. The circuit, 
shown in Figure 1, is built around a 
monostable (nonlatching) relay. 
When sufficient current energizes 
the relay’s coil, movable poles switch 
from their normally closed position 
to their normally open position. 
(Figure 1 follows the convention 
found on many relay datasheets: The 
normally closed contacts are shown 
closest to the coil and you are to 
imagine that current in the coil 
pushes the relay’s poles up toward 
the normally open contacts.) We use 
a relay19 whose contacts can carry 
enough power for the Pi and whose 
coil can be operated by a Pi’s 3.3-volt 
GPIO pins without exceeding their 
16-milliamp current limit. The re-
lay’s 180Ω coil, together with the 31Ω 
internal resistance of a GPIO pin,14 
appropriately limits the current. 

As shown in Figure 1, the Pi’s power 
supply is routed through the relay’s 
normally closed contacts. When soft-
ware on the Pi uses a GPIO pin to ener-
gize the relay’s coil, power to the Pi is 
cut as the relay’s poles jump away from 
the normally closed contacts. The 
GPIO pin on the now-powerless Pi then 
stops pushing current through the coil, 
so the poles quickly fall back to the nor-
mally closed position, restoring power 
to the Pi and triggering a reboot. When 
current ceases to flow through the relay 
coil, the magnetic field in the coil col-
lapses, releasing energy that could 
harm the delicate circuitry on the Pi 

Figure 1. Relay-only circuit.
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polarized capacitor to malfunction. 
Pay close attention to polarity when 
assembling circuits. 

Figure 4 shows the complete test-
bed on a sheet of U.S. letter-size graph 
paper: the PiNap breadboard is at bot-
tom center, the Raspberry Pi with 
USB-attached storage device at right, 
and the power supply at left. The Pi’s 
USB mouse and keyboard have been 
removed for clarity. To interpose 
PiNap between the power supply and 
the Pi, I cut the power cord and sol-
dered breadboard-friendly 22 AWG 
solid copper wires to its stranded 
wires; this was by far the slowest step 
in assembling the testbed hardware. 
Everything shown in Figure 4 can be 
purchased for less than $100 U.S. 

Two final tips for building this testbed: 
 ˲ First, the relay’s pin rows are spaced 

too closely to span the center furrow of a 
breadboard, so I fashioned an adapter 
from a wire-wrap socket (visible be-
tween the relay and breadboard in Fig-
ure 3). I have also tried the alternative of 
clamping and/or soldering wires to the 
relay’s pins, but the makeshift adapter 
shown in Figure 3 is neater and seems 
less likely to damage the relay. 

 ˲ Second, the output voltage on 
some of the Raspberry Pi 3B+’s GPIO 
pins fluctuates during boot. The pow-
er-interruption circuits require a pin 
that remains at zero volts until soft-
ware running on the Pi sets it to output 
logical “HI” (3.3 V). Physical pin 40 
works well as a GPIO output pin, and 
physical pin 39 provides zero-volt 
ground. These pins are nearest the Pi’s 
USB ports; see the jumpers in Figure 4. 

Omitted from this article for both 
brevity and aesthetics is a third power-
interruption circuit that I designed 
and built before the circuits of Figures 
1 and 2. It used two relays, an integrat-
ed circuit timer chip, several resistors, 
capacitors, and diodes, and a separate 
12 VDC power supply in addition to 
the Pi’s 5.1V power supply. My first cir-
cuit worked reliably in thousands of 
tests, and in some ways it is easier to 
explain than PiNap, but it is costlier, 
more complex, and harder to assem-
ble than the circuits presented in this 
article. The main contribution of my 
first circuit was to showcase under-
simplification, inspiring a search for 
leaner alternatives. 

System configuration and test soft-

that controls the GPIO pin. A custom-
ary protection diode connected in paral-
lel to the relay’s coil prevents such 
damage. (For a description of diode 
protection for inductive loads, see The 
Art of Electronics.6 My circuits use 
IN4001 diodes.) 

The main worry surrounding the cir-
cuit of Figure 1 is that it restores power 
to the host computer very quickly, which 
might somehow mask failures that a 
longer power outage would expose. 

Figure 2 shows a second circuit, 
called PiNap, that interrupts power to 
the Pi for several seconds. 

As shown in Figure 2(a), the circuit 
includes two capacitors: One helps to 
switch the relay and the other takes over 
the role of energizing the relay’s coil 
while the Pi is powered off. Figure 2(b) 
depicts normal operation: The external 
5.1V source supplies power to the Pi 
through the relay’s normally closed 
contacts; it also charges both capaci-
tors. Figure 2(c) shows the transient 
situation as software on the host com-
puter energizes the relay’s coil via a 
GPIO pin: The external power supply is 
immediately disconnected from the 
host, but energy from capacitor C2 en-
ables the GPIO pin to push the relay’s 
poles all the way up to close the nor-

mally open contacts. Then, as shown in 
Figure 2(d), capacitor C1 discharges 
through the coil, keeping the Pi pow-
ered off for a few seconds. When the 
energy in C1 is spent, the relay’s poles 
drop back to the normally closed con-
tacts, restoring power to the Pi, which 
reboots for the next test cycle. 

Simple calculations determine the 
specifications of all components in 
the PiNap circuit. The relay is the 
same as in the circuit of Figure 1, for 
the same reasons.19 Capacitor C1 is 
charged to 5.1V so you first choose 
the resistor to reduce the voltage 
drop across the relay coil to approxi-
mately 3V; by Ohm’s law 120Ω is ap-
propriate. Now you choose C1 such 
that the resistor-capacitor (RC) time 
constant of C1 and the resistor is on 
the order of a few seconds; anything 
in the neighborhood of 10–40 milli-
farads (10,000–40,000 μF) will do. 
Electrolytic capacitors in this range 
are awkwardly large—roughly the 
size of a salt shaker—so I use a much 
smaller 22,000 μF supercap. Finally, 
capacitor C2 must be capable of hold-
ing enough energy to keep the coil en-
ergized while the relay’s poles are in 
flight (roughly one millisecond, ac-
cording to the relay datasheet); 220 μF 
or greater does the trick. 

Figure 3 shows a closeup of PiNap 
on a breadboard. The relay is the white 
box near the center. Capacitor C2 is 
the cylinder on the right edge; the 
black rectangle at the top right is su-
percap C1. The resistor and protection 
diode are the small cylinders oriented 
vertically and horizontally, respective-
ly. All of the components fit comfort-
ably on the U.S. quarter at the bottom 
of the photo, and the complete circuit 
occupies the top half of a breadboard 
the size of a playing card. The host 
computer’s GPIO and ground pins are 
connected via the red and black verti-
cal jumpers flanking the relay, respec-
tively. External 5.1V power enters the 
breadboard via the inner rails on ei-
ther side of the breadboard and exits 
via the outer rails. 

Some relays and capacitors require 
correct DC polarity; mine do. Send-
ing current the wrong way through a 
polarity-sensitive relay coil will fail 
to switch the poles, and the protec-
tion diode will provide a short-circuit 
path. Incorrect polarity can cause a 

Figure 3. PiNap circuits on breadboard.

Figure 4. Complete PiNap testbed.
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ware. The particulars of configuring the 
host computer and test software to test 
the famus_snap library against pow-
er failures are somewhat tedious. A 
brief high-level summary of test setup 
procedures is provided in this section. 
Detailed instructions are part of the 
source-code tarball that accompanies 
this article. (Ambitious readers: Log in 
to your Pi as default user “pi,” untar in 
home directory /home/pi/, and see the 
README file.) 

The host hardware configuration is 
relatively straightforward. The host 
computer must be attached to the ex-
ternal circuit of Figure 1 or Figure 2 via 
GPIO and ground pins, with the Pi’s 
power routed through the circuit. A 
storage device connects via one of the 
Pi’s USB ports. Note that configuring 
the host for testing destroys all data on 
the storage device. 

Host computer software configura-
tion involves several steps. The host 
runs the Raspbian variant of Linux; I 
have used several versions of this op-
erating system from 2018 and 2019. 
Several nondefault software packages 
must be installed, notably xfsprogs, 
which is used to create a new XFS file 
system on the USB-attached storage 
device. XFS is used because famus_
snap relies on efficient reflink snap-
shots, and XFS is one of a handful of 
file systems that support this feature. 
It is possible to configure a Pi to boot 
in a stripped-down fashion (for exam-
ple, without starting a graphical user 
interface). A lean boot might be fast-
er, but the difference is small and a 
default boot is fast enough (less than 
one minute). 

The sample code tarball contains 
additional software specific to the 
famus_snap tests. The main power-
failure test program is called pft. It 
maps a backing file into memory, re-
peatedly fills the in-memory image 
with a special pseudo-random pattern, 
and calls the famus_snap analog of 
msync() to commit the in-memory 
image to a snapshot file. The goal of 
these tests is to see if power failures 
corrupt the application-level data of 
pft; thus, the pseudo-random pattern 
is designed so that corruption is easy 
to detect. 

The cron utility is set up to run a 
script called rab every time the Pi 
boots, which happens when the exter-

nal circuit restores power. The main 
job of rab is to invoke a test script, 
pft_run. Script pft_run starts test 
program pft, waits for a few seconds, 
and then uses a GPIO pin to activate 
the external circuit that cuts and re-
stores power to the Pi. 

The rab script supports an alterna-
tive to power-failure tests: It can be 
used to reboot the Pi suddenly while 
pft is running, which is less stressful 
than a power failure but easier to set 
up, as the external circuitry is unnec-
essary. 

After a suitable number of off/on 
cycles have completed, you can check 
to see whether pft’s data have been 
corrupted by running the check script. 
The check script runs pft in recovery 
mode, which inspects the appropriate 
snapshot files to see if they contain the 
expected pseudo-random pattern. 

Results
The tests of famus_snap used all 
three external power-interruption cir-
cuits discussed in this article: the cir-
cuits of Figures 1 and 2 and the third 
complex circuit mentioned briefly be-
fore. The tests were run on three differ-
ent storage devices: a cheap ($30) 64GB 
flash thumb drive; an allegedly rugged 
and rather expensive ($220) 512GB 
flash memory stick; and a moderately 
priced ($90) 500GB portable SSD (sol-
id-state drive). A total of more than 
58,000 power-off/on test cycles ran. 
Each power-off/on cycle takes roughly 
one minute, which is considerably fast-
er than the five-minute cycle times of 
test environments that my colleagues 
and I built in the past.3,17,20,21 All tests 
passed perfectly; not a single byte of 
data was corrupted. 

Inspecting the detritus left behind 
by tests sheds light on what the soft-
ware under test was doing when power 
was cut. The famus_snap library cre-
ates a snapshot of the backing file 
when application software calls its 
msync() replacement; the caller 
chooses the snapshot file names and 
decides when to delete them. The pft 
test application alternates between 
two snapshot files; famus_snap’s 
rules state that post-crash recovery 
should replace the backing file with the 
most recent readable snapshot file.10 

During a month-long test run that 
completed 49,626 power-off/on test cy-

Simple calculations 
determine  
the specifications  
of all components  
in the PiNap circuit.
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cles using the pricey flash memory stick, 
power cuts left the pair of snapshot files 
in all four logically possible situations: 
only one snapshot file exists, and it is 
suitable for recovery (0.054% of tests); 
both files exist and are full (that is, the 
same size as the backing file), but only 
one is readable (4.7%); both snapshot 
files are full and readable, so recovery 
must compare their last-mod time-
stamps (43.8%); and one file is full and 
readable, but the other is undersized 
and writable (51.4%). 

These results conform to my expec-
tations based on the relative amounts 
of time the pft application and the 
famus_snap library spend in differ-
ent states. One way to alter the balance 
of test coverage would be to trigger 
power failures from within either the 
pft application or the famus_snap 
library, analogous to the inline “crash-
point” tests used in the famus library9 
(not to be confused with famus_snap). 

As Dijkstra famously noted, testing 
can show the presence of bugs but not 
their absence. My results don’t prove 
that famus_snap will always uphold 
its data integrity guarantees, nor that 
the Raspbian operating system, the 
XFS file system, the Raspberry Pi com-
puter, or the tested storage devices are 
reliable under power fault. I can merely 
report that these artifacts did not avail 
themselves of numerous opportunities 
to disappoint. Successful results on a 
minimalist library such as famus_snap 
and modest hardware such as the Pi 
furthermore raise the bar for full-fea-
tured, expensive hardware and/or soft-
ware. A commercial relational data-
base running on a server-class host and 
enterprise-grade storage had better 
survive tens of thousands of sudden 
whole-system power interruptions 
flawlessly—or the vendors have some 
explaining to do! 

Conclusion 
Power failures pose the most severe 
threat to application data integrity, and 
painful experience teaches that the in-
tegrity promises of failure-atomic up-
date mechanisms can’t be taken at face 
value. Diligent developers and opera-
tors insist on confirming integrity 
claims by extensive firsthand tests. 
This article presents a simple and inex-
pensive testbed capable of subjecting 
storage devices, system software, and 

application software to 10,000 sudden 
whole-system power-interruption tests 
per week. 

The recent famus_snap implemen-
tation of failure-atomic msync() 
passed tens of thousands of power-
failure tests with flying colors, sug-
gesting that all components of the 
hardware/ software stack—test appli-
cation code, famus_snap library 
code, XFS file system, operating system, 
storage devices, and host computer—
are either functioning as intended or 
remarkably lucky. 

Future work might adapt the tech-
niques of this article to design testbeds 
around other types of single-board 
computers (for example, those based 
on other CPU types). Arguably the most 
important direction for future work is 
the deployment and widespread appli-
cation of thorough torture-test suites 
for artifacts that purport to preserve 
data integrity in the presence of fail-
ures. It’s ironic that performance 
benchmarks for transaction-process-
ing systems abound, but crash-consis-
tency test suites are comparatively rare, 
as though speed were more important 
than correctness. The techniques of 
this article and methods from the re-
search literature24 have identified ef-
fective test strategies. It’s time to put 
this knowledge into practice.  
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IN  TODAY’S SOFTWARE development industry, jobs 
have become more cognitively complex and require 
workers who are more collaborative and creative in 
their problem-solving techniques.14 Employees also 
must be able to combine diverse specializations 
rather than just having routine knowledge in one 
domain.22 While the “hard” technical skills associated 
with programming remain a prerequisite for new 
hires, the industry also wants software developers 
who can readily demonstrate a range of so-called 
“soft” skills, including the capacity to communicate 
clearly, facilitate an open and inclusive workplace 
environment, and demonstrate the resiliency and 
flexibility to work on a range of tasks.24

Our own past research4 interview-
ing software industry hiring managers 
indicates that discerning such soft 
skills among new hires is an over-
whelming priority across companies. 
The industry hiring managers and di-
rectors we interviewed over the past 
two years stated that while the capaci-
ty to code is a necessity for employ-
ment, these managers actually spend 
the vast majority of their recruitment 
time assessing a candidate’s soft 
skills, as these suggest the presence of 
adaptive expertise (AE) and the candi-
date’s potential for persistence and 
continual learning on the job.4 What 
was also intriguing to us in discussion 
with a wide range of hiring managers 
was their expressed willingness to 
consider graduates from alternative 
educational settings—in particular, 
so-called “coding bootcamps”—
alongside more traditional hires from 
undergraduate computer science (CS) 
programs.4 While there is no single 
representative model of a coding 
bootcamp, these intense training pro-
grams extend, on average,14 weeks in 
duration, cost approximately $12,000, 
and emphasize teaching the program-
ming skills that employers look for 
from new software developer hires 
(particularly front-end programming) 
while also enabling their graduates to 

Becoming 
an 
‘Adaptive’ 
Expert

DOI:10.1145/3366171

Investigating student knowledge transfer 
and metacognitive activities at college CS 
departments and at coding bootcamps.

BY QUINN BURKE AND CINAMON SUNRISE BAILEY

 key insights
 ˽ While coding bootcamps were once 

touted as an “alternative” post-
secondary educational option, they are 
now increasingly tapping into college 
graduates unemployed (or under-
employed), despite their college degree.

 ˽ In surveys, coding bootcamp students and 
undergrad CS students didn’t perceive 
their learning preferences as different, 
each indicating they liked hands-on 
activities and collaborative environments. 
Later, however, undergrads expressed 
greater discontent with group work and 
indicated collaboration often only came at 
the end of their programs.

 ˽ Given the difference in program duration, 
undergrads unsurprisingly reported being 
exposed to a wider range of computing 
activities and concepts; but much 
“depends on the professor” in terms of 
inculcating AE opportunities.
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to learn throughout their lifetime, 
Hatano and Inagaki point out, but 
will often only apply their new knowl-
edge in a manner that makes the ex-
isting procedures/routines more ef-
ficient. On the other hand, an 
individual with adaptive expertise 
(AE) will utilize the knowledge they 
obtain and apply it to new, innovative 
procedures and unexpected prob-
lems. According to Bransford,3 “adap-
tive expertise involves habits of mind, 
attitudes, and ways of thinking and 
organizing one’s knowledge that are 
different from routine expertise and 
that take time to develop.” While rou-
tine experts possess strong procedural 
knowledge, adaptive experts are like-
wise endowed with a strong conceptual 
knowledge base, allowing them to uti-
lize their understanding to adapt previ-
ous mental models and frameworks to 
new situations.11 There have been dif-
fering views on whether or not ele-
ments of AE are learned skills versus 
personal attributes that individuals ei-
ther have or do not have upon pro-
grammatic entry. Some research indi-
cates that AE can be developed and 
practiced, but in order to do this, 
learners must be exposed to metacogni-
tive practices alongside cognitive prac-
tices.12 In particular, research indicates 
that the development of adaptive ex-
pertise can be enhanced through guid-
ed self-learning, knowledge-transfer, 
and collaboration on a range of tasks.

Developing students’ adaptive ex-
pertise through metacognitive activi-
ties and collaboration. Research indi-
cates that guided self-learning 
practices may enhance the develop-
ment of AE by promoting metacogni-
tion through the students’ mindful 
processing and abstraction in order to 
apply to new problem sets and innova-
tive solutions. These practices include 
video reviewing of self or others on the 
job;2 peer coaching;15 engaging with 
colleagues (in the field) in collabora-
tive activities;1 meetings with and/or 
teaching alongside mentors;4 engag-
ing in reflective conversation that 
draws upon shared real world situa-
tions;16 and error based learning/error 
management training.8

Developing students’ adaptive ex-
pertise through knowledge-transfer. 
Research also indicates the develop-
ment of AE can be further fortified by 

grasp the most essential aspects of 
coding.6 Much of this expressed will-
ingness to hire codecamp graduates 
stemmed directly back to hiring man-
agers’ perceptions that what boot-
camp students may lack in rigorous 
CS knowledge is counterbalanced 
with greater work experience and the 
interpersonal and intrapersonal skills 
to join a wider team while remaining 
resilient in the face of unexpected 
challenges.

This, of course, represented only 
one party’s perspective. Moving for-
ward with our research, we were espe-
cially interested in exploring student 
perspectives from both bootcamps and 
undergraduate CS programs to better 
understand to what extent students felt 
prepared by their respective education-
al programs. We focused on three re-
search questions: Who are these differ-
ent programs attracting as learners? 
How do these students perceive them-
selves as learners? To what extent do 
students (at both camp and college) 
self-report having the opportunity to 
develop components of adaptive exper-
tise? More specifically, through stu-
dent perspectives, this research reports 
how each educational environment 
promotes guided self-learning, knowl-
edge-transfer, and collaboration on a 
range of tasks.

Background
While the U.S. education system has 
redoubled its efforts to promote 
STEM learning across U.S. classrooms, 
a recent American Enterprise Institute 
domestic policy report21 aptly points 
out the STEM education gap is not 
simply a deficit in the hard cognitive 
skills associated with science and en-
gineering but also in the soft interper-
sonal and intrapersonal skills linked 
with effective communication and 
collaboration and adaptability. This 
point has been supported by recent 
studies examining the requisite skills 
of effective software developers.13,18 
However, whereas the general public 
differentiates between hard and soft 
skill classification, researchers Hata-
no and Inagaki11 made the distinction 
between “routine” and “adaptive” ex-
pertise as a more meaningful distinc-
tion. Individuals who have mastered a 
designated set of routines have gained 
routine expertise. They will continue 

Managers actually 
spend the vast 
majority of their 
recruitment 
time assessing 
a candidate’s 
soft skills, as 
these suggest 
the presence of 
adaptive expertise 
and the candidate’s 
potential for 
persistence and 
continual learning 
on the job.  
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nature; while they adhered to the three 
categories identified earlier, ques-
tions (particularly follow-up ques-
tions) built upon specific responses 
related to participants’ perception of 
themselves as learners and the skills 
and knowledge they felt they them-
selves gained (or lacked) from 
coursework, Prior to the interviews, 
students were asked to complete a 
6-point Likert survey (6: strongly 
agree to 1: strongly disagree) focus-
ing on how they perceived them-
selves as learners based on Fischer 
and Peterson’s7 survey constructs 
(Were they open to new ideas/per-
spectives? Did they try multiple solu-
tions when tackling a problem? Did 
they prefer to stick with a known solu-
tion as opposed to exploring other op-
tions?). All focus groups and inter-
views were subsequently transcribed 
and qualitatively analyzed using De-
doose software.

In terms of the subsequent data 
organization and analysis, we the-
matically coded the transcribed in-
terviews first individually and then 
collaboratively.5 With this more in-
depth analysis, we paid special atten-
tion to what degree coded utterances 
from participants potentially related 
to our two primary categories (Meta-
cognitive and Collaborative Activities 
and Transfer of Knowledge and 
Learner Adaptability) and 12 sub-cri-
teria representing the specific activi-
ties that potentially facilitate AE 
among learners. Multiple examples 
of utterances were reviewed between 
the two researchers in order to deter-
mine agreement of categorization. 
Table 1 provides examples of student 
responses and the criterion under 
which it was coded.

providing students with opportuni-
ties for transfer of knowledge and 
adaptability. Effective techniques in-
clude providing variation of tasks and 
projects during practice; placing 
coursework in the field through in-
ternships and capstone coursework;19 
scaffolding by starting with lower 
variability in tasks in the beginning in 
order to allow the learner to compre-
hend concept and abstract general 
rules prior to introducing higher vari-
ability in tasks;25 and helping link pre-
vious knowledge to new concepts/
practice sets.10

Based on the existing literature on 
inculcating AE, we decided to organize 
and analyze our student data accord-
ing to two primary categories and 12 
sub-indicators:

 ˲ First, there are Metacognitive and 
Collaborative Activities, which in-
clude the following activities: Video 
reviewing; peer coaching; engaging 
with colleagues in collaborative and 
joint planning, teaching and assess-
ment activities; meetings with and/
or teaching alongside mentors; self-
reflecting or engaging in reflective 
conversation that draws on shared 
real world situations; assisting learners 
in being open about changing their 
current way of thinking about prob-
lem sets; examining learner prod-
ucts/portfolios that follow instruc-
tion; and error based learning/error 
management training.

 ˲ Secondly, the Transfer of Knowl-
edge and Learner Adaptability entails 
providing opportunities to vary tasks 
on the job; placing coursework with 
field practice; deliberate scaffolding of 
tasks into composite parts; and help-
ing link previous knowledge to new 
concepts/practice sets.

Methods
In our study, the goal was to analyze 
the degree to which current students 
and recent graduates from both cod-
ing bootcamps and undergraduate CS 
programs articulate their participa-
tion in, appreciation of, and learning 
from these designated activities asso-
ciated with metacognition, knowledge 
transfer, learner adaptability.

Participants. In our investigation, 
we interviewed a total of 49 students 
from four different four-year college CS 
programs (27 students, 12 females, 15 
males), as well as from a total of three 
coding boot camps (22 students, 9 fe-
males, 13 males). All programs were 
located in medium-sized (130K–150K 
population) southeastern U.S. cities. 
The sample was one of convenience, 
and students were recruited through 
direct visits to bootcamp and college 
classrooms, as well as through flyers 
delivered to instructors. Some of the 
bootcamp students were recruited 
through email messages posted via the 
LinkedIn website.

Data collection and analysis. From 
April 2017 through February 2018, as 
part of a larger collaborative study, the 
researchers conducted 49 one-on-one 
interviews with participating stu-
dents. Given that participants were 
unlikely to be familiar with the desig-
nations of routine and adaptive exper-
tise, interview questions focused on 
the more immediate and mundane 
elements of admission processes; the 
skills and knowledge they believed 
they had obtained in each training 
ground; and, the teaching methods/
learning environments characteris-
tic of their respective education pro-
grams. It is important to note that 
interviews were semi-structured in 

Table 1. Coding schema with sample participant utterances.

Example utterance from student participant Primary Category Sub-criteria

“Near the end of the bootcamp, we would do a lot of group programming  
where we worked together, which I found was really helpful 'cause when  
you're doing a group work and then you have to learn how to explain kind of  
what you're thinking to your partner”

Metacognitive and  
Collaborative Activities

˲ Colleague collaboration
˲ Self-reflection

“So besides the coursework, to be clear, they do the internship, and then they also  
have this capstone, sort of a senior closing project, that they do before graduation.”

Transfer of Knowledge  
and Learner Adaptability

˲ Placing coursework in the field

“[Our instructors] were really straightforward about it, ‘Expect there to be lots  
of errors, expect there to be issues, because that's how you're going to learn.  
Nobody writes perfect code, the first time.’ They were pretty encouraging about it.”

Metacognitive  
and Collaborative Activities

˲ Error-based learning

“You just keep building on your knowledge base, and evolving your knowledge,  
and just keep expanding it to incorporate new ideas.”

Transfer of Knowledge  
and Learner Adaptability

˲  Help link previous knowledge  
to new concepts/practice sets
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Table 2. Participant/institutional profile.

Program
Participants/ 
Gender Ethnicity/Race

Institutional 
Profile

Student Reasons for 
Attending

Students Prior Education/Work 
Experience

Coding Boot Camp 22 (9 females, 3 
males)

Age (early 20s to 
mid 50s)

14 Caucasian
3 Black/African 

American
2 Asian/ South 

Asian
1 Latinx
2 Unknown

3 Bootcamps  
(2 mid- sized 
cities in GA  
and SC)

Programs lasted 
12-15 weeks  
on average

86.5% wanted to advance 
within company, 
update skill set; and/
or change careers

27.0% wanted hands-on 
instruction and/or 
practical real-world 
experience 

82% already had a bachelor’s degree or 
higher

91% had some form of training in 
database management, website 
development, programming, 
software development, game 
creation, CS theory, and/or computer 
programming languages

27% indicated that they had some form 
of university or community college 
education in CS or website design

45% stated they were self-taught through 
free online courses via YouTube, 
free-Code-Camp, and Codecademy

Undergraduate 27 (12 females, 
15 males)

Mean age 22 y/o

16 Caucasian
4 Black/African 

American
3 Asian/South 

Asian
1 Latinx
1 Kurdish
3 Unknown

4 Universities  
(2 mid-sized 
cities in SC)

Programs 3-5 
years on average

25% chose this training 
ground due to financial 
aid or scholarships

14% chose this route because 
of the importance 
industry places on 
having a bachelor’s 
degree or higher

50% entered as undecided 
without a CS major  
in mind

36% had prior work or internship 
experience

68% were exposed to CS related  
courses/assignments while in HS, 
had self-taught themselves via 
free computer programming online 
courses, and/or were taught about 
software and hardware development 
by tech adjacent family members 
and friends

undergraduate CS students, the results 
support a recent report from the Na-
tional Academies of Sciences, Engi-
neering, and Medicine,20 which points 
to a growing number of non-majors 
who take computing courses. In fact, 14 
of the 27 undergraduate participants 
from this study entered the program as 
undecided-without a CS major in mind, 
and, notedly, all of these same students 
were initially leaning toward degrees in 
math, science, and/or engineering.

Students’ self-perception of them-
selves as learners. The survey results, 
which were measured on a 6-point Lik-
ert scale (6: strongly agree to 1: strongly 
disagree), revealed that, on average, 
both undergraduate students and 
bootcamp students viewed themselves 
as learners who are open to new ways of 
looking at things and are willing to 
change their views when presented 
with new facts and evidence. Figure 1 
presents the average scores on select 
pre-survey questions from both under-
graduates and bootcamp students.

Metacognitive activities. As illustrat-
ed in Figure 2, the interviews with un-
dergraduate students revealed their 
undergraduate setting provided oppor-
tunities for metacognitive activities 
that have been considered useful prac-
tices in helping develop metacognition.

Out of the 27 undergraduate stu-
dents in this study, 19 commented on 
colleague collaboration activities being 
implemented in their CS classrooms. 
This was mostly reflected in peer/group 
projects during which students had to 
plan, design, and implement projects 
and/or tasks as a group. However, it is 
interesting to note that while students 
reported collaboration a priority in 
coursework, many of the undergraduate 
students did not view group collabora-
tion in a wholly positive manner. For ex-
ample, during follow-up interviews, one 
male student in his early 20s stated: “I 
don’t really like group projects—I guess 
I like having all of the responsibility in-
stead of depending on someone else ... 
Sometimes not everyone carries their 
weight, which isn’t fair for everyone.” A 
female student at a separate university 
seconded his thoughts: “I do think that 
my peers would generally prefer less 
group projects. Group projects are not 
generally thought of positively just be-
cause you so often get bad eggs in your 
groups, and some professors don’t let 
you choose your team. Maybe in compa-
nies you’re not able to choose your 
teams, but if you’re working at a startup, 
you are absolutely able to choose who 
you start a company with, and I think 
such an important skill to acquire is 

Results
Profile of students. The profile of the 
students and educational settings are 
listed in Table 2.

These demographics correspond to 
Course Report’s6 national profile of 
bootcamp students, who are signifi-
cantly older (mean age of 29 years) and 
more experienced (six years of work ex-
perience, on average) than four-year CS 
undergraduates. However, it is inter-
esting to note that Course Report also 
indicates the typical attendee of a boot-
camp has never formally worked as a 
programmer. Yet, 20 out of the 22 (91%) 
bootcamp participants in this study in-
dicated they had some form of prior 
training in database management, 
website development, programming, 
software development, game creation, 
CS theory, and/or computer program-
ming languages. It is also interesting 
how many females participated in this 
study when considering the national 
average of women in CS majors has de-
creased from 30% in 1984 to 18% in 
2014.9 We expect this is partly reflective 
of the higher percentage of female un-
dergraduates at two of the participat-
ing undergraduate CS programs, which 
reported having approximately 35% 
and 40% female enrollments.

With regards to national trends for 
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Figure 2. Undergraduate opportunities for metacognitive activities and collaboration.
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Figure 1. Average student Likert rating on survey responses.
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process in a positive light. According to 
one student, whether or not one received 
timely opportunities to correct errors 
“depends mostly on the professor. Some 
allow you to redo assignments ... They’ll 
give you feedback on it and you can try 
again. Others, you just have to get the 
grade you get.” Sometimes, undergradu-
ate students do not receive any consis-
tent feedback in certain courses, with 
two students reporting that their instruc-
tors did not formally grade them until 
the final weeks of the semester.

Finally, in terms of metacognitive 
activities on the undergraduate level, 
several students evaluated whether or 
not their learning environment pro-
motes self-reflection on the learning pro-
cess. Sixteen indicated the design of the 
course, the professor’s instruction, and/ or 
design of the curriculum provided them 
with an opportunity for self-reflection on 
how they learned, an attribute that has 
been noted in research as beneficial in 

your ability to identify who is a good 
worker and who you would mesh with 
and be a good business partner with.” 
Another student, although stating she 
doesn’t enjoy group projects, was able 
to reflect on the positives as indicated 
by stating “I’m not an advocate for 
group work in college just because if you 
have bad group partners, they affect 
your grade. I pay a lot of money to go to 
school. But they do emphasize team-
work, and I think maybe half of my 
classes included a large project with a 
team. And that does definitely increase 
the ability for people to communicate 
and work together, especially people 
who are more introverted …” In some 
cases, undergraduate students were not 
permitted opportunities to collaborate. 
A 19-year-old male indicated that col-
laboration is not a programmatic expec-
tation but varies based on the disposi-
tion of instructors. “(S)ome professors 
don’t allow collaboration,” he states, 
“but some professors do. It just de-
pends on if we’re allowed to talk about 
the assignments outside of class.”

As mentioned earlier, collaborating 
with mentors in the field may contrib-
ute to the development of AE. Under-
graduate participants indicated they 
encountered these mentors over their 
junior and/or senior year of their re-
spective programs through class pre-
sentations provided by the visiting in-
dustry representatives regarding the 
interview process and the workplace 
environment (if it occurred at all). 
Some instructional settings, according 
to these students, implemented peer 
coaching as a method by which to in-
crease feedback about instruction and 
curriculum. One cited example re-
ferred to the potential of reviewing cod-
ed projects as a class in order to have 
peers comment on errors and/or sug-
gest alternative solutions. In this study 
though, only nine undergraduate CS 
students (one-third of the total under-
graduate participants) commented on 
the presence of peer-coaching within 
their respective programs. And eight of 
these nine students noted that peer re-
view was largely informal in nature and 
was contingent on whether the profes-
sor allowed for students to talk to each 
other about projects during class time.

With regards to receiving feedback 
from the instructor, 19 of the 27 (70%) 
undergraduates spoke about their 

professors examining their products 
and/or portfolios following instruction. 
This allowed students to receive feed-
back regarding their progress in the 
course, their performance on a task, 
and/or their conceptual knowledge. 
Slightly more than half (11 of the 19) of 
these students indicated that the design 
of the course and the feedback they re-
ceived allowed for them to discover their 
errors and learn from their mistakes. 
For example, a female student in her 
early 20s stated that “a couple of weeks 
ago, we had to make a program that 
sorted a list of random numbers. And I 
couldn’t get it to work just right ... But 
the time was out so I had to send it in. 
She sent it back explaining to me how I 
could tweak it and she said I could 
send it back in. So, I looked at what she 
had said in her comment and it al-
lowed me to understand what I was do-
ing wrong.” However, not all of the uni-
versity students viewed the feedback 
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then the next day we would have activi-
ties so that we could show that we’ve 
grasped the concept and kinda fill in 
any knowledge gaps that we may have.”

A commensurate percentage of boot-
camp students (63.6%) mentioned that 
feedback encouraged learning through 
errors. “It’s one of the things they tell you. 
Go in, break the code, once you break it 
you know what not to do, and so now we 
know that doesn’t work, so let’s try some-
thing else.” In addition, 27.3% of boot-
camp students in this study explicitly 
mentioned their instructors and/or pro-
gram assisted them in being open about 
changing their current way of thinking 
about a problem set. For example, one 
student stated, “they would never be like, 
‘this is an error and this is a problem.’ 
They would just be like ‘I see that you did 
it this way, did you consider doing it this 
way instead.’ Things of that nature.”

Transfer of knowledge and learner 
adaptability. The responses of under-
graduate students revealed the college 
setting provided opportunities for 
transfer of knowledge and adaptability. 
This is illustrated in Figure 4.

Nineteen undergraduate students 
(70%) in this study indicated they were 
exposed to a variation of tasks and proj-
ects during practice. This does not nec-
essarily take place during the same 
course. Instead, it is the exposure to 
multiple coursework practices and in-
struction over their college career.

Meanwhile, 25 of these students 
(93%) mentioned that their programs 
have included placing coursework in 
the field, such as internships, class/in-
dividual projects with real world proj-
ects, or capstone projects. The students 
were very positive regarding this aspect 
of their program. For example, one stu-
dent stated “I would say the college does 
a very good job with their final two, kind 
of like capstone-ish courses with the 
software engineering and then the soft-
ware engineering practicum. I feel like 
that course in its own gives you the most 
experience to what it’s like to work for, 
to work on a project in a group. That’s 
your first real exposure to a full-fledged 
product top to bottom. So, I feel like that 
course is probably the most important 
course I’ve taken here.”

Undergraduate students also spoke 
about how their professors and program 
helped them link previous knowledge 
to new concepts/practice sets and that 

clarification of concepts. This is inter-
esting in that a much smaller number of 
undergraduates in this study either did 
not comment on peer coaching or indi-
cated that it did not occur. One such ex-
ample came from a bootcamp graduate, 
who is now employed in healthcare soft-
ware development: “My instructor would 
give us an assignment on Monday. And 
then Tuesday morning from 9 AM to 9:30 
AM, he would call on a few different stu-
dents, and they would come to the front 
of the class and plug their computer up 
to the projector and we would look at 
each other’s code. You’re looking at code 
that you wrote the night before in front of 
10 to 15 other people and he’s telling you 
what you did wrong and what you did 
right and what you could improve on, 
and so would the other students.” In ad-
dition, four students stated the instruc-
tor provided in-person or video demos 
prior to starting a project so that the stu-
dents were able to visualize their task at 
hand. For example, a male student in his 
mid-30s stated: “most of the assign-
ments that we did were demo-ed first. 
So, we’d be like, ‘Okay we’re gonna do 
this.’ This is how you do it and we would 
just watch, and then we would go back 
and do it all again. But we would, like, do 
it along with him, with the instructor. 
Then, the third time would be no in-
structor just try to do it yourself.”

With regards to receiving feedback 
from the instructor, nearly all partici-
pating bootcamp students (approxi-
mately 95%) spoke about their instruc-
tors reviewing their products and/or 
portfolios following instruction. In 
some of these cases, it was in the form 
of active learning using the flipped 
classroom model: “We did the flipped 
classroom model where we would do 
some sort of reading ahead of time and 

the development of metacognition. One 
female senior in her early 20s stated the 
program promoted “general abstract 
thinking ... just learning to remove myself 
from the implementation only and look-
ing more at how I can think about this 
instead of just how I can code this.” Some 
41% of these undergraduates likewise 
mentioned their respective programs 
provided opportunities for them to ques-
tion their thinking and challenged them 
to be open about changing their current 
way of thinking about problem sets.

In terms of metacognitive activities 
among coding camps, the interviews 
with the 22 bootcamp research partici-
pants also revealed their training ground 
provided opportunities characteristic of 
practices used to develop metacogni-
tion. This is illustrated in Figure 3.

Nineteen of the bootcamp students 
commented on colleague collaboration 
activities being implemented in their 
bootcamp training grounds. Similar to 
the undergraduate students, these stu-
dents indicated this mostly occurred in 
peer/group projects during which stu-
dents had to plan, design, and imple-
ment projects and/or tasks as a group or 
a pair. Notably, unlike the undergradu-
ate students, the bootcamp students did 
not list any negative reasons for peer/
group work. With regards to mentors 
and collaboration, only 18% of these stu-
dents indicated that industry mentors 
collaborated with them; and just as with 
the undergraduate participants, all of 
the bootcamp students indicated that 
the mentors spoke with their class about 
the interview process and what the in-
dustry workplace environment was like.

In the bootcamp environment, 19 
students indicated their training includ-
ed deliberate peer coaching as a means 
of receiving feedback on projects and 

Figure 3. Bootcamp opportunities for metacognitive activities.
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off of itself and we’d start a project on 
Monday and it would be get the bare 
bones done, and then on Tuesday, we’d 
implement a feature and so on and so 
forth and kind of build-up different in-
dividual portfolio pieces.”

Discussion
Returning to our initial research ques-
tions, the first research question about 
who such programs attract proved un-
surprising. In terms of entering students, 
age and work experience were the leading 
differentiators between these southeast-
ern undergraduate and bootcamp stu-
dents in this study, and the student pro-
files closely correspond to Course Report’s 
national annual statistics (29 years of 
age, six-year work experience).

In terms of the second research 
question about how undergraduates and 
bootcamp students perceive themselves 
as learners, we were surprised to find lit-
tle difference between the two groups. 
In surveys, college students and the 
more mature code camp students both 
reported themselves as hands-on learn-
ers who enjoyed working in teams on a 
range of tasks. Of course, some of this 
self-reported survey data was undercut 
by individual interview responses with 
these same students where a number of 
undergraduates (but interestingly no 

this has also helped in the area of self-
reflection. For example, a senior stated 
“going to a different programming 
language is really just a different word-
ing and syntax of the same concept. As 
you learn one and get good at one or 
get good at two and you go to different 
ones and you start to see the same 
things reappearing that are very simi-
lar to the things you’ve done before. 
Then once you start making those con-
nections between the subsequent ones 
and the first ones that you learned, 
that’s when it really starts to click for 
me.” Several of these students reflect-
ed their classes or activities, outside of 
the CS program, such as music, sports, 
and foreign languages, provided them 
with skills and knowledge, which they 
need in their CS task work.

Finally, seven undergraduate stu-
dents mentioned that scaffolding has 
been used in order to help them transfer 
knowledge by starting with smaller tasks 
in the beginning in order to allow for 
them to comprehend the concepts and/
or abstract general rules, followed by 
higher variability in tasks later. For ex-
ample, a female senior student stated: 
“in Operating Systems, I had to design a 
shell, and we sort of did that piece by 
piece, adding in functionality as we went. 
At first, we could only run one command. 
Then we could chain commands.”

The interviews with bootcamp stu-
dents revealed their setting likewise 
provided opportunities for transfer of 
knowledge and adaptability. This is il-
lustrated in Figure 5.

Eleven bootcamp students in this 
study indicated they have been exposed 
to a variation of tasks and projects dur-
ing practice. The other 50% indicated 
the training group focused on a single 
language or technology with more rou-
tine practices (that is, practice the same 
types of tasks throughout the program). 
Thus, this seems to be a matter of dif-
ferences between different bootcamps.

Nine students of these bootcamp stu-
dents mentioned their programs have 
included placing coursework in the field, 
such as class/individual tasks reflecting 
real world projects. As an example, one 
bootcamp student noted “[T]here’s 10 
weeks of class time where you’re learn-
ing new subjects and, then, the final two 
weeks is when you choose a project and 
you write a full stack Web application. 
That’s the first time you really get the 

chance to put everything together. That 
was really cool because we used abso-
lutely everything we learned without ex-
ception during that final two weeks.”

Bootcamp students (36%)) also spoke 
about how their instructors and pro-
gram helped them link previous knowl-
edge to new concepts/practice sets and 
that this has also helped in the area of 
self-reflection. Many times, it was also 
linked to employability. For example, 
one learner stated that “[t]hey kind of 
show you how what you already know 
can help you with what you need to 
learn. So how already knowing Java will 
help me in the future for C+ or C++ or 
whatever else I may need to learn in the 
future—showing how to kind of mesh 
the two so that you can quickly pick up 
new languages if you have to learn a new 
language when you get to your first job.”

Finally, five of these bootcamp stu-
dents mentioned that scaffolding has 
been used in order to help them trans-
fer knowledge to other tasks and/or 
concepts. In some cases, these scaffold-
ing exercises also helped students build 
a portfolio. For example, one student 
stated that “as far as the assignments 
go, we were given assignments ... early 
on in the course and as the course 
progressed we were given kind of more 
complex assignments that maybe built 

Figure 4. Opportunities for transfer of knowledge and adaptability in the undergraduate 
classroom.
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Figure 5. Opportunities for transfer of knowledge and adaptability in the bootcamp setting.
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small, this could have implications for CS 
departments nationally, where CS1 class-
es have swollen to capacity and instruc-
tors are increasingly finding themselves 
using the initial coursework as a means to 
sort and “weed out” students from the 
major. Meanwhile, the “hands on” collab-
orative coursework characteristic of CS 
capstones only comes at the end of four-
year programs. This pedagogical ap-
proach has wider implications around in-
clusivity and diversity in the CS field, 
which colleagues are currently investigat-
ing17 as CS persists as being inordinately 
populated by Caucasian and Asian males.

The alternative environment of cod-
ing bootcamps offers a new stream into 
the CS field, and, as a recent paper enti-
tled “Betting on Bootcamps”23 indicated, 
such camps could very well be a poten-
tial disruptor in higher education. Yet, 
as evident with our study, with some 
bootcamps recruiting and admitting 
students already with a college degree, to 
what degree these camps will truly be-
come an alternative to college seems 
unlikely. As an alternative to graduate 
education, particularly master’s de-
grees, their future appears much more 
secure. Future studies involving a larger 
sample size in various geographic re-
gions could help increase knowledge 
regarding these two training settings.
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code camp students) expressed reserva-
tions about the actual productivity of 
working in groups.

The third research question investi-
gating to what extent each learning envi-
ronment inculcates adaptive expertise 
proved most telling. Clearly the short 
and intensive timeline associated with 
bootcamps meant their students had to 
be ready to “drop in” and work closely 
with each other and their instructor from 
day one. This is evident with the fact that 
virtually no bootcamp participant 
pushed back on the value of group work 
and 86% indicated that peer coaching 
was built into their coursework. A smaller 
number of undergraduates spoke on 
peer coaching within their program. 
Bootcamp students were also more likely 
to report receiving timely feedback from 
their instructor (96% compared to 70% of 
undergraduate students). Of course, this 
finding must be tempered by the fact 
that the majority of code camp students 
reported having only one to two instruc-
tors over the course of their respective 
programs, while CS undergraduates had 
eight plus instructors and consistently 
indicated that the nature of classroom 
collaboration and feedback was highly 
contingent on the individual instructor 
(that is, a regular response from under-
graduates during interviews was “it de-
pends on the professor”). Yet this range 
of instructors corresponds to a wider 
range of activities on the undergraduate 
level with 74% of college students re-
porting exposure to a variation of tasks 
and projects; whereas, it depended on 
the bootcamp chosen with regards to 
whether the student was exposed to a va-
riety of tasks versus routine practices of 
the same task. Here, bootcamp students 
also reported significantly less opportu-
nities for knowledge transfer, likely due 
to the relative brevity of their programs.

While it is not surprising that program 
duration and student age play no small 
role in distinguishing between college 
and camp, it is important to note that 
based on the survey data, the students 
themselves did not perceive themselves 
any differently as hands-on, collabora-
tive learners. The peer-to-peer collabora-
tion and immediacy of feedback more 
widely characteristic of coding camps 
(according to student interviews) is a 
learning environment that students 
from both groups prefer. Although the 
number of recruited participants was 

Watch the authors discuss  
this work in the exclusive 
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https://cacm.acm.org/videos/
becoming-an-adaptive-expert
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an Australian health service.a Given the 
size and consequences of transforma-
tional projects, this is a context where 
social alignment is likely to be critical.

We found in our research that the 
process of achieving social misalign-
ment involved four phases as did the 
process of achieving social alignment. 
These processes were linked, such that 
stakeholders moved through misalign-
ment and alignment in a non-linear 
fashion. When we studied the trajecto-
ry closely and mapped it out, we no-
ticed improvements in the trajectory 

a It was transformational due to its size (a large, 
multi-site implementation) and its effect 
(dramatically changing how the service func-
tioned). For a similar definition, see Burton-
Jones et al.3 After implementation, the site 
achieved Stage 6 on the HIMSS Electronic Med-
ical Record Adoption Model (EMRAM), one of 
only three Australian hospitals at that time, 
and the largest of them, to be so designated.  
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stakeholders are socially aligned be-
cause it reduces friction each time 
a project decision is made. Without 
agreement among stakeholders as to 
what needs to be accomplished and 
how to do so, success becomes harder 
to achieve. While the benefits of stake-
holder social alignment are clear, how 
project stakeholders can move toward 
and sustain social alignment remains 
unknown.13

To address this issue, we sought to 
determine how social alignment or 
misalignment develops, and how lead-
ers can improve social alignment over 
time. We had a unique chance to learn 
answers to these questions through 
our involvement in a longitudinal case 
study of a digital transformation. The 
case involved the launch of one of Aus-
tralia’s first large-scale digital hospi-
tals, one of the most significant organi-
zational changes ever undertaken by 

SOCIAL ALIGNMENT AMONG groups of stakeholders 
occurs when different stakeholder groups share 
understanding of a business outcome and commit 
to the outcome and the means to achieve it.12 Project 
management is more effective and efficient when 



66    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2020  |   VOL.  63  |   NO.  9

contributed articles

The CEO of one health service was a 
strong advocate and took it upon him/
herself to wrest control of the project 
from the State, volunteer for his/her 
service to go live first, and prepare the 
health service for change.

Two hospitals were selected to be 
the lead hospitals in the rollout, with 
others to follow. Each hospital was to 
implement a U.S.-developed Digital 
Hospital solution configured to the 
Australian context, with each site join-
ing the one system instance (that is, 
one system for the state).c The two lead 
sites were called configuration sites be-
cause the system was configured to 
their needs as representatives of the 
other hospitals. To reduce risk, the im-
plementation at the configuration sites 
and first few rollout sites was split into 
two waves. The first involved imple-
menting modules for scheduling, docu-
menting, order-entry and results-re-
porting, and wireless device integration. 
The second involved modules for re-
search trials, anaesthetics, and medica-
tions. Reports and dashboards were 
also developed across both waves.

The findings in this article stem 
mostly from our findings at the larger 
of the two co-lead hospitals, which was 
the first hospital to go live in the state. 
The board meetings for the statewide 
rollout, which we attended, were held 
at this site. Through our attendance in 
these meetings, we observed how so-
cial alignment evolved during the im-
plementation, not just at this site, but 
at other sites too. We also conducted 
30 interviews with members from all 
major groups during the project to 
learn their perceptions and experienc-
es over time, following an inductive re-
search approach.7

How Social Alignment  
and Misalignment Developed
We found that social alignment evolved 
non-linearly during the digital hospital 

c Such systems are often known by their com-
ponent functionality, such as an electronic 
medical record (EMR), electronic prescribing 
(e-prescribing), computerized decision sup-
port system (CDSS), and computerized physi-
cian order entry system (CPOE). The imple-
mentation we studied comprised all these 
components together with wireless device in-
tegration and a full (and growing) set of re-
porting and data analytic components, with 
the aim of transforming how the hospitals 
provided their services. 

due to practices that managers adopted. 
We also noticed poor trajectories when 
managers enacted these practices inef-
fectively or not at all. Through analysis, 
we identified three practices that help 
improve social alignment—Ramping, 
Holding, and Peaking.

In this article, we identify and de-
scribe the characteristics of these prac-
tices for improving social alignment in 
large complex projects. We begin by 
describing the project’s context, be-
cause every project is different and the 
context of our site may have affected 
what we observed. With this context 
laid out, we then describe how align-
ment and misalignment developed at 
the sites,b followed by the practices 
that helped improve alignment.

The Digital Hospital 
Transformation
We studied the rollout of a Digital Hos-
pital implementation across public 
hospitals in a state in Australia. Two pri-
or attempts had failed and it was widely 
agreed this was the final chance. Many 
factors involved were similar to those in 
comparable cases internationally, for 
example, major work practice changes, 
significant training, the required buy-
in of clinical groups.11 However, some 
factors were also very influential in this 
local setting. We highlight two:

Institutional complexity and risk: 
The rollout was supported by the state 
government but each hospital service 
across the state was quasi-indepen-
dent. Thus, each hospital’s implemen-
tation involved multiple layers of gov-
ernance—state, health-service, and 
hospital. The prior failed implementa-
tions had been led by the state, but this 
time the hospital services were taking 
greater control. Risks were significant 
because the health sector had experi-
enced numerous recent IT scandals, 
including one of the largest IT failures 
in Australia’s history.4 Digital hospital 
implementations globally were also 
being criticized.8

Strong funding and leadership: The 
project was relatively well-funded, with 
over AUD$0.5B invested by the state 
and other funds co-invested by each 
health service to go-live. The project 
also benefited from strong leadership. 

b Earlier versions of this first part of our analysis 
are available in Gilchrist et al.5,6

We found  
the process of 
social misalignment 
involved four 
phases as did the 
process of achieving 
social alignment. 
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Figure 1. Social alignment and misalignment observed in the case.
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project, shifting between misalignment 
and alignment. As Figure 1 shows, we 
identified four phases of social mis-
alignment and four phases of social 
alignment.5 The accompanying table 
provides illustrative quotes from our 
interviews describing each phase.

Our interpretation of our data was 
that periods of misalignment and align-
ment operated like two opposing pyra-
mids that stakeholders scaled, with 
alignment and misalignment as the two 
peaks. We refer to them as pyramids be-
cause the lower levels appeared to pro-
vide the conditions for higher levels. For 
instance, the first phase of misalign-
ment (separation) seeded the condi-
tions for disrespect to emerge, which in 
turn seeded the conditions for lack of 
cross-disciplinary participation, which 
then led to social misalignment. Each 
higher level then fed into and reinforced 
conditions at lower levels, in turn deep-
ening the issues at higher levels.

Fortunately, we found periods of 
misalignment could be broken if the 
stakeholders self-corrected and shifted 
adaptively toward alignment. The trig-
ger was to identify feelings of separa-
tion as signaling the need to reconnect. 
For instance, project managers and cli-
nicians typically come from very sepa-
rate professional groups, but they 
could learn much from each other. 
Once they reconnected, stakeholders 
began to learn from each other, which 

Example quotes to illustrate the phases of alignment and misalignment.

Phases Example quotes

Misalignment phases 

Social misalignment “There was a disconnect between the project [and the business].  
The project's just going ahead and the business has gone  
‘Well, where the hell are we going?’”

Lack of cross-disciplinary 
participation 

“So what we worry about is that there's been a number of meetings  
around this and no one's involved us.”

Disrespect “The people … in those meetings didn’t have the power to change it anyway. 
They were just project people with a clipboard of tasks that they had  
to get done. …They would just nod politely and move on [to] the next thing 
on their little Gantt chart.”

Separation “So, we’ve been set up as silos, essentially, but we’re [supposed to be] 
implementing a system that is fully integrated.”

Alignment phases

Social alignment “The governance over [the implementation] was awesome. …All 
those competing priorities—those competing people and groups and 
organizations … just coalesced around 'this is what we're doing' and it 
worked really well, and you would've sat in on some of the meetings to see 
everybody was in the room and they were able to say, 'This is what I can do 
to make that happen.” 

Cross-disciplinary 
participation

“One of the things I've said to [my colleague] is ‘can you go and take the 
group who's going to be full medicine or surgery, take them to the executive 
meeting, introduce them, get people to see them, names, faces, whatever 
else, do that. Say how would you like then for these people to be part of 
your unit to help support them”

Respect “You need to be listening. You've got to be listening and taking heed. You 
can have a command and control structure but you've also got to be turned 
on to what's actually happening and what people are saying, and respecting 
the information that's available and making sense of that.”

Connection “And there’s a couple of things that come out of [all three groups coming 
together for scenario building], one is … they start to understand what the 
other one is doing. But they also start to have a bit of knowledge building 
going on in both areas.”
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Figure 2. Improved social alignment.
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led to respect, which then provided 
the foundation for cross-disciplinary 
participation and onto social align-
ment. Unfortunately, we also found 
social alignment was not necessarily 
self-sustaining because stakeholders 
could shift maladaptively back to peri-
ods of misalignment.

When we began our data collection at 
the project’s inception phase, the first 
stage we observed was separation. This 
was natural because the different groups 
(clinicians, project managers, and exec-
utives) had such different backgrounds 
and historically had not been part of the 
same team. During the early period of 
our data collection, well before the first 
go-live, we found separation led to disre-
spect and growing social misalignment. 
However, as go-live approached, we 
found the negativity of misalignment 
and the presence of separation became 
salient, leading stakeholders to switch 
mindsets. They began to reconnect 
which helped them learn and respect 
each other and then work together. This 
led to a peak of social alignment around 
the go-live date. We then observed that 
the team reverted back to previous silos 
after go-live, leading to a phase of mis-
alignment, only to rise again for the sec-
ond go-live. In short, we observed an 
inverted S-shaped curve, falling, rising, 
falling, and rising again.

The Baseline case in Figure 2 shows 
our first impression of this curve. How-
ever, as we analyzed our interview data, 
we found it did not paint a correct pic-
ture because the second period of mis-
alignment did not appear as strong as 
the first, while the second period of 
alignment appeared stronger. This led 
us to collect more data to learn what was 
causing the improved trajectory. We dis-
covered several practices that were im-
proving alignment over time. That is, 
while some aspects of the process we 
were observing were quite natural and 
perhaps to be expected, it did not have to 
be that way. We felt these insights could 
help other researchers and practitioners 
too given that prior studies have ob-
served performance dips and learning 
curves in past work and have explicitly 
called for further study of them.9

How Social Alignment 
Can Be Improved
Figure 2 illustrates the practices we 
discovered in the case and how they 
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their success in managing risk during 
the first wave’s go-live gave them confi-
dence in their ability to do so in the 
second wave. They were effectively 
honing their risk management capa-
bilities over each wave, which in turn 
improved alignment.

Improving Social Alignment 
through Holding
Holding practices maintain alignment 
in the face of pressures to separate. 
This is shown in Figure 2, where the 
second fall in the curve for Holding falls 
slower and shallower than the second 
fall in the Baseline curve. We observed 
three practices that facilitated Holding 
at the hospital. The common idea un-
derlying all three is the transformation 
was now owned by the business and the 
business needed to partner with IT to 
“bed down” and improve the system. In 
short, these practices gave the motiva-
tion and the structures to stay together.

Adjusting governance structures. 
First, the organization adjusted its 
governance structures to transition 
from a project mentality to a business-
as-usual mentality. This involved giv-
ing user groups and the hospital’s ex-
ecutive more decision-rights over the 
system’s assimilation, with IT having a 
strong partnering role. For instance, 
while the project team made decisions 
regarding training in the pre-go-live 
state, the hospital and its divisions 
took greater responsibility over train-
ing post go-live and the IT group shift-
ed to a partnership role by working 
with user groups to have ‘adoption 
coaches’ available to help clinicians as 
needed across the hospital.

Reallocating funding and resources. 
Second, the organization reallocated 
funding and resources in a timely man-
ner to maintain momentum. Because 
projects are temporary and often under-
funded, funding often dries up after 
projects go live, even though much re-
mains to be done. Such shortfalls can 
derail projects, leading key staff to leave 
and misalignment to grow. To avoid such 
problems, leaders reallocated funding 
shortly after the project go-live, for ex-
ample, by identifying how the new sys-
tem could allow the organization to re-
move a number of staff positions and 
how this financial saving could be 
used to create a new set of roles focused 
on optimizing the system.

helped improve the alignment trajec-
tory. We identified the practices from 
our data and confirmed them with 
stakeholders at the study site. The 
graphs are stylized rather than derived 
from quantitative data, but they reflect 
our interpretation of our data.d Next, 
we discuss each practice and then dis-
cuss their combination in terms of ef-
fective/ineffective practice.

Improving Social Alignment 
through Ramping
Ramping practices accelerate align-
ment by getting stakeholders to com-
mit at a faster rate than they otherwise 
would. This is shown in Figure 2, where 
the second rise in the curve for Ramp-
ing rises faster than the second rise in 
the Baseline curve. Three practices ap-
peared to improve Ramping. The com-
mon idea underlying all three is that to 
commit early and strongly, stakehold-
ers had to believe the project was cred-
ible—that it would go ahead and suc-
ceed. There was a long history of failed 
IT projects in that region, and in EMR 
projects globally. No one wanted to be 
part of a failure.

Creating multifunctional teams 
with recognized leaders. The first im-
portant Ramping practice was to cre-
ate multifunctional teams with recog-
nized leaders at all levels. Project 
teams included clinicians from all 
major professional groups, directly 
enabling the cross-disciplinary partic-
ipation shown earlier in Figure 1. Indi-
viduals were sought who had strong 
leadership qualities and peer respect. 
Getting doctors involved was especial-
ly critical and the hospital involved 
key doctors who had respect across all 
subspecialties and across all levels of 
seniority. In addition to helping inter-
nally, this helped motivate external 
stakeholders to get involved. 

For instance, the Deputy Chair of 
one medical division began leading 
one project subgroup. Until that time, 
junior vendor representatives attended 
these meetings but at the end of an ear-
ly meeting, the doctor stressed that he/
she expected someone of his/her equiv-
alent level to attend. From then on, a 
leader from the vendor attended all 

d The method used to plot our findings was in-
spired by studies of momentum, see Nelson 
and Jansen.10

those meetings. Likewise, clinicians 
from outside the hospital who needed 
to provide input at key stages gave in-
put early, and caused less obstruction 
when they disagreed, because they 
knew the reputation of those involved.

Motivating attention to operational 
matters as the foundation for innova-
tion. The second important Ramping 
practice was to attend to operational 
matters as the foundation for innova-
tion. Week after week, the researchers 
observed project meetings in which 
senior leaders went into great opera-
tional detail regarding the implemen-
tation. Several of them told us they 
wished they did not have to engage in 
such detail but they knew the need to 
get these details right if the system was 
to provide the platform for innovation 
they desired. Although this was recog-
nized in both waves, a senior clinician 
with a very strong reputation for atten-
tion to detail was brought in during 
the second wave to bolster this effort. 
By getting their hands dirty in the de-
tail, the leaders could then talk credi-
bly with colleagues from across the 
hospital who were nervous about the 
system and who did not trust outsiders 
to honestly tell them about its fitness. 
By getting into operational detail, the 
leaders were building the respect they 
needed to further improve participa-
tion across the hospital.

Managing not avoiding risk. The 
third important Ramping practice we 
observed was to manage rather than 
avoid risk. The project was being im-
plemented at a time when past IT fail-
ures were in everyone’s mind. There 
were great pressures to reduce risk by 
delaying and descoping work, but 
project leaders also knew this would 
reduce the project’s chance of ever be-
ing implemented because the public 
sector was so risk averse. Therefore, 
project leaders kept deadlines firm 
and managed risk rather than avoid-
ing it (for example, giving clinicians 
the autonomy needed to act quickly 
and ensuring adequate support was on 
hand for them). This increased the 
project’s credibility in everyone’s eyes. 
As one of the most senior doctors 
stressed to all other doctors in a medi-
cal ‘Grand Round’ in the months be-
fore go-live, the project was simply go-
ing ahead and they all had to get on 
board to ensure its success. Moreover, 
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ing deadlines until their deadlines 
were well exceeded. In contrast, rela-
tionships with the vendor improved on 
the second go-live because they were 
co-located with the project team in the 
command center while in the first go-
live they were given a separate room. 
We were told this improved relation-
ships so much the vendor and client 
staff saw themselves as one while work-
ing together.

Getting the right people at the right 
time in the right roles. A second prac-
tice that facilitated Peaking was get-
ting the right people at the right time 
in the right roles. On one hand, some 
people were kept on during the proj-
ect. Their knowledge and networks 
naturally grew over time, making 
them increasingly able to facilitate 
strong alignment. Meanwhile, other 
key people were replaced with new 
team members and new roles evolved. 
For instance, as the project shifted 
from implementation to assimilation, 
a new team of Adoption Coaches was 
created and influential clinicians 
from across the hospital were recruit-
ed into the lead roles. This increased 
respect for the project across the orga-
nization because the team members 
had the right skills at the right times.

Understanding the ‘why?’ A third 
practice that facilitated Peaking was 
clarifying the answer to “why are we 
doing this?” Because so much atten-
tion to operational detail was required 
to get the system implemented, it was 
easy to lose sight of the end goal and 
become demotivated. This was espe-
cially in the down periods in the 
months immediately after go-live 
when staff were experiencing what 
one executive likened to post-natal de-
pression. To overcome this, the orga-
nization worked hard to clarify the 
‘why’, and do so in the language of cli-
nicians, that is, focused on supporting 
improvements in patient care. An im-
portant positive that came out of this 
was that it allowed the team to reflect 
on the clinical benefits that emerge 
from a successful project. This suc-
cess of the first wave buoyed them and 
motivated them to see additional ben-
efits that could stem from the next 
wave. Greater motivation could then 
be reached on the second wave be-
cause the end goal was clearer and 
more compelling.

Managing expectations and knowl-
edge-sharing. Third, the organization 
managed users’ expectations and 
knowledge-sharing. This was critical be-
cause the rush to get the system ready 
for go-live meant that changes to the 
system still needed to be made and 
more training and practice changes 
were required after go-live. Predictably, 
many change requests were raised. 
Some units wanted the system to revert 
to old practices while others wanted 
even-more advanced features. The IT 
group needed to manage expectations, 
but they had to do so in a way that al-
lowed the business to feel it owned the 
transformation. They did so by mining 
usage logs to identify business units 
that were using the system in advanced 
ways as well as business units that re-
quired more support. They then encour-
aged leaders from these units to inter-
act to share knowledge about strengths 
and weaknesses of the system. By doing 
this at regular intervals, the IT group 
was able to facilitate knowledge sharing 
while still ensuring the business groups 
owned the project.

Improving Social Alignment 
through Peaking
Peaking practices increase alignment 
to even higher levels. This is shown in 
Figure 2, where the second rise in the 
curve for Peaking rises higher than 
the corresponding rise in the Baseline 
curve. To achieve peaking required 
team members to be more able and 
motivated than previously. When we 
observed practices that facilitated 
Peaking, the common factor was that 
they related to the base of the pyramid 
in Figure 1—connection and respect. 
Connection gave teams a common 
identity and motivation and facili-
tated mutual learning that enabled 
members to perform to even higher 
levels, while respect enabled staff to 
put differences aside, trust each oth-
er, and focus on achieving the best so-
lution possible.

Co-locating teams. One practice 
that facilitated Peaking was co-locating 
teams. Doing so gave team members 
the time and place to learn from one 
another and understand their differ-
ences. Keeping teams separate proved 
costly. For instance, at one stage, one 
team at an external site did not com-
municate the fact they were not meet-

Because projects 
are temporary and 
often underfunded, 
funding often dries 
up after projects go 
live, even though 
much remains to be 
done. 



SEPTEMBER 2020  |   VOL.  63  |   NO.  9  |   COMMUNICATIONS OF THE ACM     71

contributed articles

of the Holding practices (adjusting 
governance structures) proved par-
ticularly challenging and represents 
an area where more attention could 
be placed in future projects. We hope 
the results of this study will motivate 
future research to test and extend the 
insights we have offered.
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Integration: Best Practice 
and Ineffective Practice
Once the practices of Ramping, Hold-
ing, and Peaking, are understood, we 
can see how their combination, or 
lack thereof, can shape best practice 
and poor practice. As Figure 2 shows, 
best practice involves effective Ramp-
ing, Holding, and Peaking practices. 
Each dip becomes shorter, each rise 
becomes steeper, and each rise hits a 
new peak. Ineffective practice involves 
the opposite. Each dip is sharper, each 
rise is slower, and each new peak is 
lower. While the graphs in Figure 2 are 
stylized rather than based on quanti-
tative data, we found evidence of both 
trajectories in the project we studied. 
At the lead hospital we studied, where 
all the practices described earlier 
were implemented, the trajectory was 
positive. The drop to misalignment 
was slower, the rise to social align-
ment was faster, and the level of social 
alignment was greater on the second 
go-live compared to the first.

We observed the opposite trajecto-
ry when these practices were enacted 
poorly or not at all. Our evidence for 
the opposite trajectory comes from a 
composite case we gathered data on 
during the study.e While the team 
came together for the first go-live, it 
soon became clear they had not laid 
the foundation for that alignment 
(that is, the base of the pyramid)—
their alignment was more appearance 
than substance. They had, in fact, 
struggled with each practice we dis-
cussed. Ramping suffered because se-
nior and powerful clinicians were not 
included sufficiently in the project. 
Disgruntled clinicians then resisted 
the system soon after go-live and 
voiced their concerns to external me-
dia. Holding suffered because the or-
ganization failed to reallocate fund-
ing and manage user expectations. 
This led users to lose faith in the sys-
tem fueling disrespect on all sides. 
Peaking suffered because the site had 
used a large number of external con-
sultants rather than internal staff in 
key roles. While the consultants could 

e A composite case is a case that combines char-
acteristics of multiple cases rather than one 
case. We use a composite case because the 
implementation program is ongoing and it 
is more constructive to learn general lessons 
than to single out individual cases; see Burke.2

and did play an important role, the 
hospital simply did not have the right 
internal people in the right roles at 
the right times. Peaking became in-
feasible; the aim became salvaging 
any semblance of alignment at all. Of 
course, our conclusions here are 
bounded by the time of our study. In 
the period since we completed the 
study and wrote this article, our infor-
mal observations of the composite 
case have been that social alignment 
has recovered somewhat, with greater 
clinical involvement and realignment 
of key positions. While the process of 
recovery lay outside the scope of our 
study, it appears to conform to the 
framework in Figure 1, in that mis-
alignment, even if severe, can return 
to alignment.f

Conclusion
Social alignment can be viewed as 
the glue that holds projects together. 
It helps people work together, stick 
together, and strive for shared goals. 
This article provides practical in-
sights for how to achieve social align-
ment in complex projects when there 
are many factors working against it, 
such as when there are strong and 
diverse professional groups, mul-
tiple organizations, high stakes, and 
long periods. By collecting detailed 
evidence as a transformation project 
unfolded, and by comparing and con-
trasting different cases, we identified 
three practices that improved social 
alignment—Ramping, Holding, and 
Peaking. These practices motivated 
stakeholders to align, stay aligned, 
and strengthen alignment over time. 
While some of the practices can be 
found in prior work, this article con-
tributes by revealing how they can 
come together in a coordinated way 
to improve social alignment over time 
and the consequences of not doing 
so.g While some of these practices 
might have been expected in advance, 
not all of them were. In particular, one 

f While we do not have formal data on how 
alignment improved at the composite case, we 
hypothesize that it is due to the implementa-
tion of some of the best practices noted earlier. 
We hope to verify this in future.

g For instance, the case study of Cisco’s ERP 
implementation provides vivid examples of 
what we would describe as peaking practices 
and holding practices, see Austin et al.1
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DISTRIBUTED SYSTEMS ARE tricky. Multiple unreliable 
machines are running in parallel, sending messages to 
each other across network links with arbitrary delays. 
How can we be confident these systems do what we 
want despite this chaos? 

This issue should concern us because nearly all 
of the software we use today is part of a distributed 
system. Apps on your phone participate with 
hosted services in the cloud; together they form a 
distributed system. Hosted services themselves are 
massively distributed systems, often running on 
machines spread across the globe. Big data systems 
and large-scale databases are distributed 

across many machines. Most scien-
tific computing and machine learning 
systems work in parallel across mul-
tiple processors. Even legacy desktop 
operating systems and applications 
like spreadsheets and word processors 
are tightly integrated with distributed 
backend services.

The challenge of building correct 
distributed systems is increasingly ur-
gent, but it is not new. One traditional 
answer has been to reduce this com-
plexity with memory consistency guar-
antees—assurances that accesses to 
memory (heap variables, database keys, 
and so on) occur in a controlled fashion. 
However, the mechanisms used to en-
force these guarantees—coordination pro-
tocols—are often criticized as barriers 
to high performance, scale, and avail-
ability of distributed systems.

The high cost of coordination. 
Coordination protocols enable auton-
omous, loosely coupled machines to 
jointly decide how to control basic be-
haviors, including the order of access to 
shared memory. These protocols are 
among the most clever and widely cited 
ideas in distributed computing. Some 
well-known techniques include the 
Paxos33 and Two-Phase Commit (2PC)25,34 
protocols, and global barriers underly-
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the frontier of the possible.
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 key insights
 ˽ Coordination is often a limiting factor in 

system performance. While sometimes 
necessary for consistent outcomes, 
coordination often needlessly stands  
in the way of interactivity, scalability, 
and availability. 

 ˽ Distributed systems deserve a computability  
theory: When is coordination required for 
consistency, and when can it be avoided?

 ˽ The CALM Theorem shows that monotonicity  
is the answer to this question. Monotonic 
problems have consistent, coordination-free 
implementations; non-monotonic problems 
require coordination for consistency.

 ˽ The CALM Theorem emerges by shifting 
the definition of consistency to one  
of deterministic program outcomes 
rather than ordered histories of events. 
CALM thinking is also constructive:  
it informs the design of new distributed 
programming languages, program 
analysis tools, and application  
design patterns.
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ing computational models like Bulk 
Synchronous Parallel computing.40

Unfortunately, the expense of coor-
dination protocols can make them 
“forbidden fruit” for programmers. 
James Hamilton from Amazon Web 
Services made this point forcefully, us-
ing the phrase “consistency mecha-
nisms” where we use coordination:

“The first principle of successful 
scalability is to batter the consistency 

mechanisms down to a minimum, 
move them off the critical path, hide 
them in a rarely visited corner of the 
system, and then make it as hard as 
possible for application developers to 
get permission to use them.”26

The issue is not that coordination is 
tricky to implement, though that is true. 
The main problem is that coordination 
can dramatically slow down computa-
tion or stop it altogether. Some modern 

global-scale systems utilize coordina-
tion protocols; the Google Spanner 
transactional database18 is a notable 
example that uses both Paxos and 2PC. 
However, these protocols suffer from 
high latencies, on the order of 10ms–
100ms. Global-scale systems that rely 
on these protocols are not meant to be 
used in the fast path of an application. 
Coordination latency problems trans-
late to the micro scale as well. Recent 
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Figure 1. A distributed waits-for graph with replicated nodes and partitioned edges. There is 
a cycle that spans Machines 1 and 2 ({T1,T3}).

Machine 1 Machine 2 Machine 3

T1

T1T2 T3 T3

T4 T2

T5 T6

sient errors due to delayed or reordered 
messages in this distributed computa-
tion. Do local detectors have to coordi-
nate with other machines to be sure of a 
deadlock they have observed? In this 
case, no coordination is required. To see 
this, note that once we know a cycle ex-
ists in a graph, learning about a new edge 
can never make the cycle go away. For ex-
ample, once Machine 1 and Machine 2 
jointly identify a deadlock between T1 
and T3, new information from Machine 3 
will not change that fact. Additional facts 
can only result in additional cycles being 
detected: the output at each machine 
grows monotonically with the input. Fi-
nally, if all the edges are eventually 
shared across all machines, the ma-
chines will agree upon the outcome, 
which is based on the full graph.

Distributed garbage collection. Gar-
bage collectors in distributed systems 
must identify unreachable objects in a 
distributed graph of memory referenc-
es. Garbage collection works by identi-
fying graph components that are dis-
connected from the “root” of a system 
runtime. The property of being “gar-
bage” is also stable: once a graph com-
ponent’s connection to the root is re-
moved, the objects in that component 
will not be re-referenced.

In a distributed system, references 
to objects can span machines. A local 
view of the reference graph contains 
only a subset of the edges in the global 
graph. How can multiple local garbage 
collectors work together to identify ob-
jects that are truly unreachable?

Note that a machine may have a lo-
cal object and no knowledge whether 
the object is connected to the root;  Ma-
chine 3 and object O4 in Figure 2 form 
an example. Yet there still may be a 
path to that object from the root that 
consists of edges distributed across 
other machines. Hence, each machine 
exchanges copies of edges with other 
machines to accumulate more infor-
mation about the graph.

As before, we might be concerned 
about errors due to message delays or 
reordering. Can local collectors au-
tonomously declare and deallocate 
garbage? Here, the answer is differ-
ent: coordination is indeed required! 
To see this, note that a decision 
based on incomplete information—
for example, Machine 3 deciding that 
object O4 is unreachable in Figure 

work showed that state-of-the-art mul-
tiprocessor key-value stores can spend 
90% of their time waiting for coordina-
tion; a coordination-free implementa-
tion called Anna achieves over two or-
ders of magnitude speedup by 
eliminating that coordination.43 Can 
we avoid coordination more generally, 
as Hamilton recommends? When?

The bigger picture: Program consis-
tency. The general question of when 
coordination is necessary to achieve 
consistency was not addressed until 
relatively recently. Traditional work 
on consistency focused on properties 
like linearizability30 and conflict seri-
alizability,20 which ensure memory 
consistency by constraining the order 
of conflicting memory accesses. This 
tradition obscured the underlying 
question of whether coordination is re-
quired for the consistency of a particu-
lar program’s outcomes. To attack the 
problem holistically we need to move 
up the stack, setting aside low-level de-
tails in favor of program semantics.

Traffic intersections provide a use-
ful analogy from the real world. To 
avoid accidents at busy intersections, 
we often install stop lights to coordi-
nate traffic across two intersecting 
roads. However, coordination is not a 
necessary evil in this scenario: we can 
also prevent accidents by building an 
overpass or tunnel for one of the roads. 
The “traffic intersection problem” is 
an example with a coordination-free 
solution. Importantly, the solution is 
not found by cleverly controlling the 
order of access to the critical section 
where the roads overlap on a map. The 
solution involves engineering the 
roads to avoid the need for coordina-
tion entirely.

For the traffic intersection problem, 
it turns out there is a solution that 

avoided coordination altogether. Not 
all problems have such a solution. For 
any given computational problem, how 
do we know if it has a coordination free 
solution, or if it requires coordination 
for consistency? To sharpen our intu-
ition, we consider two nearly identical 
problems from the distributed systems 
canon. Both involve graph reachability, 
but one is coordination free and the 
other is not.

Distributed deadlock detection. 
Distributed databases identify cycles 
in a distributed graph in order to detect 
and remediate deadlocks. In a tradi-
tional database system, a transaction Ti 

may be waiting for a lock held by an-
other transaction Tj, which may in turn 
be waiting for a second lock held by Ti. 
The deadlock detector identifies such 
“waits-for” cycles by analyzing a direct-
ed graph in which nodes represent 
transactions, and edges represent one 
transaction waiting for another on a 
lock queue. Deadlock is a stable prop-
erty: the transactions on a waits-for cy-
cle cannot make progress, so all edges 
on the cycle persist indefinitely.

In a distributed database, a “local” 
(single-machine) view of the waits-for 
graph contains only a subset of the 
edges in the global waits-for graph. In 
this scenario, how do local deadlock 
detectors work together to identify 
global deadlocks?

Figure 1 shows a waits-for cycle that 
spans multiple machines. To identify 
such distributed deadlocks, each ma-
chine exchanges copies of its edges 
with other machines to accumulate 
more information about the global 
graph. Any time a machine observes a 
cycle in the information it has received 
so far, it can declare a deadlock among 
the transactions on that cycle.

We might be concerned about tran-
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2—can be invalidated by the subse-
quent arrival of new information that 
demonstrates reachability (for exam-
ple, the edges Root → O1, O1 → O3, O3 
→ O4). The output does not grow 
monotonically with the input: provi-
sional “answers” may need to be re-
tracted. To avoid this, a machine 
must ensure it has heard everything 
there is to hear before it declares an 
object unreachable. The only way to 
know it has heard everything is to 
coordinate with all the other ma-
chines—even machines that have no 
reference edges to report—to estab-
lish that fact. As we will discuss, a hall-
mark of coordination is this require-
ment to communicate even in the 
absence of data dependencies.

The crux of consistency: Monotonic-
ity. These examples bring us back to our 
fundamental question, which applies to 
any concurrent computing framework.

QUESTION: We say that a computation-
al problem is coordination-free if there 
exists a distributed implementation  
(that is, a program solving the problem) 
that computes a consistent output with-
out using coordination. What is the fam-
ily of coordination-free problems, and 
what problems lie outside that family?

There is a difference between an in-
cidental use of coordination and an 
intrinsic need for coordination: the 
former is the result of an implementa-
tion choice; the latter is a property of a 
computational problem. Hence our 
Question is one of computability, like 
P vs. NP or Decidability. It asks what is 
(im)possible for a clever programmer 
to achieve.

Note that the question assumes 
some definition of “consistency.” 
Where traditional work focused nar-
rowly on memory consistency (that is, 
reads and writes produce agreed-upon 
values), we want to focus on program 
consistency: does the implementation 
produce the outcome we expect (for ex-
ample, deadlocks detected, garbage 
collected), despite any race conditions 
across messages and computation that 
might arise?

Our examples provide clues for an-
swering our question. Both examples 
accumulate a set of directed edges E, 
and depend on reachability predi-
cates—that is, tests for pairs of nodes in 

the transitive closure E∗. But they differ 
in one key aspect. A node participates 
in a deadlock if there exists a path to it-
self in E∗: {n | ∃(n,n) ∈ E∗}. A node n is 
garbage if there does not exist a path 
from root to n: {n |¬ ∃(root,n) ∈ E∗}.

Logical predicates clarify the distinc-
tion between the examples. For dead-
lock detection’s existential predicate, 
the set of satisfying paths that exist is 
monotonic in the information received:

DEFINITION 1. A problem P is mono-
tonic if for any input sets S, T where S ⊆ 
T, P(S) ⊆ P(T).

By contrast, the set of satisfying 
paths that do not exist in the garbage 
collection example is non-monotonic: 
conclusions made on partial informa-
tion about E may not hold in eventual-
ity as counterexamples appear to re-
voke prior beliefs about what “did not 
exist” previously.

Monotonicity is the key property un-
derlying the need for coordination to 
establish consistency, as captured in 
the CALM Theorem:

THEOREM 1. Consistency As Logical 
Monotonicity (CALM). A problem has 
a consistent, coordination-free distrib-
uted implementation if and only if it is 
monotonic.

Intuitively, monotonic problems are 
“safe” in the face of missing information 
and can proceed without coordination. 
Non-monotonic problems, by contrast, 
must be concerned that truth of a prop-
erty could change in the face of new infor-
mation. Therefore, they cannot proceed 
until they know all information has ar-
rived, requiring them to coordinate.

Additionally, because they “change 
their mind,” non-monotonic problems 
are order-sensitive: the order in which 
they receive information determines 
how they toggle state back and forth, 
which can in turn determine their final 
state (as we will see in the example of 
shopping carts). By contrast, monoton-
ic problems simply accumulate beliefs; 
their output depends only on the con-
tent of their input, not the order in 
which it arrives.

Our discussion so far has remained 
at the level of intuition. The next sec-
tion provides a sketch of a proof of 
the CALM Theorem, including fur-
ther discussion of definitions for 
consistency and coordination. The 
proof uses logic formalisms from da-
tabase theory and demonstrates the 
benefits of bringing the theory of da-
tabases (ACM PODS) and distributed 
systems (ACM PODC) closer together. 
Problems can be defined as families 
of declarative queries over relations 
(sets of records) running across mul-
tiple machines. As in our examples, 
the monotonicity of these queries 
can often be checked statically via 
their syntax: for example, ∃(n,n) ∈ E∗ 
is monotonic, but ¬∃(root,n) ∈ E∗ is 
non-monotonic, as evidenced by the 
use of the negated existential quanti-
fier ¬∃ (“not exists”). Readers seeking 
a complete proof are directed to the 
papers by Ameloot, et al.8,9

CALM: A Proof Sketch
Our first challenge in formalizing 
the CALM Theorem is to define pro-
gram consistency in a manner that 
allows us to reason about program out-
comes, rather than mutations to stor-
age. Having done that, we can move on 

Figure 2. A distributed object reference graph with remote references (dotted arrows).  
The fact that object O3 is reachable from Root can be established without any information 
from Machine 3. Objects O5 and O6 are garbage, which can only be established by knowing 
the entire graph.
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ries of messages <add(I); delete(I)> 
will cause the state to toggle to exists 
and then to not-exists; on another 
machine the messages might arrive in 
the order <delete(I);add(I)>, caus-
ing I’s state to transition from not-
exists to not-exists to exists. 
Even after the two machines have each 
received all the messages, they dis-
agree on the final outcome. As a tradi-
tional approach to avoid such “race 
conditions,” we might bracket every 
non-monotonic delete operation 
with a global coordination to agree on 
which add requests come before it. 
Can we do better?

As a creative application-level use of 
monotonicity, a common technique is 
for deletes to be handled separately 
from adds via two separate monotoni-
cally growing sets: Added items and 
Deleted items.19,39 The Added and 
Deleted sets are both insert-only, 
and insertions across the two com-
mute. The final cart contents can be 
determined by unioning up the Add-
ed sets across nodes, as well as union-
ing up the Deleted sets across nodes, 
and computing the set-difference of 
the results. This would seem to solve 
our problem: it removes the need to 
coordinate while shopping—that is, 
while issuing add and delete re-
quests to the cart.

Unfortunately, neither the add nor 
delete operation commutes with 
checkout—if a checkout message 
arrives before some insertions into ei-
ther the Added or Deleted sets, 
those insertions will be lost. In a rep-
licated setting like Dynamo’s, the or-
der of checkout with respect to oth-
er messages needs to be globally 
controlled, or it could lead to differ-
ent decisions about what was actually 
in the cart when the checkout re-
quest was processed.

Even if we stop here, our lens provid-
ed a win: monotonicity allows shopping 
to be coordination free, even though 
checkout still requires coordination.

This design evolution illustrates the 
technical focus we seek to clarify. Rath-
er than micro-optimize protocols like 
Paxos or 2PC to protect race conditions 
in procedural code, modern distribut-
ed systems creativity often involves 
minimizing the use of such protocols.

A sketch of the proof. The CALM 
conjecture was presented in a keynote 

to a discussion of consistent comput-
ability with and without coordination.

Program consistency: Confluence. 
Distributed systems introduce signifi-
cant non-determinism to our pro-
grams. Sources of non-determinism 
include unsynchronized parallelism, 
unreliable components, and networks 
with unpredictable delays. As a result, 
a distributed program can exhibit a 
large space of possible behaviors on a 
given input.

While we may not control all the be-
havior of a distributed program, our 
true concern is with its observable be-
havior: the program outcomes. To this 
end, we want to assess how distributed 
nondeterminism affects program out-
comes. A practical consistency ques-
tion is this: “Does my program produce 
deterministic outcomes despite non-
determinism in the runtime system?”

This is a question of program conflu-
ence. In the context of nondeterminis-
tic message delivery, an operation on a 
single machine is confluent if it pro-
duces the same set of output responses 
for any non-deterministic ordering and 
batching of a set of input requests. In 
this vein, a confluent single-machine 
operation can be viewed as a determin-
istic function from sets to sets, abstract-
ing away the nondeterministic order in 
which its inputs happen to appear in a 
particular run of a distributed system. 
Confluent operations compose: if the 
output set of one confluent operation is 
consumed by another, the resulting 
composite operation is confluent. 
Hence, confluence can be applied to in-
dividual operations, components in a 
dataflow, or even entire distributed pro-
grams.2 If we restrict ourselves to build-
ing programs by composing confluent 
operations, our programs are confluent 
by construction, despite orderings of 
messages or execution races within and 
across components.

Unlike traditional memory consis-
tency properties such as linearizabili-
ty,30 confluence makes no require-
ments or promises regarding notions 
of recency (for example, a read is not 
guaranteed to return the result of the 
latest write request issued) or ordering 
of operations (for example, writes are 
not guaranteed to be applied in the 
same order at all replicas). Neverthe-
less, if an application is confluent, we 
know that any such anomalies at the 

memory or storage level do not affect 
the application outcomes.

Confluence is a powerful yet permis-
sive correctness criterion for distribut-
ed applications. It rules out applica-
tion-level inconsistency due to races 
and non-deterministic delivery, while 
permitting nondeterministic ordering 
and timings of lower-level operations 
that may be costly (or sometimes im-
possible) to prevent in practice.

Confluent shopping carts. To illus-
trate the utility of reasoning about con-
fluence, we consider an example of a 
higher-level application. In their paper 
on the Dynamo key-value store,19 re-
searchers from Amazon describe a 
shopping cart application that achieves 
confluence without coordination. In 
their scenario, a client Web browser re-
quests items to add and delete from 
an online shopping cart. For availabili-
ty and performance, the state of the 
cart is tracked by a distributed set of 
server replicas, which may receive re-
quests in different orders. In the Ama-
zon implementation, no coordination 
is needed while shopping, yet all server 
replicas eventually agree on the same 
final state of the shopping cart. This is 
a prime example of the class of pro-
gram that interests us: eventually con-
sistent, even when implemented atop a 
non-deterministic distributed sub-
strate that does no coordination.

Program consistency is possible in 
this case because the fundamental op-
erations performed on the cart (for ex-
ample, add) commute, so long as the 
contents of the cart are represented as 
a set and the internal ordering of its el-
ements is ignored. If two replicas learn 
along the way they disagree about the 
contents of the cart, their differing 
views can be merged simply by issuing 
a logical “query” that returns the union 
of their respective sets.

Unfortunately, if we allow a delete 
operation in addition to add, the set 
neither monotonically grows nor 
shrinks, which causes consistency 
trouble. If instructions to add item I 
and delete item I arrive in different 
orders at different machines, the ma-
chines may disagree on whether I 
should be in the cart. As mentioned 
earlier, this is reflected in the way the 
existence of I toggles on the nodes. On 
one machine the presence of I might 
start in the state not-exists, but a se-
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Now that we have a formal execu-
tion model (relational transducers), a 
definition of consistency (confluence), 
and a definition of monotonic pro-
grams, we are prepared to prove a ver-
sion of the CALM Theorem. The for-
ward “if” direction of the CALM 
Theorem is quite straightforward and 
similar to our previous discussion: in a 
monotonic relational transducer net-
work, it is easy to show that any ma-
chine will eventually Ingest and Send a 
deterministic set of messages and gen-
erate a deterministic output. As a side 
benefit, at any time during execution, 
the messages output by any  machine 
form a valid subset of the final output.

The reverse “only if” direction is 
quite a bit trickier, as it requires ruling 
out any possible scheme for avoiding 
coordination. The first challenge is to 
formally separate the communication 
needed to construct outputs (essential-
ly, dataflow messages) from other com-
munication (coordination messages). 
Intuitively, dataflow messages are those 
that arise to assemble data whose com-
ponents are not co-located. To isolate 
the coordination messages, Ameloot et 
al. consider all possible ways to partition 
data across machines in the network at 
program start. From each of these start-
ing points, a messaging pattern is pro-
duced during execution of the program. 
We say that a program contains coordi-
nation if it requires messages to be sent 

Figure 3. A simple four-machine relational transducer network with one machine’s state and 
event loop shown in detail.

System State
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talk at PODS 2010 and written up short-
ly thereafter alongside a number of cor-
ollaries.28 In a subsequent series of pa-
pers,8,9,44 Ameloot and colleagues 
presented a formalization and proof of 
the CALM Theorem, which remains 
the reference formalism at this time. 
Here, we briefly review the structure of 
the argument from Ameloot et al.

Proofs of distributed computability 
require some formal model of distrib-
uted computation: a notion of disparate 
machines each supporting some local 
model of computation, data partitioned 
across the machines, and an ability for 
the machines to communicate over 
time. To capture the notion of a distrib-
uted system composed out of monoton-
ic (or non-monotonic) logic, Ameloot 
uses the formalism of a relational trans-
ducer1 running on each machine in a 
network. This formalism matches our 
use of logical expressions in our graph 
examples; it also matches the design 
pattern of sets of items with additions, 
deletions and queries in Dynamo.

Simply put, a relational transducer 
is an event-driven server with a rela-
tional database as its memory and pro-
grams written declaratively as queries. 
Each transducer runs a sequential 
event loop as follows:

1. Ingest and apply an unordered 
batch of requests to insert and delete 
records in local relations. Requests 
may come from other machines or a 
distinguished input relation.

2. Query the (now-updated) local re-
lations to compute batches of records 
that should be sent somewhere (possi-
bly locally) for handling in future.

3. Send the results of the query 
phase to relevant machines in the 
network as requests to be handled. 
Results sent locally are ingested in 
the very next iteration of the event 
loop. Results can also be “sent” to a 
distinguished output.

In this computational model, the 
state at each machine is represented 
via sets of records (that is, relations), 
and messages are represented via re-
cords that are inserted into or deleted 
from the relations at the receiving ma-
chine. Computation at each machine 
is specified via declarative (logic) que-
ries over the current local relations at 
each iteration of the event loop.

The next challenge is to define 
monotonicity carefully. The query 

languages used by Ameloot are vari-
ants of Datalog, but we remind the 
reader that classical database query 
languages—relational calculus and 
algebra, SQL, Datalog—are all based 
on first-order logic. In all of these lan-
guages, including first-order logic, 
most common expressions are mono-
tonic; the syntax reveals the potential-
ly nonmonotonic expressions. Hence 
“programs expressed in monotonic 
logic” are easy to define and identify: 
they are the transducer networks in 
which every machine’s queries use 
only monotonic syntax. For instance, 
in the relational algebra, we can allow 
each machine to employ selection, 
projection, intersection, join and 
transitive closure (the monotonic op-
erators of relational algebra), but not 
set difference (the sole non-monoton-
ic operator). If we use relational logic, 
we disallow the use of universal quanti-
fiers (∀) and their negation-centric equiv-
alent (¬ ∃)—precisely the construct that 
tripped us up in the garbage collection 
example noted earlier. If we model our 
programs with mutable relations, in-
sertions are allowable, but in general 
updates and deletions are not.5,35 
These informal descriptions elide a 
number of clever exceptions to these 
rules that still achieve semantic mono-
tonicity despite syntactic non-monoto-
nicity,8,17 but they give a sense of how 
the formalism is defined.



78    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2020  |   VOL.  63  |   NO.  9

review articles

The latter point is what motivated 
our outcome-oriented definition of 
program consistency. Note that Gilbert 
and Lynch23 choose to prove the CAP 
Theorem using a rubric of linearizabil-
ity (that is, agreement on a total order 
of conflicting actions), while Ameloot’s 
CALM Theorem proofs choose conflu-
ence (agreement on program outcomes.) 
We note that confluence is both more 
permissive and closer to user-observable 
properties. CALM provides the formal 
framework for the widespread intuition 
that we can indeed “work around CAP”—
for monotone problems—even if we vio-
late traditional systems-level notions of 
storage consistency.

Distributed design patterns. Our 
shift of focus from mutable storage to 
program semantics has implications 
beyond proofs. It also informs the de-
sign of better programming paradigms 
for distributed computing.

Traditional programming languages 
model the world as a collection of 
named variables whose values change 
over time. Bare assignment10 is a non-
monotonic programming construct: 
outputs based on a prefix of assign-
ments may have to be retracted when 
new assignments come in. Similarly, 
assignments make final program states 
dependent upon the arrival order of in-
puts. This makes it extremely hard to 
take advantage of the CALM Theorem 
to analyze systems written in tradition-
al imperative languages!

Functional programming has long 
promoted the use of immutable vari-
ables, which are constrained to take on 
only a single value during a computation. 
Viewed through the lens of CALM, an im-
mutable variable is a simple monotonic 
pattern: it transitions from being unde-
fined to holding its final value, and nev-
er goes back. Immutable variables gen-
eralize to immutable data structures; 
techniques such as deforestation41 make 
programming with immutable trees, 
lists and graphs more practical.

Monotonic programming patterns 
are common in the design of distribut-
ed storage systems. We already dis-
cussed the Amazon shopping cart for 
Dynamo, which models cart state as 
two growing sets. A related pattern in 
storage systems is the use of tomb-
stones: special data values that mark a 
data item as deleted. Instead of explic-
itly allowing deletion (a non-monoton-

under all possible partitionings—includ-
ing partitionings that co-locate all data 
at a single machine. A message that is 
sent in every partitioning is not related 
to dataflow; it is a coordination mes-
sage. As an example, consider how a dis-
tributed garbage collector decides if a 
locally disconnected object Og is gar-
bage. Even if all the data is placed at a 
single machine, that machine needs to 
exchange messages with the other ma-
chines to check that they have no more 
additional edges—it needs to “coordi-
nate,” not just communicate data de-
pendencies. The proof then proceeds to 
show that non-monotonic operations 
require this kind of coordination.

This brief description elides many 
interesting aspects of the original arti-
cle. In addition to the connections es-
tablished between monotonicity and 
coordination-freeness, connections are 
also made to other key distributed sys-
tems properties. One classic challenge 
is to achieve distributed agreement on 
network membership (represented by 
Ameloot et al. as the All relation). It 
turns out that not only are the mono-
tonic problems precisely the coordina-
tion-free problems, they are also pre-
cisely those that do not require 
knowledge of network membership—
they need not query All. A similar con-
nection is shown with the property of a 
machine being aware of its own identi-
ty/address (querying the Id relation).

CALM Perspective  
on the State of the Art
The CALM Theorem describes what is 
and is not possible. But can we use it 
practically? In this section, we address 
the implications of CALM with respect 
to the state of the art in distributed sys-
tems practice. It turns out that many 
patterns for maintaining consistency 
follow directly from the theorem.

CAP and CALM: Going positive. 
Brewer’s CAP Theorem14 informally 
states that a system can exhibit only two 
out of the three following properties: 
Consistency, Availability, and Partition-
tolerance. CAP is a negative result: it 
captures properties that cannot be 
achieved in general. But CAP only holds 
if we assume the system in question is 
required to execute arbitrary programs. 
It does not ask whether there are spe-
cific subclasses of programs that can 
enjoy all three properties! In a retro-

spective, Brewer reframes his discus-
sion of CAP along these very lines:

[The original] “expression of CAP 
served its purpose, which was to open 
the minds of designers to a wider 
range of systems and trade-offs ... The 
modern CAP goal should be to maxi-
mize combinations of consistency 
and availability that make sense for 
the specific application.”14

CALM is a positive result in this arena: 
it circumscribes the class of problems 
for which all three of the CAP properties 
can indeed be achieved simultaneously. 
To see this, note the following:

OBSERVATION 1. Coordination-free-
ness is equivalent to availability under 
partition.

In the forward direction, a coordina-
tion-free program is by definition avail-
able under partition: all machines can 
proceed independently. When and if 
the partition heals, state merger is 
monotonic and consistent. In the re-
verse direction, a program that em-
ploys coordination will stall (become 
unavailable) during coordination pro-
tocols if the machines involved in the 
coordination span the partition.

In that frame, CALM asks and an-
swers the underlying question of CAP: 
“Which problems can be consistently 
computed while remaining available 
under partition?” CALM does not con-
tradict CAP. Instead, CALM approaches 
distributed consistency from a wider 
frame of reference:

1. First, CAP is a negative result over 
the space of all problems: CALM con-
firms this coarse result, but delineates 
at a finer grain the negative and posi-
tive cases. Using confluence as the defi-
nition of consistency, CALM shows 
that monotone problems can in fact 
satisfy all three of the CAP properties at 
once; non-monotone problems are the 
ones that cannot.

2. The key insight in CALM is to fo-
cus on consistency from the viewpoint 
of program outcomes rather than the 
traditional ordered histories of conflict-
ing actions—typically storage muta-
tion. The emphasis on the problem be-
ing computed shifts focus from 
imperative implementation to declara-
tive specification of outputs; that al-
lows us to ask questions about what 
computations are possible.
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lenge in distributed computing, we de-
signed Bloom to be data-centric: both 
system state and events are represent-
ed as named data, and computation is 
expressed as queries over that data. 
The programming model of Bloom 
closely resembles that of the relational 
transducers described previously. This 
is no coincidence: both Bloom and 
Ameloot’s transducer work are based 
on a logic language for distributed sys-
tems we designed called Dedalus.5 
From the programmer’s perspective, 
Bloom resembles event-driven or actor-
oriented programming—Bloom pro-
grams use reorderable query-like han-
dler statements to describe how an 
agent responds to messages (represent-
ed as data) by reading and modifying 
local state and by sending messages.

Because Bloom programs are writ-
ten in a relational-style query language, 
monotonicity is easy to spot just as it 
was in relational transducers. The rela-
tively uncommon non-monotonic rela-
tional operations—for example, set 
difference—stand out in the lan-
guage’s syntax. In addition, Bloom’s 
type system includes CRDT-like lattic-
es that provide object-level commuta-
tivity, associativity and idempotence, 
which can be composed into larger 
monotonic structures.17

The advantages of the Bloom de-
sign are twofold. First, Bloom makes 
set-oriented, monotonic (and hence 
confluent) programming the easiest 
constructs for programmers to work 
with in the language. Contrast this 
with imperative languages, in which 
assignment and explicit sequencing 
of instructions—two non-monotone 
constructs—are the most natural and 
familiar building blocks for pro-
grams. Second, Bloom can leverage 
simple forms of static analysis—syn-
tactic checks for non-monotonicity 
and dataflow analysis for the taint of 
nonmonotonicity—to certify when 
programs provide the eventual con-
sistency properties desired for 
CRDTs, as well as confirming when 
those properties are preserved across 
compositions of modules. This is the 
power of a language-based approach 
to monotonic programming: local, 
state-centric guarantees can be veri-
fied and automatically composed into 
global, outcome-oriented, program-
level guarantees.

ic construct), tombstones mask immu-
table values with corresponding 
immutable tombstone values. Taken 
together, a data item with tombstone 
monotonically transitions from unde-
fined, to a defined value, and ultimate-
ly to tombstoned.

Conflict-free replicated data types 
(CRDTs)39 provide an object-oriented 
framework for monotonic program-
ming patterns like tombstones, typi-
cally for use in the context of replicated 
state. A CRDT is an abstract data type 
whose possible internal states form a 
lattice and evolve monotonically ac-
cording to the lattice’s associated par-
tial order, such as the partial order of 
set containment under ⊆ or of integers 
under ≤. Two instances of a CRDT can 
be merged using the commutative, as-
sociative, idempotent join function 
from the associated internal lattice. 
Eventually, the states of two CRDT rep-
licas that may have seen different in-
puts and orders can always be deter-
ministically merged into a new final 
state that incorporates all the inputs 
seen by both.

CRDTs are an object-oriented lens 
on a long tradition of prior work that 
exploits commutativity to achieve de-
terminism under concurrency. This 
goes back at least to long-running 
transactions,15,22 continuing through 
recent work on the Linux kernel.16 A 
problem with CRDTs is that their guar-
antees apply only to individual objects. 
The benefits of commutativity have 
been extended to composable libraries 
and languages, enabling programmers 
to reason about correctness of whole 
programs in languages like Bloom,3 
the LVish library for Haskell,32 Lasp,37 
and Gallifrey.38 We turn to an example 
of that idea next.

The Bloom programming language. 
One way to encourage good distributed 
design patterns is to use a language 
specifically centered around those pat-
terns. Bloom is a programming lan-
guage we designed in that vein; indeed, 
the CALM conjecture and Bloom lan-
guage were developed together.3

The main goal of Bloom is to make 
distributed systems easier to reason 
about and program. We felt that a good 
language for a domain is one that ob-
scures irrelevant details and brings into 
sharp focus those that matter. Given 
that data consistency is a core chal-

The issue is not 
that coordination is 
tricky to implement, 
though that is true. 
The main problem 
is that coordination 
can dramatically 
slow down 
computation  
or stop it altogether.
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monotonic programming as the only 
way to build efficient distributed sys-
tems. Monotonicity also has utility as 
an analysis framework for identifying 
nondeterminism so that programmers 
can address it creatively.

Additional Results
Many questions remain open in under-
standing the implications of the CALM 
Theorem on both theory and practice; 
we overview these in a longer version 
of this article.29 The deeper questions 
include whether all PTIME is practi-
cally computable without coordina-
tion, and whether monotonicity in the 
CALM sense maps to stochastic guar-
antees for machine learning and scien-
tific computation.

The PODS keynote talk that intro-
duced the CALM conjecture included a 
number of related conjectures regard-
ing coordination, consistency and de-
clarative semantics.28 Following the 
CALM Theorem result,9 the database 
theory community continued to ex-
plore these relationships, as summa-
rized by Ameloot.7 For example, in the 
batch processing domain, Koutris and 
Suciu,31 and Beame et al.12 examine 
massively parallel computations with 
rounds of global coordination, consid-
ering not only the number of coordina-
tion rounds needed for different algo-
rithms, but also communication costs 
and skew.

In a different direction, a number of 
papers discuss tolerating memory in-
consistency while maintaining pro-
gram invariants. Bailis et al. define a 
notion of Invariant Confluence11,42 for 
replicated transactional databases, giv-
en a set of database invariants. Many of 
the invariants they propose are mono-
tonic in flavor and echo intuition from 
CALM. Gotsman et al.24 present pro-
gram analyses that identify which pairs 
of potentially concurrent operations 
must be synchronized to avoid invari-
ant violations. Li et al. define RedBlue 
Consistency,36 requiring that users 
“color” operations based on their or-
dering requirements; given a coloring 
they choose a synchronization regime 
that satisfies the requirements.

Blazes2 similarly elicits program-
mer-provided labels to more efficiently 
avoid coordination, but with the goal of 
guaranteeing full program consistency 
as in CALM.

With Bloom as a base, we have devel-
oped tools including declarative testing 
frameworks,4 verification tools,6 and 
program transformation libraries that 
add coordination to programs that can-
not be statically proven to be confluent.2

Coordination in its place. Pragmati-
cally, it can sometimes be difficult to 
find a monotonic implementation of a 
full-featured application. Instead, a 
good strategy is to keep coordination 
off the critical path. In the shopping 
cart example, coordination was limited 
to checkout, when user performance 
expectations are lower. In the garbage 
collection example (assuming ade-
quate resources) the non-monotonic 
task can run in the background with-
out affecting users.

It can take creativity to move coordina-
tion off the critical path and into a back-
ground task. The most telling example is 
the use of tombstoning for low-latency 
deletion. In practice, memory for tomb-
stoned items must be reclaimed, so even-
tually all machines need to agree to delete 
certain tombstoned items. Like garbage 
collection, this distributed deletion can 
be coordinated lazily in the background 
on a rolling basis. In this case, monotonic 
design does not stamp out coordination 
entirely, it moves it off the critical path.

Another non-obvious use of CALM 
analysis is to identify when to compen-
sate (“apologize”27) for inconsistency, 
rather than prevent it via coordination. 
For example, when a retail site allows 
you to purchase an item, it should dec-
rement the count of items in invento-
ry. This non-monotonic action sug-
gests that coordination is required, for 
example, to ensure that the supply is 
not depleted before an item is allocat-
ed to you. In practice, this requires too 
much integration between systems for 
inventory, supply chain, and shop-
ping. In the absence of such coordina-
tion, your purchase may fail non-deter-
ministically after checkout. To account 
for this possibility, additional com-
pensation code must be written to de-
tect the out-of-stock exception and 
handle it by—for example—sending 
you an apologetic email with a loyalty 
coupon. Note that a coupon is not a 
clear mathematical inverse of any ac-
tion in the original program; domain-
aware compensation often goes be-
yond typical type system logic.

In short, we do not advocate pure 

Our question  
is one of 
computability ...  
it asks what is  
(im)possible for  
a clever 
programmer  
to achieve.
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Conclusion
Distributed systems theory is dominat-
ed by fearsome negative results, such 
as the Fischer/Lynch/Patterson impos-
sibility proof,21 the CAP Theorem,23 
and the two generals problem.25 These 
results identify things that are not pos-
sible to achieve in general in a distribut-
ed system. System builders, of course, 
are more interested in the complement 
of this space—those things that can be 
achieved, and, importantly, how they 
can be achieved while minimizing com-
plexity and cost.

The CALM Theorem presents a 
positive result that delineates the 
frontier of the possible. CALM proves 
that if a problem is monotonic, it has a 
coordination-free program that guar-
antees consistency—a property of all 
possible executions of that program. 
The inverse is also true: any program 
for a non-monotonic problem will re-
quire runtime enforcement (coordi-
nation) to ensure consistent out-
comes. CALM enables reasoning via 
static analysis, and limits or elimi-
nates the use of runtime consistency 
checks. This is in contrast to storage 
consistency like linearizability or seri-
alizability, which requires expensive 
runtime enforcement.

CALM falls short of being a con-
structive result—it does not actually 
tell us how to write consistent, coordi-
nation-free distributed systems. Even 
armed with the CALM Theorem, a sys-
tem builder must answer two key ques-
tions. First, and most difficult, is 
whether the problem they are trying to 
solve has a monotonic specification. 
Most programmers begin with pseudo-
code of some implementation in mind, 
and the theory behind CALM would ap-
pear to provide no guidance on how to 
extract a monotone specification from 
a candidate implementation. The sec-
ond question is equally important: giv-
en a monotonic specification for a 
problem, how can I implement it in 
practice? Languages such as Bloom 
point the way to new paradigms for 
programming distributed systems that 
favor and (conservatively) test for 
monotonic specification. There is re-
maining work to do making these lan-
guages attractive to developers and ef-
ficient at runtime.
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it aids in making its purchasing and 
business decisions. The introduction 
of these principles means both buyers 
and sellers can set fair prices for GPS 
data, which today is still largely given 
away for no cost. Establishing these 
prices is a first step toward building a 
geo-marketplace, where sellers can be 
fairly compensated, and buyers can 
determine which data is most valuable 
for their application.

Geo-marketplaces, however, raise 
unique concerns. Publishing geo-tags 
reveal owners’ whereabouts, which 
may lead to serious privacy breaches 
such as leakage of one’s health status 
or political orientation. In addition, 
one must also protect the interests of 
buyers, and ensure they receive data 
objects satisfying their spatial require-
ments. Owners must be held account-
able for their advertised data and not 
be able to change the geo-tag of an 
object after its initial advertisement. 
This can prevent situations where own-
ers change geo-tags to reflect ongoing 
trends in buyers’ interest. For example, 
when a certain high-profile event oc-
curs at a location, dishonest owners 
may attempt to change their geo-tags 
closer to that location in order to sell 
their images at higher prices. Further-
more, the system must provide strong 
disincentives to prevent spam behav-
ior, where dishonest participants flood 
the system with fake advertisements. 
These are possible future work for geo-
marketplaces, some of which we dis-
cussed in a recent paper.1 
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THE MOBILE COMPUTING landscape is 
witnessing an unprecedented num-
ber of devices that can acquire geo-
tagged (aka location-based) data, for 
example, mobile phones, wearable 
sensors, in-vehicle dashcams, and IoT 
sensors. These devices can collect large 
amounts of data such as images, vid-
eos, movement parameters, or environ-
mental measurements along with the 
data collectors’ location data. However, 
we are giving away our location data to 
large Web search companies and social 
media companies for free. In addition, 
some of our smartphone apps gather 
our location data to sell to other com-
panies for targeted advertising.

This data may be useful to third-
party entities interested in gathering 
information from a certain location. 
For example, journalists may want to 
gather images around an event of in-
terest for their newspaper; law enforce-
ment may seek images taken soon be-
fore or after a crime occurred; and city 
authorities may be interested in travel 
patterns during heavy traffic.

An emerging trend is therefore to 
create data marketplaces where owners 
advertise their geo-tagged data objects 
to potential buyers, dubbed geo-market-
places.1 The following paper describes a 
technique for computing the monetary 
value of a person’s location data for 
a potential geo-marketplace. The au-
thors postulate that buyers pay people 
for their location data, perhaps through 
a geo-marketplace, and it shows how to 
compute the monetary value of such lo-
cations (represented as GPS points).

The paper applies established deci-
sion theory and “value of information” 
(VOI) techniques to determine the 
worth of a GPS point, illustrated with 
three scenarios. The first scenario is for 
a buyer that wants to deliver advertise-
ments to people who live in a certain 
geographic region. The buyer uses GPS 
points to gradually narrow down the 
location of each person’s home, ide-
ally gaining confidence in the location 

with each new point. The buyer must 
decide, for each user, which points to 
buy (if any) and make the ad delivery 
decision (that. is, decide to deliver the 
ad to that user or not). The dilemma for 
the buyer is that it cannot see the coor-
dinates of the available GPS points un-
til it actually pays for them, so it must 
make its purchasing decisions based 
only on other available data about the 
points, such as their timestamps. The 
paper’s analysis gives a principled ap-
proach for the buyer to compute the ex-
pected value of unseen GPS data, lead-
ing to purchasing decisions that are 
demonstrably better than more sim-
plistic approaches. By estimating the 
VOI of each point, the buyer can place 
a numerical value on each point giving 
its worth. The paper gives a second ex-
ample scenario about using GPS data 
to estimate traffic speeds on roads, 
and a third scenario about predicting 
a person’s future location. In all three 
scenarios, buying points with high VOI 
leads to more efficient use of the data 
resources by identifying the most valu-
able points for the task.

The authors introduce a general 
framework that can be adopted by 
any buyer or geo-marketplace requir-
ing GPS data from users. The general 
framework allows the buyer to estimate 
the VOI of the offered GPS points, and 
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Abstract
Location data from mobile devices is a sensitive yet valuable 
commodity for location-based services and advertising. We 
investigate the intrinsic value of location data in the context 
of strong privacy, where location information is only avail-
able from end users via purchase. We present an algorithm 
to compute the expected value of location data from a user, 
without access to the specific coordinates of the location 
data point. We use decision-theoretic techniques to provide 
a principled way for a potential buyer to make purchasing 
decisions about private user location data. We illustrate our 
approach in three scenarios: the delivery of targeted ads 
specific to a user’s home location, the estimation of traffic 
speed, and the prediction of location. In all three cases, the 
methodology leads to quantifiably better purchasing deci-
sions than competing approaches.

1. INTRODUCTION
As people carry and interact with their connected devices, 
they create spatiotemporal data that can be harnessed by 
them and others to generate a variety of insights. Proposals 
have been made for creating markets for personal data1 
rather than for people either to provide their behavioral 
data freely or to refuse sharing. Some of these proposals are 
specific to location data.6 Several studies have explored the 
price that people would seek for sharing their GPS data.5, 13, 9 
However, little has been published on determining the value 
of location data from a buyer’s point of view. For instance, a 
Wall Street Journal blog says10:

“What groceries you buy, what Facebook posts you ‘like’ and 
how you use GPS in your car:
Companies are building their entire businesses around the 
collection and sale of such data. The problem is that no one 
really knows what all that information is worth. Data isn’t 
a physical asset like a factory or cash, and there aren’t any 
official guidelines for assessing its value.”

We present a principled method for computing the value 
of spatiotemporal data from the perspective of a buyer. 
Knowledge of this value could guide pursuit of the most 
informative data and would provide insights about poten-
tial markets for location data.

We consider situations where a buyer is presented with a 
set of location data points for sale, and we provide estimates 
of the value of information (VOI) for these points. Because 
the coordinates of the location data points are unknown, 
we compute the VOI based on the prior knowledge that is 
available to the buyer and on side information that a user 
may provide (e.g., the time of day or location granularity). 
The VOI computation is customized to the specific goals of 

The original versions of this paper were “On the Value of 
Spatiotemporal Information: Principles and Scenarios” 
published in the Proceedings of the 26th ACM SIGSPATIAL 
International Conference on Advances in Geographic 
Information Systems, (Nov. 2018) and “To Buy or Not to 
Buy: Computing Value of Spatiotemporal Information” 
published in ACM Transactions on Spatial Algorithms and 
Systems 12 (Sept. 2019). 

the buyer, such as targeting ad delivery for home services, 
offering efficient driving routes, or predicting a person’s 
location in advance. We account for the fact that location 
data and user state are both uncertain. Additional data pur-
chases can help reduce this uncertainty, and we quantify 
this reduction as well.

In the next section, we introduce a decision-making 
framework with a detailed analysis of geo-targeted adver-
tising. We focus on the buyer’s goal of delivering ads to 
people living within a certain region. We show that our 
method performs better than alternate approaches in 
terms of inferential accuracy, data efficiency, and cost. In 
Section 3, we apply the methodology to a traffic estimation 
scenario using real and simulated spatiotemporal data. 
We present our last scenario in Section 4, where we show 
how to make good data-buying decisions for predicting a 
person’s future location.

Our contributions are as follows:

• We present a methodology to calculate the expected mon-
etary value of a user’s location coordinates, even when the 
detailed coordinates are unknown to the buyer a priori.

• We provide an algorithm for a buyer to make purchasing 
decisions about location data that may be sold by owners 
of the data, despite the specific location uncertainty.

• We demonstrate how the algorithm behaves in three 
scenarios: targeted ad delivery, crowdsourced traffic 
information, and location prediction.

To the best of our knowledge, this is the first principled method 
to compute the value of unseen crowdsourced location data 
from a buyer’s point of view.

2. SCENARIO 1: HOME TARGETED ADS
Our first illustrative scenario is called “Home Targeted Ads” 
because it focuses on a business that wants to deliver ads to 
people who have homes within a certain geospatial region. 
For instance, a local roofing business may be licensed only in 
a certain geographic area and wish their ads to only be deliv-
ered to people who live in that area. A mobile dog grooming 
service may want to limit its advertising to a region that they 
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can reach efficiently. We will refer to this target region as R. 
The region can be any closed region on the ground, such as 
the boundary around a particular area.

The buyer in this case could be the business itself or an 
advertising specialist who can find the best recipients for 
the ads. In either case, the buyer seeks to find the home loca-
tions of potential ad recipients. There are multiple ways to 
find a person’s home location: a telephone directory usu-
ally gives names and addresses, and many people give their 
home city as part of their social media profiles. However, the 
telephone directory can be incomplete or out-of-date, and 
social media profiles usually give only city-level resolution. 
Location measurements, such as those from GPS, are usu-
ally very precise, and they can be used to infer the location of 
a person’s home. In this scenario, the buyer will seek to buy 
a small number of time-stamped location measurements 
from potential ad recipients and use the measurements to 
decide who should receive the ad.

2.1. Decision to deliver an advertisement
In this scenario, a buyer must choose whether or not to 
deliver an ad to a potential recipient, and the crux of this 
decision depends on whether or not the potential recipient 
lives in the targeted region. We model the costs to the buyer 
with a payoff matrix. The matrix describes the monetary 
gain or loss depending on the decision of whether or not to 
deliver an ad to the potential recipient and depending on 
whether or not the recipient lives in the region R, as shown 
in Table 1. The buyer always has some uncertainty about the 
home location of the potential ad recipient.

The four cases in Table 1 represent the following scenarios:

• Ad not delivered when home is not in region R (payoff 
b11): This is a neutral outcome, because an ad was cor-
rectly withheld from a person who does not live in the 
targeted region. The cost (and benefit) is normally zero 
in this case; thus, b11 = 0.

• Ad not delivered when home is in region R (payoff b12): 
This is a negative outcome, because the ad should have 
been delivered, but was not. The cost is the lost oppor-
tunity and the possibility that a competitor may acquire 
the person as a customer; thus, b12 ≤ 0.

• Ad delivered when home is not in region R (payoff b21): 
This is a negative outcome, because the ad was mistakenly 
delivered to a person whose home is not in the target 
region. The cost is the wasted cost of the ad plus the 
annoyance caused to the targeted person, so b21 ≤ 0.

• Ad delivered when home is in region R (payoff b22): This is 
a positive outcome, because it could generate a purchase 

from the business. The value would be the expected profit 
from a successful ad minus the cost of the ad, so b22 ≥ 0.

We assume the payoff matrix values are given or can be 
learned.11

Based on location data collected from the potential ad recipi-
ent, the buyer computes a probability distribution PH(h), 
where h is a two-dimensional vector, [x, y]T, that describes 
the location of the potential recipient’s home. In Aly et al.,2 
we give a method to compute this distribution based on 
time-stamped location measures, such as the ones a buyer 
would purchase. From this distribution, we can compute the 
probability p

R
 that the home is inside the targeted region R:

 (1)

Based on this, we can compute the expected value of the rev-
enue, V, given our decision on ad delivery:

The advertiser would choose whichever alternative has the 
largest expected revenue:

 (2)

2.2. Decision to buy a GPS point
We consider the case where the buyer is presented with a list 
of points to evaluate buying, where each of these points has 
been recorded at a different time. The buyer is allowed to see 
the time stamps, but not the points’ spatial coordinates.

The buyer will compute VOI to decide whether or not to 
buy a measured location point, having knowledge of only 
the point’s time stamp. The buyer has already purchased n 
points, denoted by the random variables L1, L2, …, Ln or as 
the collection . An instance of this random location vari-
able is li = [xi, yi, ti, σl, ci]

T, which is a 5D vector with [xi, yi]
T 

representing the point’s 2D location at time ti and the loca-
tion precision represented as the standard deviation σl. We 
could optionally represent a varying precision for each mea-
surement, but we assume all the users have similar location 
sensors with the same precision. The price of the point is ci, 
which is the amount the buyer would have to pay the seller 
(potential ad recipient) to know (xi, yi). This price is deter-
mined by the seller. Using these points, the buyer computes 

, which is a probability distribution of the home 
location based on location measurements 1 through n. We 
give a method for this computation in Aly et al.2 The buyer 
then computes the probability that the home is in the target 
region (Equation (1) ) and the expected revenue , as 
described above.

The buyer has the option of buying another location mea-
surement Ln+1. The VOI can then be defined as the gain in 
revenue by receiving the n + 1th location Ln+1 = n+1:

 (3)

 Home location

Not in region In region

Ad Do not deliver b11 (0) b12 (β)

Deliver b21 (γ) b22 (1.0)

Table 1. The payoff matrix for home targeted ads.

The values in parentheses are used for our experiments.
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expected profit from Equation 4 over all the available points 
from the user. The buyer repeatedly buys the point with the 
maximum expected profit (Equation 4) as long as at least 
one point has an expected profit greater than zero, and as 
long as the number of points purchased does not exceed a 
preset threshold. When there are no more profitable points, 
or if the threshold has been exceeded, the buyer harnesses 
the information collected to decide whether or not to send 
the ad according to Equation 2.

2.4. Evaluation experiments
To evaluate the proposed decision framework, we used a GPS 
dataset of 66 participants living in Seattle, Washington, USA. 
The trajectories were collected for an average of 40.12 days 
(σ = 24.43) and have an average sampling rate of 0.77 samples/
minute. The trajectories represent data offered by the user to 
the data buyer. We define three regions to test our framework. 
We have 13, 14, and 18 users living in regions R1, R2, and R3, 
respectively. To find the ground truth home location for each 
user, we leverage each user’s full trajectory and the American 
Time Use Survey12 (ATUS). ATUS points out that users are most 
likely to be at their homes at midnight. Thus, we apply den-
sity-based clustering (DBSCAN) on the user’s time-stamped 
location trajectory. Then, the largest collection of data points 
(cluster) at midnight is identified as the user’s home.8

We have compared the described methods to two other 
techniques that represent simple, practical methods to 
decide whether or not to send an ad to a user. For the first 
of these techniques, the advertiser simply makes a random 
decision to send the ad or not, with the probability of send-
ing the ad set to 0.5. We call this technique “No points.” 
In the second comparison technique, the data requester 
buys a number of points from the user at random times of 
day. Then, the ad is sent to the user only if the majority of 
the purchased points are inside the region. This method 
reflects an assumption that users tend to spend most of 
their time around their homes. Using our default price of 
0.01 per point, our new, proposed method recommends 
buying no more than 20 points in about 85% of the cases, 
when the expected profit per point reaches zero. Thus, in our 
second comparison method, we have the data requester buy 
20 points regardless of their expected benefit. We call this 

The location of this new point is unknown to the buyer, 
but it follows a distribution . This distribution is 
the buyer’s guess about where the unseen point Ln+1 may be. 
We give a principled way to compute this in Aly et al.2 It is 
based on experimental data about how a person’s distance 
from home varies over the day. In the middle of the night, 
people are normally close to home, but they are normally 
farther away at noon. Because of the uncertainty surround-
ing the location of the new point, the buyer is reduced to 
computing the expected VOI. This comes from Equation 3, 
but it includes an expectation integral over , which 
is the probability density of all possible locations of the new 
point. This expected VOI is .

The decision to buy the n + 1th point will be based 
on whether the value of the point in expectation, that is, 

, is larger than the cost of the point, cn+1. 
Thus, we will buy the point that maximizes the expected 
profit:

 (4)

Here we assume that the potential ad recipients have placed 
a price on their location data. This price could also be set by a 
location broker who acts as a representative of the potential 
ad recipient. We note that although this equation accounts for 
the price of the location point, the price of the ad has already 
been accounted for in the values of the payoff matrix.

If we assume zero expected profit for the buyer, Equation 4 
can be rearranged to show a fair price for the location point as

 (5)

Note that the price is independent of the actual location of 
the data. However, as the seller knows the location, a deeper 
analysis could adjust the price based on location. However, 
this price adjustment could in turn convey extra informa-
tion to the seller about the potential value of the point, that 
is, if it is near the seller’s home.

2.3. Algorithm for decisions
The final algorithm followed by the data requester, and illus-
trated in Figure 1, consists of repeated computations of the 

Figure 1. Proposed data-sharing mechanism and decision framework: users offer their passively crowdsourced, time-stamped data with a 
certain location accuracy for a fixed price, while hiding the actual coordinates. Data buyers estimate the value of the offered data, buy points 
with the maximum expected profit, and make a business decision based on the points they have purchased.
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The other two algorithms actually lose money in some regions 
of the payoff matrix, whereas the “VOI decision” algorithm is 
always positive. Specifically, “VOI decision” relatively improves 
the TPR on average by 80.2% and 20.9% and up to 107.9% (when 
γ = 0 and β = −0.6) and 43.7% (when γ = 0) as compared to the 
“No points” and “20 points,” respectively. Also, “VOI decision” 
relatively improves the FPR on average by 38.2% and 15.8% and 
up to 91.1% (when γ = −0.9 and β = 0) and 78.7% (when γ = −0.9 
and β = 0) as compared to the “No points” and “20 points,” 
respectively. Moreover, “VOI decision” reduces the number of 
points bought to make the decision on average by 60% as com-
pared to “20 points.”

3. SCENARIO 2: TRAFFIC STATE ESTIMATION
We now focus on a second scenario, which is a service that 
provides traffic state estimates for a given road segment using 
crowdsourced spatiotemporal data. In particular, the traffic 
state estimator service buys time-stamped location data from 
people traveling through the road network and uses it to esti-
mate their speed. Then, this uncertain speed estimate is used 
to infer the road segment’s discrete traffic state. For instance, 
we assume three levels for a highway road segment: green rep-
resenting free flow/smooth traffic with speed greater than 
60 km/hr, red representing congested traffic with speed less 
than 30 km/hr, and yellow representing medium congested traf-
fic with speed between 30 and 60 km/hr. The service uses the points 
it buys to decide which level to assign to the road segment.

For clarity of illustration, we assume that the vehicle is on 
a single road segment for the duration of the analysis. The 
procedure described here can be generalized to the use of 
data from multiple vehicles traversing multiple road seg-
ments. In steady state, we assume the service has at least one 
previously purchased location measurement from the vehi-
cle. This purchased data is used to place the vehicle on the 
road segment of interest, and it means that any subsequent 
point purchased from the vehicle can be used to estimate 
the speed of the segment using the points’ time stamps. 
The service provider must decide whether or not to buy a 
new location point from the vehicle as well as which point 
to buy with only knowledge of the points’ time stamps and 
location precision. Although crowdsourcing traffic speeds is 
a familiar idea, we show how to choose intelligently which 
points to buy and to compute their value. Throughout the 
rest of the section, we will describe how the service provider 
will use the proposed framework to make two decisions: (1) 
congestion-level descriptor (color) for the road segment and 
(2) whether to buy a new point from travelers.

second technique “20 points.” In addition, for our proposed 
new method, we set a maximum threshold of 20 points in 
the evaluation to represent a realistic case where the buyer 
is interested in buying a bounded amount of data. We refer 
to our proposed method as “VOI decision.”

Evaluation metrics. To evaluate the proposed decision 
framework, we employ three metrics: (1) The true positive rate 
(TPR) measures the proportion of correctly sent ads (i.e., ads 
sent to people with homes in the region); (2) the false positive 
rate (FPR) measures the proportion of incorrectly sent ads 
(i.e., ads sent to people with homes outside the region); and 
(3) the revenue ratio measures the ratio of the revenue gained 
to the maximum revenue the advertiser can gain by making 
perfectly correct decisions about which users should receive 
the ad without buying any location points.

Results. To test our proposed framework for different 
payoff matrices, we created a payoff matrix with the values 
in parentheses as shown in Table 1. Here, we have b11 = 0, 
which represents the neutral result of not sending an ad to 
someone whose home is outside the region R. To reduce 
the size of the parameter space, we normalize by setting b22 
= 1, which represents the reward for correctly delivering an 
ad to someone whose home is inside the region. The other 
two outcomes are negative: b21 = γ represents the penalty for 
delivering an ad to someone not in the region, and b12 = β 
represents the penalty for not delivering an ad to someone 
who does live in the region. We let both γ and β vary over 
[0.0, −0.9]. These normalizations mean we can show results 
over just two payoff parameters (γ and β) rather than four.

We compared the performance of our method to other 
methods in Figure 2. Figure 2 shows the average results over 
the three regions for the different payoff matrices for a GPS 
point cost of 0.01. The two comparative methods (“No points” 
and “20 points”) TPR and FPR are independent of the payoff 
matrix values, because they are neither considering the costs 
and benefits of buying points nor making ad decisions. The 
algorithm “No points” (red surface) has a TPR and FPR of 
around 0.5. The algorithm “20 points” (yellow surface) gener-
ally performs better for both TPR and FPR, but comes with the 
penalty of buying 20 points for every decision. Our price sensi-
tive “VOI decision” algorithm (blue surface) is superior to both 
the comparison algorithms for TPR. For FPR in Figure 2(b), 
the “VOI decision” algorithm (blue surface) is superior over 
most of the payoff range. Its FPR rises dramatically when γ is 
zero, where the penalty for sending an ad outside the region is 
zero. Finally, Figure 2(c) shows the revenue ratios of the three 
methods, where “VOI decision” is again significantly superior. 
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Figure 2. Home targeted ads (Scenario 1) experiment results using the proposed framework (“VOI decision”) as compared to two other 
methods (“No points” and “20 points”).
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The fundamental method is a Kalman filter, which gives the 
probability distribution PU(u) representing the speed estimate 
and its uncertainty as well as a distribution giving a prediction 
of the speed in the future, which gives a buyer an idea of what 
the next speed value will be. The next section discusses how to 
make decisions about the location points to buy.

3.2. Decision to buy a GPS point
The buyer must decide whether to buy a new point based on 
its time stamp and accuracy. In this scenario, we formulate the 
decision as one of buying a new speed estimate. We leverage 
VOI to compute the value of knowing the traveler’s unknown 
speed and use it to make the buying decision. Having already 
purchased n speed estimates, this data forms a list of speeds, 
denoted by the random variables U1, U2, …, Un or as . Using 
these speeds, the data requester uses a Kalman filter to com-
pute , which is a probability distribution of the road 
segment speed based on speed measurements 1 through n. 
The buyer also computes their expected revenue ,  
as described in section 3.1, using  as 
the speed distribution. The mean  and variance  of 
this normal distribution are predicted by the Kalman filter. 
Because we are assuming the user is traveling at a locally 
constant speed, the Kalman estimate serves as the antici-
pated distribution of the as yet unknown next speed that the 
buyer is considering.

The value of information at time n can then be defined as 
the gain in revenue by receiving the n + 1th speed measure-
ment Un+1 = un+1:

 (6)

Hence, the expected value of information for the n + 1th 
speed is given by the expected value of (6):

 (7)

where u ∈ R and the integral is taken over the full domain of u.
The decision to buy the n + 1th speed will be based  

on whether the value of the point in expectation, that  
is, , is larger than the cost of the speed 
(cn+1):

 (8)

Here, we are assuming that the driver/data provider has placed 
a price on their location (speed) data.

We give results of detailed experiments in the next section. 
To build intuition about these computations, we present 
results of a simple simulation experiment in Figure 3. For 
different vehicle speeds, Figure 3 displays the number of 
points purchased using the methodology. Note that we buy 
more points whose speeds are near the congestion level 
thresholds, that is, 30 and 60. In effect, the method is trying 
to resolve the ambiguity of speeds near the speed boundar-
ies to avoid the cost of mistakes as expressed in the payoff 
matrix. In addition, as the location precision σl decreases, 
the method buys more points as needed to resolve the speed 
uncertainty.

3.1. Congestion level decision
As in the first scenario, we model the decision costs of the 
data buyer using a payoff matrix. The matrix describes the 
monetary gain and loss depending on the provider’s choice 
of which color to display and the road segment’s actual traf-
fic state, as shown in Table 2. There are nine different pos-
sible cases: brr, byy, and bgg represent positive outcomes where 
the service provider is choosing the correct traffic congestion 
level (red, yellow, and green, respectively); thus, brr, byy, and bgg 
> 0. The remaining cases represent negative outcomes as the 
service provider is choosing a wrong congestion level descrip-
tor. For example, payoff bgr represents choosing smooth traf-
fic (green) although actually it is congested (red). Thus, these 
payoffs are less than brr, byy, and bgg and are generally less than 
zero. When the actual road speed is red (severely congested), 
choosing green (free-flowing) would have a relatively large 
cost, bgr < 0, because it could mistakenly entice drivers toward 
the segment only to find slow speeds. We assume the payoff 
matrix is given or can be learned.11

To choose the congestion level from the noisy location data, 
we again employ decision theory principles.11 Specifically, the 
service provider uses the purchased location data to model 
their belief about the traffic segment’s speed. This distribu-
tion is PU(u), where u represents the vehicle’s speed. We give 
a method to compute this distribution in Aly et al.2 From this 
distribution, we can compute the probability that the road 
segment’s congestion level is green as follows:

where R(g) represents the range of speeds for the green road 
coloring, which is [60, ∞] in our scenario. Similar equations 
are used to compute the probabilities of the yellow and red 
states, py and pr.

With these probabilities, we can compute the expected 
revenue V for any congestion level display choice from the 
payoff matrix in Table 2. This is as below for the decision “r”, 
and the decisions “g” and “y” can be evaluated similarly.

We assume the service provider will choose to display the 
congestion level that gives maximum revenue, and thus the 
expected revenue ( ) will be

In Aly et al.,2 we discuss how the service provider computes 
PU(u) from individual time-stamped location measurements. 

 Actual traffic state

Red Yellow Green

Traffic Red brr bry brg

State Yellow byr byy byg

Decision Green bgr bgy bgg

Table 2. Payoff matrix for traffic state estimation.
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3.3. Evaluation experiments
We evaluated our proposed framework in two ways: First, we 
used simulation studies to evaluate the effect of points’ cost 
on the performance of the proposed methodology across the 
entire speed spectrum (0–140 km/hr). In addition, we show 
the effect of the payoff matrix on the accuracy and compare the 
performance to a mean filter with different window sizes as 
our baseline technique. For each speed in a range from 0 to 
140 km/hr with an increment of 1 km/hr, we ran 500 experiments. 
We estimate speeds from noisy location data with precision 
σl as described in the experiments, and we sample locations 
every 3 seconds. We report the average results of the experi-
ments for each speed in the experimental range. The default 
payoff matrix is [brr bry brg; byr byy byg; bgr bgy bgg] = [1 −0.1 −0.1; 
−0.1 1 −0.1; −0.1 −0.1 1], and the default point cost is ci = 0.001. 
We show the effect of the point cost, point precision, and the 
decision-maker’s payoff matrix on the proposed framework as 
compared to the baseline technique. Second, we test the per-
formance of our framework against real driving traces.

Effect of point cost and precision. Using simulated data, 
Figure 4 shows the effect of the point cost on the perfor-
mance of the proposed framework in terms of congestion 
level decision accuracy for different location precisions, 
that is, σl ∈ {3m, 10m, 20m} in parts a, b, and c of Figure 4, 
respectively. The blue bars show the percentage of correct 
speed interval inferences. We see that less expensive points 
lead to higher system accuracy, because the blue bars grow 
as the points become less expensive. This is because the sys-
tem is more willing to buy additional points. As the price of 
the location points exceeds their value, the buyer refrains 
from buying. Comparing parts a, b, and c of Figure 4, we 
also see that lower precision (larger σl) leads to more error, 
as the blue bars generally shrink from a to b to c. In Figure 
4, the error assigned to choosing the correct speed interval 

for the road segment is zero, represented by the blue bars. 
Choosing an adjacent interval (e.g., red instead of yellow) 
has an error of one, and choosing the interval at the other 
end of the spectrum (e.g., green instead of red) has an error 
of two.

Comparative analysis. Figure 5(a) compares the per-
formance of our framework to the mean window filter over 
different window sizes (baseline technique). The bars in 
Figure 5 show the error rates in the same way as shown in 
Figure 4. We also show the mean number of points pur-
chased in these figures as small, black boxes. For relatively 
accurate location points (with precision σl varying uniformly 
at random from 3 to 20 m), Figure 5(a) shows that our pro-
posed framework identifies the exact traffic congestion level 
at least 84.6% of the time (“VOI decision-3” bar in the figure); 
this is better than the baseline technique with window size 
4 points by 3.4% and with a reduction in the average num-
ber of purchased points by 20%. In addition, our approach 
has comparable performance to the baseline technique with 
window sizes 8 and 35 points along with a reduction in the 
number of purchased points by 60% and 90.9%, respectively.

For more noisy location estimates (with σl varying uni-
formly at random from 3 to 100 m), our proposed framework 
estimates the exact traffic congestion level at least 63.9% of 
the time (“VOI decision-3” bar), as shown in Figure 5(b). This 
is better than the baseline technique with windows sizes 
4, 8, and 35 points by 7.3%, 7.10%, and 10.8%, respectively. 
Moreover, this comes with a reduction in number of pur-
chased points of 15%, 57.5%, and 90.2%, respectively. Our 
framework gives higher accuracy with fewer location points. 
Figure 5 also shows that varying the payoff matrix resulted 
in a small change in the accuracy and the average number 
of purchased points as seen in the first three bars. With a 
larger penalty for making a wrong decision, the framework 
buys more points and gives higher accuracy.

Validation experiments with real data. Using the 
same GPS data as we did for the experiments in Section 
2.4, we extracted 20 traces from drivers on the I-90 inter-
state highway and State Route 520 in Seattle, WA, at differ-
ent dates and times of day. All 20 traces had more than 8 
points on the road in order to compare with a mean filter 
with window size 8. The traces’ speeds varied from 10 to 
133 km/hr (m = 89.4 km/hr and σ = 36.5), covering the three 
congestion levels. We estimate the road congestion level 
ground truth by applying an alpha-trimmed filter to remove 
speed outliers and estimate the speed from the full traces. 
Using the default payoff matrix, our framework was able 
to identify the road segment’s congestion levels accurately  

Figure 3. Average number of points bought at different possible 
speeds for location points with an accuracy of 3 m, 10 m, and 20 m. The 
model buys more points near the traffic state boundaries. The payoff 
matrix is [1 −0.1 −0.1; −0.1 1 −0.1; −0.1 −0.1 1], cost = 0.01 and Dt = 3 s.
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(with zero error) 95% of the time and within one level error 
100% of the time. This is better than the mean filter, which 
gave accurate predictions (with zero error) 90% of the time. 
In addition, the model recommends purchase of 50% fewer 
points as compared to the mean filter.

4. SCENARIO 3: LOCATION PREDICTION
A third scenario centers on location prediction. The buyer 
in this case is interested in the future location of someone. 
For example, the buyer may want to know if a person will be 
near the buyer’s business place, which may prompt an ad 
delivery. A traffic authority may want to anticipate demand 
for the road network. In addition to introducing a new sce-
nario, this section demonstrates a different form of the pay-
off matrix where the states and actions are continuous.

4.1. Location prediction
There are many existing techniques for predicting a person’s 
location based on location history. These include methods 
based on a Markov model4 and based on efficient driving 
and other cues.7 We introduce a new technique here that 
produces a continuous probability distribution over future 
locations, which meshes with our mathematical framework.

Using a single historical point i taken at time ti, the pre-
dicted location for a future time tf is f , given by the normal 
distribution:

This implies that the normal distribution of future locations 
is centered around the measured location i with a variance  
of . This variance is a function of the current time 
ti and the offset time into the future, tf − ti. Parameterizing 
the variance this way is intended to model the facts that (1) a 
person’s future location is a strong function of their current 
location, especially for the near future, and (2) prediction 
uncertainty changes with the current time and the time off-
set into the future. We computed a tabular approximation of 

 from the data of all our test users, discretizing 
both ti and tf − ti to 30-min intervals.

Predicting f from multiple purchased points  gives a 
mixture of Gaussians:

 (9)

Here, g(x|m, σI) represents a two-dimensional Gaussian, 
centered at m with a diagonal 2x2 covariance matrix σ2I. The 
accuracy of this prediction technique is given in Section 4.4.

Computing the VOI depends on anticipating the location 
of the next purchased point, Ln+1. We make a direct prediction 
of the location of the next purchased point, which is conve-
niently given by Equation 9, notated as .

4.2. Payoff and decision
We introduce a generic, continuous payoff function that 
depends on the distance between the predicted and actual 
future locations. If the buyer decides that the predicted loca-
tion is , but the actual location is f, then the payoff for 
this decision is . Here, b2 is some base payoff 
for making an exact prediction, and the payoff decreases as 
the prediction error grows. This payoff function leads to a 
closed form for the expected revenue.

After some mathematics, detailed in Aly et al.3, it becomes 
apparent that the expected revenue for deciding a future 
location of  then simplifies to

 (10)

The buyer will want to maximize expected revenue by choos-
ing the best value for . Differentiating the expected reve-
nue in Equation 10 with respect to  and setting it to zero 
gives the optimal location prediction as

This shows the predicted location is simply the mean of the 
already purchased location points. Although this is a very 
simplistic location prediction, the key is choosing which 
points i to buy for making an accurate prediction, which we 
describe next.

4.3. Value of information
By making the optimal prediction above, the expected revenue 
from previously purchased points  would be

This shows that the expected revenue decreases with larger 
prediction variances and when the purchased points are 
more dispersed from their mean.

Figure 5. The black squares show the average number of points bought while users are driving at different possible speeds for location points 
with randomly varying precision in the range 3–20 m and 3–100 m. This is compared to a mean filter with window sizes of 4, 8, and 35 location 
points. The payoff matrix for VOI decision-1 is [brr bry brg; byr byy byg; bgr bgy bgg] = [1 −0.9 −0.9; −0.9 1 −0.9; −0.9 −0.9 1], for VOI decision-2 is [1 −0.4 
−0.9; −0.4 1 −0.9; −0.9 −0.4 1], and for VOI decision-3 is [1 −0.1 −0.1; −0.1 1 −0.1; −0.1 −0.1 1].
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has noticeably smaller error than the random technique, after 
which the two techniques are approximately equal in error. 
Predicting ahead 0–30 min, the VOI technique reduces predic-
tion error by 54%, 47%, and 40%, respectively for 1, 2, and 3 pur-
chased points. This large reduction in error shows that the VOI 
technique is much better at choosing which location points to 
buy for increased location prediction accuracy.

5. CONCLUSION
We presented a principled method for buyers of location 
data to compute the value of users’ unseen location data. 
The approach relies on algorithms that consider prob-
ability distributions over locations based on data that 
has already been purchased, as well as the buyer’s pay-
off matrix, to anticipate the value of future, as yet unpur-
chased data. As a by-product of the quantitative valuations, 
the methodology identifies which unseen data is likely 
the most valuable for the buyer. We considered three sce-
narios, home-targeted ads, traffic congestion inference, 
and location prediction, to illustrate how we estimate the 
value of location data obtained from end users in different 
settings. These techniques work significantly better than 
competing inference approaches, both by using less data 
and inferring more accurate results. We believe this work 
fills a gap in the pricing of location data and that the pre-
sented methods can help inform decisions by buyers and 
sellers of location data. 

The VOI of an additional point n+1 is

 

(11)

Two of the main terms in the equation above are independent 
of n+1, that is,  and .  
The other two main terms depend on n+1 and thus affect the 
choice of which is the best point to buy next. The first of these 
terms, , encourages buying points that 
have a small associated prediction variance, .  
The second of these terms, , 
encourages buying points that help reduce the dispersion of 
the purchased points.

4.4. Evaluation experiments
To test our prediction scenario, we used GPS data from the 
same 66 subjects as the ad delivery scenario described in 
Section 2.4. We used the temporal first half of each person’s 
data to compute one set of prediction variances, ,  
that pertain to all subjects. We represented ti as the amount 
of time since the day’s previous midnight, discretized into 
30-min intervals. The quantity tf − ti represents the amount 
of time predicted into the future. We limited this to 24 hours 
and also discretized it to 30-min intervals.

For each subject, we randomly selected 100 test location 
points to predict from the temporal last half of their data. 
For each of these points, we randomly chose 20 prior points 
that were within our 24-hour prediction window as candi-
dates for buying. With 66 subjects and 100 test predictions 
per subject, we tested our algorithm on 6600 different loca-
tion prediction tasks.

Our primary test is to see if the algorithm is choosing good 
points to buy for making predictions. The next best point to 
buy is the one that maximized the expected VOI. As a com-
parison technique, we chose points randomly from the 20 
available for each trial, repeating this 10 times for each of 
the 6600 prediction tasks.

Figure 6 shows the mean prediction error based on buying 
1, 2, and 3 points. The solid lines show the VOI approach, and 
the correspondingly colored dashed lines show the random 
approach. From 0 to 7 hours into the future, the VOI technique 

Figure 6. Using VOI to choose points to purchase is generally better 
than random choices in terms of prediction accuracy.
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gap. Design of scalable algorithms is 
more difficult for multi-flow graphs 
due to their weighted directed acyclic 
graph topology in contrast with the 
simpler tree or forest topology of sin-
gle-flow graphs. While well-known 
transitive closure algorithms may esti-
mate flow accumulations, new spatial 
algorithms are needed to efficiently 
compute edge weights and cascading 
depression overflows. This paper lever-
ages properties of planar graphs, prior-
ity queues and fast matrix multiplica-
tion methods to address the challenges. 
Key results include new scalable (for 
example, linear or n log n) algorithms 
for point-flood query, terrain-flood 
query and flood time query on multi-
flow graphs. These were lauded by a 
best paper award at a recent ACM SIG-
SPATIAL conference and open doors 
for design of algorithms for next-gener-
ation use cases such as preparation of 
climate-change aware flood-plain 
maps with uncertainty quantification.

Going back to the opening story, you 
(or an insurance company) may use the 
algorithm for point-flood query to 
quickly assess flood risk for candidate 
properties. Smart cities and communi-
ties may use the terrain-flood query al-
gorithms to identify flood-prone low-
lying areas for remedies. 
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IMAGIN E  YOU A RE  considering buying a 
long-term place with a view of moun-
tains or ocean. For due diligence, your 
partner asks about flood risk in the 
area. FEMA maps show the place is out-
side the 100-year flood zones (1% an-
nual chance). However, you have heard 
that climate change is making extreme 
events more extreme and some places 
have seen multiple 100-year floods 
within a few years. Next, you browse 
information about climate change and 
its impact. These provide the projected 
climate change and precipitation (for 
example, rainfall, snowfall) under dif-
ferent policy scenarios, but not project-
ed flood risk maps. How will you assess 
long-term flood risks for candidate 
places? This is an important societal 
use-case of and a challenging problem 
in spatial computing.3,4

Flood forecast and risk assessment 
started as early as Egyptian civiliza-
tion. The Nile monsoon floods nour-
ished nearby fertile lands but also 
erased mud-based farm boundaries 
motivating the invention of land sur-
veying, which was later formalized as 
geometry and trigonometry across the 
Mediterranean sea.

Communities started recording 
floods for forecasts and risk assess-
ments to reduce loss of property and 
lives. Nile flood records go back hun-
dreds of years and confound “one-size-
fits-all” machine learning methods1,5 
due to spatio-temporal auto-correla-
tion, teleconnections (for example, up-
stream use and storage), and non-sta-
tionarity (for example, climate change). 
Physics-driven models1 account for hy-
drological processes such as surface 
run-off, ground absorption, and evapo-
ration using data about upstream pre-
cipitation, snow melt, water levels, flow 
rates, soil type, soil moisture, atmo-
spheric humidity, temperature, river ba-
thymetry, sewer networks, and so on. 
The model parameters are calibrated us-
ing historical data. Due to the high data 
needs and computational costs, hydro-

logical models are difficult to use for 
large areas and time-constrained use 
cases, for example, flash floods. Thus, 
many use Geographic Information Sys-
tems (GIS)-based approaches focusing 
on surface run-offs, sub-processes of 
flow accumulation, and depression 
overflows. For example, the ArcGIS 
hydro2 uses maps of terrain elevation, 
precipitation and snow melt. These 
are converted to a flow graph, where 
nodes are locations and directed edges 
represent gravity-driven water-flows. 
For example, a single-flow graph sends 
flows towards the lowest neighbors.

Progress in spatial computing3,4 is 
made by either improving the approxi-
mation of spatial phenomena or by im-
proving the computation cost or both. 
Spatial computing literature has inves-
tigated both for flood-modeling. It has 
investigated triangulated irregular net-
works (TINs) as an alternative to tradi-
tional gridded digital elevation models 
to not only reduce approximation error 
but also storage costs. It also advanced 
multi-flow graphs to allow water from a 
node to flow toward multiple downhill 
neighbors for more accurate represen-
tation of surface run-offs and down-
stream floods. However, there are few 
algorithms for multi-flow graphs be-
yond flow accumulation.

The authors of the following paper 
take a big step to fill this knowledge 
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Flood-Risk Analysis on Terrains
By Aaron Lowe, Pankaj K. Agarwal, and Mathias Rav

Abstract
An important problem in terrain analysis is modeling how 
water flows across a terrain and creates floods by filling up 
depressions. In this paper, we study a number of flood-risk 
related problems: given a terrain Σ, represented as a trian-
gulated xy-monotone surface with n vertices, a rain distribu-
tion , and a volume of rain ψ, determine which portions of 
Σ are flooded. We give an overview of efficient algorithms 
for these problems as well as explore the efficacy and effi-
ciency of these algorithms on real terrains.

1. INTRODUCTION
Flooding can be extremely dangerous and damaging. The 
United States experienced the wettest 12-month period from 
June 2018 to May 2019, with major flooding in the Midwest 
affecting millions of people and causing several billion dol-
lars in damages. Being able to accurately and quickly model 
flooding can help predict and prepare for the risks. Flood-risk 
analysis has been studied widely across multiple research 
communities including environmental science, engineering, 
machine learning, and GIS communities: see Section 7.

Flood risk analysis also has been a focus of a number of com-
panies as well. SCALGO22 is a software development and services 
company that uses massive terrain dataprocessing technology 
to provide a flood risk platform for Scandinavian countries. 
3Di Water Management1 provides interactive hydrodynamic 
simulation software combining overland, channel, sewer and 
ground water flow. Fathom13 uses high-resolution global data-
sets and hydrological modeling to provide flood hazard data for 
many applications, including insurance and disaster response.

In this paper, we will focus on two key problems related to 
flood-risk analysis, which are defined more formally in later 
sections:
Terrain-flood query: given a terrain Σ and a rain pattern, 
determine which portions of Σ will be flooded. (See Figure 1 
for an example.)
Point-flood query: In some applications, the terrain Σ is 
fixed and we wish to know whether a query point on Σ will be 
flooded for a given rain pattern. Preprocess Σ into a data struc-
ture so that for a given rain pattern and query point q ∈ Σ, one 
can quickly determine whether q is flooded. Alternatively, one 
can ask how long rain must fall before q is flooded.

When rain falls, the rate at which a depression fills up 
depends not only on its shape and the size of its watershed 
(the area of the terrain that contributes water to the depres-
sion), but also on other depressions filling up. Water falling 
on the watershed of a depression that is already filled flows to 
a neighboring depression, effectively making its watershed 

The original version of this paper was published in the 
Proceedings of the 25th ACM SIGSPATIAL International 
Conference on Advances in Geographic Information Systems 
(Nov. 2017) Article No. 36.

larger and thus making it fill up faster. Maintaining how 
depressions fill and spill into other depressions during a 
flash flood makes the above problem challenging.

We present an efficient algorithm for the terrain-flood 
query in Section 4. The algorithm works by sweeping 
descending contours on the terrain, tracking where water 
flows and determining which depressions become full. A key 
feature of the algorithm is that once we find a contour delim-
iting a flooded region, we can mark the enclosed region as 
flooded and prune it from consideration.

For the point-flood query, we present in Section 5 an algo-
rithm that preprocesses the terrain into a data structure so 
that queries can be answered quickly. If we assume the single-
 flow direction (SFD) model in which water from a vertex flows 
along the steepest descending edge, we describe an algo-
rithm that, after preprocessing the terrain, can answer point-
flood queries in time logarithmic in the number of vertices on 
the terrain. We also briefly discuss algorithms for the flood-
time query that asks when, rather than if, a point will become 
flooded. These algorithms all work by recognizing that not all 
depressions are equally important from the perspective of the 
query point. The terrain can be simplified into a set of depres-
sions called the tributaries. The local behavior within each 
tributary can then be ignored. Instead, the algorithms depend 
only on the global behavior: does the tributary become full, 
and if so, which downstream tributaries does it spill into?

We have implemented the algorithms for terrain-flood 
and point-flood queries and tested them on real terrains. 
We show that the algorithms are efficient in practice, across 
a variety of queries, and give some analysis as to how varying 

Figure 1. A terrain-flood query over a region of Philadelphia, PA, USA. 
The areas marked in blue are flooded, with regions that water flows 
over marked in orange.

The results described here originally appeared in “Flood-risk analysis on 
terrains under the multiflow-direction model”18 and “Flood risk analysis 
on terrains,”21 respectively.
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the query affects the running time. We also compare terrain-
flood queries qualitatively under two variants, the multi-flow 
direction (MFD) and single-flow direction (SFD) models, 
showing cases where the flooded regions are significantly 
different under the two (Section 6).

2. PRELIMINARIES
Terrains. Let M be a triangulation of R2, and let V be the set 
of vertices of M; set n = |V|. We assume that V contains a ver-
tex v∞ at infinity and that each edge {u, v∞} is a ray emanat-
ing from u; the triangles in M incident to v∞ are unbounded. 
Let h : M → R be a height function. We assume that the 
restriction of h to each triangle of M is a linear map, that  
h approaches +∞ at v∞, and that the heights of all vertices 
are distinct. Given M and h, the graph of h, called a terrain 
and denoted by Σ = (M, h), is an xy-monotone triangulated 
surface whose triangulation is induced by M.
Critical vertices. There is a natural cyclic order on the neigh-
bor vertices of a vertex v of M, and each such vertex u is either 
an upslope or downslope neighbor, that is, h(u) > h(v) or h(u) 
< h(v), respectively. If v has no downslope (resp. upslope) 
neighbor, then v is a minimum (resp. maximum). We also 
refer to a minimum as a sink. If v has four neighbors w1, w2, 
w3, w4 in clockwise order such that max(h(w1), h(w3) ) < h(v) < 
min(h(w2), h(w4) ), then v is a saddle vertex. If a vertex is not a 
critical point, call it regular. See Figure 2.
Level sets, contours, depressions. Given  ∈ R, the -sublevel 
set of h is the set h< = {x ∈ R2 | h(x) < }, and the -level set of 
h is the set h= = {x ∈ R2 | h(x) = }. Each connected compo-
nent of h< is called a depression. Each connected component 
of the boundary of a depression is a contour. A contour not 
passing through a critical vertex is a simple polygonal cycle. 
Note that a depression is not necessarily simply connected, 
as a maximum can cause a hole to appear.

For a point x ∈ M, a depression βx of h< is said to be delim-
ited by the point x if x lies on the boundary of β, which implies 
that h(x) = . A depression β1 is maximal if every depression  
β2 ⊃ β1 contains strictly more sinks than β1. A maximal 
depression that contains exactly one sink is called an ele-
mentary depression. Note that each maximal depression is 
delimited by a saddle, and a saddle that delimits more than 
one maximal depression is called a negative saddle. For a 
maximal depression β, let Sd(β) denote the saddle delimit-
ing β, and let Sk(β) denote the set of sinks in β.
Merge tree. Suppose we sweep a horizontal plane from −∞ 
to ∞. As we vary , the depressions in h< vary continuously, 
but their structure changes only at sinks and negative sad-
dles. If we increase , then a new depression appears at a 
sink, and two depressions merge at a negative saddle. The 
merge tree, denoted by Th, is a tree that tracks these changes. 

Its leaves are the sinks of the terrain, and its internal nodes 
are the negative saddles. The edges of Th are in one-to-one 
correspondence with the maximal depressions of Σh, that is, 
we associate each edge (u, v), for h(u) > h(v), with the maxi-
mal depression delimited by u and containing v. The point 
of height  ∈ [h(v), h(u)] on edge (u, v) represents the depres-
sion of h< contained in βv. We assume that Th has an edge 
from the root of Th extending to +∞, corresponding to the 
depression that extends to ∞. See Figure 4. For simplicity, 
we assume that Th is binary, that is, each negative saddle 
delimits exactly two depressions. Nonsimple saddles can be 
unfolded into a number of simple saddles.12

Let u be a negative saddle, let (u, v1) and (u, v2) be two 
down edges in Th from u, and let (w, u) be the up edge from 
u. We call the depression associated with (u, v2) (resp. with  
(w, u) ) as the sibling (resp. parent) (depression) of that asso-
ciated with (u, v1). Van Kreveld et al.16 gave an O(n log n)-time 
algorithm for constructing the merge tree in 2D. The algo-
rithm was later extended to 3D by Tarasov and Vyalyi,23 and 
to arbitrary dimensions by Carr et al.8

Th can be preprocessed in O(n) additional time so that for 
a point x ∈ R2, Vol(βx), the volume of the depression delim-
ited by x can be computed in O(log n) time. In the following 
sections, we will be working with a fixed height function, so 
will drop the subscript h from Th, Volh, etc.

3. FLOODING MODEL
Flow graph and flow functions. We transform M into a 
directed acyclic graph , referred to as the flow graph, by 
directing each edge {u, v} of M in downward direction, that 
is, from u to v if h(u) > h(v), and from v to u otherwise. For 
each (directed) edge (u, v), we define the local flow λ(u, v) to 
be the portion of water arriving at u that flows along the edge 
(u, v) to v.

The value of λ(u, v) is, in general, based on relative 
heights of the downslope neighbors of u. We will refer to 
the general version in which water can flow along multiple 
downward edges from u as the multi-flow direction (MFD) 
model. If λ(u, v) > 0 for exactly one downslope edge from u, 
we will refer to this as the single-flow direction (SFD) model. 
See Figure 3 for an example of how these models differ. In 
some cases, notably for point-flood and flood-time queries, 
the SFD model will admit more efficient algorithms. We will 
not focus on the specifics of the local flow function, and only 

Figure 2. From left to right: minimum (sink), maximum, saddle, and 
regular vertices. Upslope and downslope neighbors are marked in 
white and black, respectively.

Figure 3. Rain falls at the local maximum at the green circle toward 
local minima marked with squares. Left: an SFD model, water flows 
along a single path to a single minimum. Right: an MFD model, water 
flows along multiple paths to three local minima.
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assume that it is specified and for a pair u, v can be retrieved 
in O(1) time.

Following the edges of , water reaches a set of sinks of 
M. We define a flow function φ : V2 → [0, 1], which specifies 
the proportion of water that flows from a vertex u to another 
vertex v. Note that under the MFD model, water can flow 
from u to v along many paths. The flow function is defined 
recursively as follows:

 (1)

For a maximal depression β, we define

to be the portion of water that reaches from a vertex u to β. 
Recall that Sk(β) is the set of sinks in β.

If a maximal depression β delimited by saddle u is full, we 
define φβ(u, v) to be the modified flow function, computed as 
if the flooded vertices have a height of h(u).
Rain distribution. We let  denote a rain distribution, which 
is specified as a probability distribution on the vertices of the 
terrain, that is, for each vertex v ∈ V, (v) ≥ 0 indicates the 
rate at which it rains on v, and we require that ∑v (v) = 1. 
For a given depression β, let (β) = ∑v∈β (v) be the portion 
of rain falling directly into β. We denote by | | the number 
of vertices with positive rainfall in , and we assume that  is 
represented as a list of | | pairs (v, (v) ). In practice, | |  n.
Flood propagation. Our flooding model follows a similar 
depression-filling model as Liu and Snoeyink.17 As rain falls 
according to a distribution  on Σ, water flows along the 
downward edges according to the flow function and accumu-
lates in depressions of Σ. When a maximal depression βi fills 
up, water spills from the saddle vi delimiting βi toward sinks 
in the sibling depression. We refer to this event as a spill event.

The above process defines a sequence of spill events, 
each event marking a sink u as full, and redistributing the 
rain falling on u to other sinks. See Figure 4 for an example. 
In our model, the maximal depressions of Σ fill up at a con-
stant rate between any two consecutive spill events. That is, 
after a spill event occurs at time t1 and until the next occurs 
at time t2, the volume of water in each maximal depression is 
a nondecreasing linear function of time.
Tributaries. Any given point q ∈ M is contained in a sequence 
of maximal depressions α1 ⊃ ... ⊃ αk ∈ q, each αi delimited by 
a saddle vi with sibling depression βi. These saddles form a 
path in T from q to the root. We refer to the maximal depres-
sions β1, …, βk as the tributaries of q and denote them by q. 
See Figure 4.
Fill and spill rates. For a maximal depression β, we define 
the fill rate Fβ : R≥0 → [0, 1] as the rate at which water is arriv-
ing in the depression β as a function of time. That is, the rate 
at which rain is falling directly in β plus the rate at which 
other depressions are spilling water into β. The fill rate Fβ is a 
monotonically nondecreasing piecewise-constant function. 
Similarly, we define the spill rate Sβ : R≥0 → [0, 1] as the rate 
(as a function of time) at which water spills from β through 
the saddle that delimits β. Let τβ, called the fill time, be the 

time at which β becomes full. Let β′ be the sibling depres-
sion of β. Then,

By the definition of the fill rate, for any maximal depres-
sion β, its initial fill rate is

  (2)

which is how much rain water flows initially to the sinks of 
β. We can define Fβ(0) recursively using (1) as follows: abus-
ing the notation a little, let Fv(0) denote the water reaching a 
vertex v at time 0. Then,

 (3)

 (4)

For any t ≥ 0, the fill rate of β at time t is the direct rain 
reaching β plus the water spilling into β from its tributaries 
that are full. That is,

 (5)

Fill and spill volumes. For a depression β, we similarly define 

β, β : R≥0 → R≥0 as fill- and spill-volume functions of β, that is, 

β(t) tells how much water has arrived in depression β by time 
t, and β(t) tells how much water has spilled from β by time t.
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Figure 4. Example terrain and point-flood query (p, q). Sinks are 
marked with squares, and saddles are marked with labels 1–8 
indicating the saddle elevation. Dotted lines indicate spill events. 
Top: Merge tree with tributaries of q, β1-β5 marked. Middle: Terrain 
seen from the side. Bottom: Terrain seen from above.
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Processing a saddle vertex. If v is a nonflooded saddle ver-
tex delimiting two maximal depressions α, α′, in addition 
to the above process, we must also compute the volume of 
rain in each of the two depressions. To do so, partition the 
edges E(βv) into the two sets E(α) and E(α′) and compute  
the volume of rain crossing into α (resp. α′) as ∑e∈E(α) Λ(e) 
(resp. ∑e∈E(α) Λ(e).) See Figure 5 for an example. These sums 
can be computed in a total of O(n log n) time summed over all 
saddles. Using this value along with the value of (α) (resp.  

(α′) ) in (7), we can compute α (resp. α′).
Then, the volume of water in a depression β is the 

amount falling directly in it, plus the amount of water flow-
ing into it,

 (7)

Finally, we use this value along with the depression vol-
umes to check if α or α′ is flooded. Note that because v is not 
flooded, at most, one of these depressions will be flooded. 
If one is flooded, without loss of generality, let it be α. In 
this case, mark α as flooded, and add α′ to the set of active 
depressions. Then, the volume of rain spilling from α into 
α′ will be α − Vol(α). Let λ′(v, w) be the modified flow func-
tion, computed as if the flooded neighboring vertices have 
a height of . Then, we update the flow of water along the 
edges from v as follows:

 (8)

If neither α nor α′ is full, add them both to the set of active 
depressions.

Theorem 4.1. Given a triangulation of M of R2 with n vertices, 
a height function h : M → R that is linear on each face of M, a 
rain distribution , and a volume of rain ψ, the flooded vertices 
of M can be computed in O(n log n) time.

5. POINT-FLOOD QUERIES
Given a rain distribution , a query point q ∈ M, and a rain 
volume ψ, the point-flood query asks whether the point q is 
flooded if a volume ψ rain falls with distribution . Of course, 
the terrain-flood query procedure described in Section 4 can 
answer this query, but our goal is to answer this query more 

By definition of the spill rate, letting β′ be the sibling 
depression of β, we have

4. TERRAIN-FLOOD QUERIES
In this section, we describe an algorithm for answering a 
terrain-flood query. That is, given a rain distribution  and 
a volume ψ, determine which vertices of M will be flooded 
if a volume of ψ rain falls according to the distribution .  
A key idea of the algorithm is that if a vertex v is flooded, then 
all points lying in the depression βv are also flooded, so we 
do not have to process the vertices lying in βv. We just need 
to know how much (if any) water will spill to its downstream 
tributaries. Using this simple observation, we compute the 
flooded vertices of M for a given  as follows.
Overview of the algorithm. As a preprocessing step, we con-
struct the merge tree T, and in doing so, we augment T with a 
linear-size data structure so that for each point q (i) the edge 
of T containing q and (ii) Vol(βq) can each be computed in 
O(log n) time.

For a given rain distribution , we first compute how 
much rain directly falls in each maximal depression ini-
tially. For a maximal depression β, let (β) be the rate of rain 
falling on vertices in β which are not contained in any other 
maximal depression. Using the recurrence

(α) for all maximal depressions α ∈ T can be computed in 
O(| | + m) time.

Next, we process the vertices in descending height order, 
and at each vertex v, we maintain the following:

• The set of active depressions that are not completely 
filled depressions in the h(v)-sublevel set

• For each active depression α (i) the fill volume α, that 
is, the volume of water in α, and (ii) the set of edges 
crossing into α, denoted E(α), and finally

• For each edge e ∈ E(α), the volume of rain flowing along 
e denoted by Λ(e)

As we sweep the vertices from top to bottom, we will find 
the height at which depressions are flooded. At this point, we 
mark the corresponding depression as flooded and do not 
consider any vertices contained in the flooded depression.

We now describe in detail how we process each vertex.
Processing a nonsaddle vertex. Let αv be the smallest maxi-
mal depression containing βv. A key observation is that α is 
the same as αv

. Therefore, it does not change at a nonsad-
dle vertex and thus has already been computed at an earlier 
step. Then, if Vol(βv) ≤ βv

, that is, βv is flooded, we mark all 
vertices contained in βv as flooded and remove βv from the 
set of active depressions. If βv is not flooded, for each edge  
(v, w) in T, we compute the water flowing along it as:

 (6) (a) (b)

v vβ α α′

Figure 5. (a) A single active depression β with active edges marked 
in red. (b) Saddle vertex v (marked in purple) delimits two maximal 
depressions α and α′. The active edges are partitioned into two 
sets: those crossing into α (resp. α′) marked in red (resp. blue);  
the edges connecting to v in (a) are no longer active (corresponding 
to upslope edges), and downslope edges from v are now active and 
partitioned accordingly.
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We define β, β recursively using the tributary graph G[q] 
as follows:

E  
(10)

For any given ψ, βq
 < Vol(βq) if and only if βq

 < Vol(βq). So 
the point-flood query can be answered by computing βq

 and 
returning yes if this quantity is at least Vol(βq).
Preprocessing step. In the preprocessing step, we construct 
the merge tree T and preprocess it so that for a point q ∈ M, 
(i) the edge of T containing q and (ii) Vol(βq) can be computed 
in O(log n) time.

Additionally, for each vertex v ∈ M and for each of O(m) 
maximal depressions β, we store the value of φ(v, β). Actually, 
we need to store only nonzero values; in practice, the num-
ber of such pairs is much smaller than mn.

Preprocessing takes O(n log n + nm) time, and the size of 
the data structure is O(nm).
Query procedure. For a query rain distribution  and a query 
point, we first find the edge e of T containing q and Vol(βq). 
Given e, we compute the tributaries of q in O(k) time by tra-
versing T upward from e. We now construct the tributary 
graph G[q] = (Xq, Eq) in O(k2) time, using the precomputed 
values of φ(v, β) in (9).

To compute q for all depressions β ∈ Xq, we first compute 
Fβ(0) for each β ∈ Xq using the formula

and then use the recurrence 10. The total time spent 
by the query procedure is O(| |k + k2). Putting everything 
together, we obtain the following:

Theorem 5.1. Given a triangulation of M of R2 with n verti-
ces, a height function h : M → R that is linear on each face of 
M, a data structure of size O(mn) can be constructed in O(n 
log n + mn) time so that a point-flood query can be answered 
in O(| |k + k2) time, where | | is the complexity of the query 
rain distribution, k is the number of maximal depressions 
containing the query point, and m is the number of sinks in 
the terrain (M, h).

5.2. Point-flood query under SFD
If the water flows according to an SFD model, point-flood 
queries can be answered even more efficiently. Under the 
SFD model, a key observation is that the tributary graph 
G[q] is a tree because each tributary has out degree 1; see 
Figure 7. To see why, note that for each vertex v, water 
flows from v to exactly one sink γ. Importantly, each tribu-
tary α upon becoming full will spill to a single sink γ, that 
is, φα(Sd(α), γ) = 1, and for all other sinks, this will be 0. 
Letting β be the tributary containing γ, the edge (α, β) will 
have unit weight in G[q], and there will be no other edges 
from α.
Single-point source. First consider the case when rain falls 
only at a single point p (contained in tributary, say β, of q). As 
G[q] is a tree, there is a unique path π from β to βq. When a 
tributary becomes full, the water begins spilling to the next 

efficiently. We first discuss an algorithm for the MFD model 
and then describe how the running time can be further 
improved for the SFD model. We also briefly discuss a vari-
ant of the point-flood query, the flood-time query, which asks 
how much it must rain before a query point q ∈ M is flooded.

5.1. Point-flood query under MFD
Under the MFD model, the algorithm exploits two observa-
tions. First, we need not compute the fill volume of all maxi-
mal depressions. In particular, suppose q lies in a maximal 
depression β and there are two children depressions β1 and 
β2 of the sibling depression β′ of β. We do not have to com-
pute the fill volume of β1 and β2. It suffices to compute if β′ 
fills and how much, if any, water spills from β′ to the depres-
sion βq. In fact, the only depressions we need to consider 
are the tributaries of q. Second, we introduce the notion of 
tributary graph that describes how water flows between the 
tributaries of q. The tributary graph is used to quickly com-
pute the fill and spill volumes of the tributaries of q.

Using these ideas, we describe an O(nm)-size data struc-
ture for the MFD model that answers a point-flood query in 
O(| |k + k2) time, where m is the number of sinks in M and k 
is the number of tributaries of q.
Tributary graph. For a point q ∈ M, the tributary graph G[q] = 
(Xq, Eq) is a directed acyclic graph. Xq is the depression βq plus 
its tributaries. For a pair of depressions α, β ∈ Xq, we add the 
directed edge (α, β) to Eq if h(Sd(α) ) > h(Sd(β) ) and φα(Sd(α), 
β) > 0 (if β = βq; then, by Sd(βq), we mean q.) Recalling that φα 
is the flow function when the depression α is flooded, we set 
the weight of the edge (α, β) to be φα(Sd(α), β). For the MFD 
model, this can be computed as

E
 (9)

that is, the weights are normalized so that the weighted out-
degree of each node in G[q] is 1. See Figure 6 for an example.
Overview of algorithm. It is expensive to compute the fill and 
spill volume functions β and β exactly for each tributary of 
q, so we define slightly different functions β, β : R≥0 → R≥0 
for all β ∈ Xq. They are fill, spill volume functions under the 
assumption that every tributary of βq fills before its sibling, 
that is, water spills from a tributary β to various sinks in the 
sibling β′ of β; note that β′ is a depression containing q.
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Figure 60 (a) A merge tree T, with tributaries (β1, β2, β3) of q delimited 
and flow from v1 to each sink s, φ(v1, s), marked. (b) Tributary graph 
G[q], with the edge weights from β1.
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fill and spill rates at α can be computed in O(log n) amor-
tized time. See Figure 9.

However, under the MFD model, computing spill and fill 
rates becomes significantly more complex as the water spilling 
from a tributary may split and fill multiple downstream tribu-
taries. We can, however, do better than the naive approach 
adapting ideas from the algorithm for the SFD model. The 
main idea is that by using matrix multiplication, the down-
stream effect of spilling from multiple tributaries can be com-
puted in a single step. If the product of two k × k matrices can be 
computed in O(kω) time, a flood-time query can be answered in 
O(| |k + kω + k2 log n), where | | is the complexity of the query 
rain distribution and k is the number of tributaries of q.

6. EXPERIMENTS
In this section, we present experiments we have conducted 
on real terrain data to demonstrate the efficiency of these 
algorithms and compare qualitatively the flooding under 
SFD and MFD models.

We have implemented the terrain-flood algorithm, 
described in Section 4, in C++, as well as a version of the 
point-flood algorithm.

We study the performance of the algorithms on three 
publicly available grid DEMs:

tributary in π. For q to become flooded, all the tributaries in 
π must be flooded. We can answer the point-flood query by 
simply following the tributaries π, pushing excess water to 
the next tributary until either q is flooded or we come to a 
tributary that does not get filled. See Figure 7. However, if q 
has k tributaries, this algorithm takes O(k) time, and in the 
worst case, k = Ω(n).

The query can be expedited using a well-known data 
structure called a heavy-path tree decomposition on T. In this 
data structure, T is partitioned into heavy-paths, such that 
every path intersects O(log n) heavy-paths. By precomput-
ing prefix sums of tributary volumes along each heavy-path, 
we can process in amortized O(1) time all the tributaries in 
π intersecting a given heavy-path. Therefore, point-flood 
queries for a single-point source can be answered in O(log n) 
time. We can again use the heavy-path decomposition data 
structure to add the volumes of tributaries, but the running 
time now depends on the number of tributaries in which 
rain is falling.
Region source. This approach can be extended to work for 
rain falling in multiple tributaries. When paths from two 
of these tributaries intersect, both spilling into a common 
tributary, we simply add the spill volume from both. See 
Figure 8.

Theorem 5.2. Given a triangulation of M of R2 with n verti-
ces, a height function h: M → R that is linear on each face of 
M, a data structure of size O(n) can be constructed in O(n log n)  
time so that a point-flood query under the SFD model can be 
answered in O(| | + k log n) time, where | | is the complexity of 
the query rain distribution and k is the number of tributaries of 
q on which it is raining.

5.3. Flood-time query
Given a rain distribution  and a query point q ∈ M, we can 
also ask how much it must rain before q becomes flooded. 
Now, instead of just maintaining the spill and fill volumes 
for a fixed volume of rain ψ, we must maintain the func-
tions for spill and fill rates as defined in (2) and (5). Under 
the SFD model, the algorithm described above can be 
extended to answer the flood-time queries without increas-
ing the space or time complexity. The main idea is that 
given the rates at the predecessors of a node α in G[q], the 
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Figure 8. Top: Under the SFD model, water spilling from two 
tributaries intersects at a single downstream tributary. Bottom: 
Under the MFD model, (a fraction of) water spilling from two 
tributaries may intersect at many downstream tributaries.
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Figure 9. The fill rate Fα is computed from the spill rates Sβ1
 and Sβ2

; 
the spill rate Sα is computed from Fα.

β4

β3

β1β2

βq β1

β2

β3

p
β4

βq

q

Figure 7. Left: G[q] is a tree under the SFD model. Right: When rain 
falls at p ∈ β4, the tributaries along the path from β4 to βq in G[q] fill 
and spill in order.
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spilling and filling a series of smaller regions as the water 
flows west toward a feature corresponding to a river. In 
Figure 10(b), under the MFD model, the water splits at p 
and fills a number of depressions to the south west of p. We 
additionally note that under the MFD model in (b) water 
spreads out more and flows across a wider path between 
full depressions.

For the case where rain is falling uniformly over a small 
square, we set the rain distribution to be uniform over a 
square of size 1 km × 1 km and set ψ = 106 m3 and computed 
the flooded area for the Norway dataset, under both SFD 
and MFD models. Figure 11 shows the queries along with 
enlarged images of the region on which it is raining. We see 
that although similar areas become flooded, water spreads 
out across the peak more under the MFD model, and a larger 
fraction of the water flows to the southwest. In contrast, 
under the SFD model, the rain follows narrow bands outside 
of the rain region, and a larger fraction of the water flows to 
the north.
Performance of algorithms. Building the merge tree and 
preprocessing it to compute the depression volume of any 
point as well as to perform lowest common ancestor queries 
took an average of 1.33 s over 5 trials for the Indiana dataset 
containing 106 vertices.

We also ran tests over the Philadelphia dataset, taking 
subregions with 1.6 × 107, 9 × 106 and 106 vertices, and on the 
Norway dataset. Our experiments show that in practice, the 
preprocessing time is near linear in the size of the terrain. 
Although preprocessing does require sorting the nodes, 
which takes O(n log n) time in the worst case, in practice, the 
constant on this term is much smaller than that of the linear 
steps in the preprocessing.

We examined the running time of the terrain-flood 
query on the Indiana dataset as we change the amount of 

• The Indiana dataset, a 0.89 mi2 model of a suburban 
area 0.5 mi northeast of Holland, IN, USA

• The Philadelphia dataset, a 225 km2 model of an urban 
area in the northwest area of Philadelphia, PA, USA

• The Norway dataset, a 10,000 km2 model of a mountain-
ous region located in the Jotunheimen National Park, 
Norway

For the SFD model, water flows from a vertex to its lowest 
neighbor. For the MFD model, water flows from a vertex to 
all downslope neighbors with the relative rates proportional 
to the gradient of the slope.
SFD vs. MFD flooding. We considered the rain distribution  
to be rain falling: (i) on a single vertex or (ii) uniformly over 
a region.

Our experiments show that when rain is falling at a single 
point, the areas that are flooded under the SFD and MFD 
models can be quite different. Under the MFD model, some 
large areas may become flooded that would not under the 
SFD model (Figure 10). As we increase the region on which 
rain is falling, we still see differences in the areas flooded, 
although they may be less pronounced (Figure 11). For 
example, the same general regions may be flooded, but 
under the MFD model, more water might end up in one loca-
tion as opposed to that in SFD model, or water may reach 
more depressions. When we expand the rain distribution to 
be falling over the whole terrain, the regions that are flooded 
tend to be very similar.

Another difference in the two models, irrespective of the 
area of the region where rain is falling, is how water flows 
over the terrain. Under the SFD model, water flows along dis-
joint paths, whereas under the MFD model, it spreads more 
on the terrain (Figures 10 and 11). We illustrate these obser-
vations here with a few examples.

For the case when rain falls at a single point, we com-
puted the flooded areas with rain volume of 105 m3 on the 
Indiana dataset and 107 m3 on the Norway dataset. Figure 10  
shows the terrain-flood query for two single point rain dis-
tributions under both the SFD and MFD models. In Figure 
10(a), we see that under the SFD model water follows a sin-
gle path from p north east, first filling a large region before 

(a) (b)

(c) (d)

Figure 11. 100 m of rain falls uniformly over the square outlined  
in white in the Norway dataset. (a) Water flows according to MFD, 
(b) water flows according to SFD. (c) and (d) show a 3 km × 3 km area 
around the region it is raining on.

(a)

p

(b)

p

Figure 10. 105 m3 (resp. 107 m3) of rain falls at p in the Indiana 
dataset. The flooded regions of Σ are marked in blue, with regions 
that water flows over marked in red. Water flows according to SFD in 
(a) and MFD in (b).
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as accurate as PDE-based models in all situations. For 
example, they do not take into account absorption of 
water into the ground and are thus more suitable for flash 
floods wherein most of the flooding occurs over a shorter 
timespan. Liu and Snoeyink17 (see also Arge et al.6) pro-
posed an O(n log n)-time algorithm under the single-flow 
direction (SFD) model that computes the fill times of all 
depressions assuming rain is falling at a constant rate on 
the entire terrain.

Arge et al.4 described an O(n log n)-time algorithm, 
under the SFD model, to compute the set of flooded ver-
tices when a given volume of rain ψ ≥ 0 falls on a given 
region of the terrain.

8. CONCLUSION
In this paper, we have presented efficient algorithms for 
a few flood-risk queries: the terrain-flood query that asks 
which vertices of a terrain will be flooded and the point-
flood query that asks if a given point will be flooded. The 
work is only a small step toward performing flood-risk 
analysis in real time over a large terrain, and there are 
many open questions:

Can these algorithms be extended to incorporate 
uncertainty in data as well as in the model? There have 
been some preliminary results for uncertainty of terrain 
height under the SFD model,21 but this problem remains 
largely open.

The flooding model described in this paper depends 
only on the elevation of the terrain data. In reality, there are 
other factors that affect flooding such as terrain type and 
permeability as well as drainage networks. Can a model 
be developed that incorporates additional terrain data? 
Furthermore, can historical flood data be incorporated into 
this model to more accurately compute flood risk?

The flooding model described here also assumes that 
water flows only along edges of the terrain and that water 
flows instantaneously to the sinks. Although these assump-
tions are reasonable in some settings (e.g., flash floods and 
high-resolution terrain models), can a model be developed 
that incorporates the velocity of the water and allows for 
channel flow?
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high. She tapped Karlsson on the 
back. “Any progress?”

Karlsson shook her head. “There 
was no need to do it this way. Stand-
alone computer, Faraday cage—it’s 
dumb. Alien code can’t be a computer 
virus that can escape onto the Internet 
and take over the world. You’ve seen 
too many movies. It’s like expecting a 
Windows virus to infect a person.  It 
couldn’t happen.”

“The precautionary principle applies,” 
said Ng. “However small, there’s…”

“Whoa!” Beach jumped from his 
seat alongside Karlsson. They all stared 
at the screen. A collection of windows 
monitored progress of the Turing ma-
chine simulator running the alien 
code. Now, the windows seemed to 
melt, dripping down the screen to leave 
behind a blank nothing.

“Couldn’t happen?” said Ng.
“Okay, we don’t know… Oh, my 

God!” Karlsson was staring not at the 
screen, but the wall behind it. As they 
watched, the wall itself began to melt 
away, just as the image on the screen 
had done. In the gap they could see the 
building, the sky, everything dissolving.

“So, maybe it was a virus,” said 
Karlsson. “But for the universe’s oper-
ating sys … ”

0/0/0, 0:00 A.M.
UNIVERSE BOOT SEQUENCE RE-
START 

Brian Clegg (www.brianclegg.net) is a science writer 
based in the U.K.

© 2020 ACM 0001-0782/20/9 $15.00

“Forget the WOW signal, then, 
you’ve got first contact, Ray. This is in-
telligent, there’s no doubt. Can you 
show me that as binary? Take the peaks 
as ones and troughs as zeroes.”

“No problem.” Beach tapped at the 
keyboard and a string of zeroes and 
ones started to fill up the screen. “Is 
that too fast?”

Karlsson shook her head. “You know 
reading binary’s my party trick. So, first 
we’ve got the simple number sequences, 
but the rest of it, that’s not random gar-
bage. It’s structured, I’m sure. It could 
be code, you know? It feels like code.”

“Don’t give me that,” said Beach. “If 
this is alien, it’ll be nothing like a recog-
nizable programming language.”

“I realize that, but there’s some-
thing familiar in the structure. Like it’s 
doing something I should recognize. 
Print the first page off for me, I’m go-
ing to take a bath and think about it.”

Ng was on the phone when Karlsson 
burst from the bathroom, dripping wa-
ter over the floor. Beach shook his 
head, pointing the phone and mouthed 
“The prof.” Karlsson didn’t speak, but 
waved the sodden printout at him.

“Sorry,” Beach said down the phone. 
“QRM.”

“The press office is very excited,” 
said Ng, “and they’ve got the provost in-
volved too. You don’t tell anyone, okay? 
Not until we’re sure what this is.”

“I’ve already told Maya,” said Beach. 
“Code is her thing. She can help.”

“Put it on speaker!” Karlsson said, 
waving the sheet of paper again.

Beach shrugged. He flipped up the 
phone’s settings as Ng said something 
inaudible.

“Hi Wendy, it’s Maya here. Don’t 
blame Ray, he had to tell me, and I know 
what the signal is.”

“How can you know?” said Ng. “It’s 
got to be totally alien.”

“Is it, though?” said Karlsson. “It’ll 
take time to work out the detail, but I’ve 
already identified three basic opera-
tions for a Turing machine. Totally dif-
ferent from how we’d do it, but that’s 
what it is. A Turing machine is univer-
sal, though it’ll be frigging slow to un-
tangle and execute.”

9/3/27, 10:00 A.M.
Sweat was dripping from Ng’s brow, 
though the a/c was turned up too 

[CONT IN UE D  F ROM P.  104]

“Jocelyn and Hewish 
were joking when 
they called their 
source LGM for  
‘Little Green Men.’ 
This is bound to have 
a natural explanation, 
too, but it sure looks 
like communication.”
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vective, she wasn’t winning. Seconds 
later, she tore off the headset and 
broke into a smile. “How long have 
you been there?”

“Not long. Have you got a minute? 
There’s something I’d like you to 
check out.”

“Sure. There’s only so much trashing I 
can take from teenagers.” Karlsson 
peered over Beach’s shoulder as he 
opened his laptop. “What’s this?”

“A signal we picked up today. See 
what you make of it.” Beach pulled up 
the recording and let it run from the 
point that the regular count changed to a 
more complex pattern.

Karlsson stared at the screen, her 
mouth slightly open. “Local interfer-
ence? Picking up a broadcast?”

Beach grimaced. “Nope. It’s definitely 
from deep space. No clear source yet, but 
it’s for real.”

were now displaying a pattern, anything 
but natural in appearance.

“Damn,” said Ng again, quieter this 
time. “Jocelyn and Hewish were joking 
when they called their source LGM for 
‘Little Green Men.’ This is bound to have 
a natural explanation too, but it sure as 
hell looks like communication. Maybe 
there really is someone out there.” She 
bit at the flesh between her thumb and 
forefinger. “Get me the press office, Ray.”

“Are you sure? You know what they’ll 
do. However much we emphasize re-
straint, they’re going to pump out 
‘Aliens contact Earth!’”

“It’s my job to make sure they don’t.”

8/11/27, 6:00 P.M.
When Beach got to his condo, his 
girlfriend Maya Karlsson was play-
ing something on the PS6. He wasn’t 
sure what, but from the stream of in-

8/11/27, 3:00 P.M.
“You need to look at this.” Ray Beach 
nodded toward  the screen.

“Oh damn.” Wendy Ng, director of 
the radio astronomy observatory at the 
newly opened University of California, 
Las Vegas, slumped into the chair be-
side her grad student. “How long have 
you been picking it up?”

“Maybe half an hour. I’d nearly 
finished the final engineering run. I 
was testing the orientation locks on 
the antennae.’

“Could it be a blind injection?”
Beach grimaced. “No, our sadistic col-

leagues don’t deliver fake signals when 
we’re just testing. Anyway, I checked with 
them. It isn’t a pulsar, is it?”

Ng shook her head. “No. The fre-
quency’s all wrong, and anyway pulsars 
don’t behave like that.” She moved clos-
er, running a finger along the screen un-
der the displayed string of pulses, col-
lected together in groups—1, 2, 4, 8, 
16—repeating over and over. “You’re 
recording this, I presume?”

Beach fought back the urge to be sar-
castic. His thesis advisor had no sense 
of humor. “Yep. It’s standard procedure 
on engineering runs, for diagnostics.”

“This could be LGM-1 all over again.”
“As long as the discoverer gets treated 

better. I want my name on the Nobel.”
Ng snorted. “Yeah, Ray, but you have 

the advantage of being part of the patri-
archy. When Jocelyn Bell discovered the 
first pulsar and her boss scooped the 
prize, she wasn’t so lucky.”

“It’s changing,” said Beach.
“Too slowly.”
“No,” Beach said, pointing at the 

screen. “Look.” After hundreds of cy-
cles from one to sixteen, the pulses 
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