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Enterprises have made amazing advances 
by taking advantage of data about their 
business to provide predictions and 
understanding of their customers, markets, 
and products. But as the world of business 
becomes more interconnected and global, 
enterprise data is no long a monolith; it is 
just a part of a vast web of data. Managing 
data on a world-wide scale is a key 
capability for any business today.

The Semantic Web treats data as a 
distributed resource on the scale of the 
World Wide Web, and incorporates features 
to address the challenges of massive data 
distribution as part of its basic design. The 
aim of the first two editions was to motivate 
the Semantic Web technology stack from 
end-to-end; to describe not only what the Semantic Web 
standards are and how they work, but also what their 
goals are and why they were designed as they are. It 
tells a coherent story from beginning to end of how the 
standards work to manage a world-wide distributed 
web of knowledge in a meaningful way.

The third edition builds on this foundation to bring 
Semantic Web practice to enterprise. Fabien Gandon 
joins Dean Allemang and Jim Hendler, bringing with 
him years of experience in global linked data, to open up 
the story to a modern view of global linked data. While 
the overall story is the same, the examples have been 
brought up to date and applied in a modern setting, 
where enterprise and global data come together as 
a living, linked network of data. Also included with 
the third edition, all of the data sets and queries are 
available online for study and experimentation at: 
data.world/swwo.

http://data.world/swwo
http://books.acm.org
http://store.morganclaypool.com/acm
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This issue’s special section 
spotlights the countries that embody  
Latin America—a striving and 
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vardi’s insights

What Should Be Done  
About Social Media?

DOI:10.1145/3424762  Moshe Y. Vardi

O
NE OF THE most basic and 
urgent policy questions is 
how to tackle the rising role 
of social media in our pub-
lic sphere. As social media 

has proliferated across the globe, so-
cieties have had to grapple with its im-
plications for both exercising and con-
straining speech. While social media 
has provided a platform for countless 
individuals to express their opinions, 
many argue that social-media com-
panies must adopt more accountabil-
ity for harmful content published on 
their sites.

To illustrate the salience of techno-
logical change in the world of social me-
dia, the case of Facebook is timely. Over 
the last several years, Facebook has 
been involved in a long series of contro-
versial issues, from Cambridge Analyti-
ca to hate speech in Myanmar. Respond-
ing to the bad publicity that 
accompanied these disclosures, Face-
book’s CEO Mark Zuckerberg wrote a 
Washington Post op-ed in 2019 calling 
for increasing regulation of the Internet 
in four areas: harmful content, election 
protection, effective privacy and data 
protection, and data portability.

Until 2014, Facebook’s motto was, 
“Move fast and break things. Unless you 
are breaking stuff, you are not moving 
fast enough.” Despite the benefits of in-
novation and change, “breaking things” 
can have profound and dangerous un-
intended societal consequences. The 
case that social media has become an 
instrument for undermining democra-
cy is a strong one. It is now widely ac-
cepted that social media seriously af-
fected the 2016 Brexit referendum in 
Britain and the presidential election in 
the U.S. It is this cavalier attitude about 
breaking things that led Wall Street 
Journal columnist Peggy Noonan to de-

scribe Silicon Valley executives as “mor-
al Martians.”

A discussion of modern Internet reg-
ulation merits mention of Section 230 
of the Communications Decency Act 
of 1996, a fundamental piece of U.S. 
legislation that provides immunity 
from liability for providers and users 
of an “interactive computer service” 
who publish information provided by 
third-party users. By allowing Facebook 
and other Internet companies to operate 
as a platform, rather than as a publisher, 
Section 230 frees them from liability for 
the content they publish. The explosive 
growth of social-media platforms would 
have not been possible without Section 
230. At the same time, it is doubtful 
Congress in 1996 could have conceptu-
alized anything similar to social media. 
One can also argue that Facebook is 
quite far from being a neutral platform 
because of its algorithm-based system 
that generates content based on users’ 
preferences. In fact, the proliferation of 
“bad speech” on social-media plat-
forms has become politically unten-
able, and now all social-media plat-
forms are actively fighting “bad speech.” 
Thus, in spite of Section 230, social-me-
dia platforms seem to be accepting 
some responsibility for the content they 
publish. In other words, they are start-
ing to behave with some restraint, like 
publishers, rather than platforms.

It is not at all clear, however, whether 
a platform like Facebook, which also 
owns Instagram and WhatsApp, with 
more than 2.5 billion active users, can 
behave like a traditional publisher. 
First, there is the difficulty of vetting 
content from a very large number of us-
ers. With just over 50,000 employees, 
Facebook clearly cannot have people 
review all its content; algorithmic filter-
ing is a must. But, if we have learned 

anything over the last few years, it is how 
good people are at outsmarting algo-
rithms. More fundamentally, however, 
do we really want Facebook to regulate 
the speech of more than 2.5 billion peo-
ple? No government in the world has 
such power to regulate the speech of al-
most a third of humanity. Of course, tra-
ditional publishers regulate speech on 
their platforms, but there is a multiplic-
ity of such outlets with no single author-
ity having a monopoly on deciding for 
or against certain content. In contrast, 
there is only one Facebook.

The basic policy question—how to 
regulate speech on social media plat-
forms—seems inseparable from an-
other policy concern, namely how to 
deal with the concentration of power in 
technology. The five largest U.S. corpo-
rations are all tech companies—Alpha-
bet, Amazon, Apple, Facebook, and 
Microsoft—with combined market 
capitalization approaching seven tril-
lion dollars. For this reason, the tech 
sector is often called “Big Tech” these 
days. In a 2018 book, The Curse of Big-
ness: Antitrust in the New Gilded Age, 
legal scholar Tim Wu argues the U.S. 
must enforce anti-trust laws against 
such corporations.

Breaking well-integrated corpora-
tions is difficult, but there are some 
easier options on the table. Should 
Facebook be forced to spin off Insta-
gram and WhatsApp? Should Google 
be forced to spin off YouTube? The 
time has come to put these questions 
on the table!

Follow me on Facebook and Twitter. 

Moshe Y. Vardi (vardi@cs.rice.edu) is the Karen Ostrum 
George Distinguished Service Professor in Computational 
Engineering and Director of the Ken Kennedy Institute for 
Information Technology at Rice University, Houston, TX, USA. 
He is the former Editor-in-Chief of Communications.

Copyright held by author.
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career. Although I loved the intellectu-
al stimulation of conducting research, 
I perceived this career path as a long, 
straight line stretching into the fu-
ture. Ultimately, I recognized it would 
not satisfy my internal yearning to do 
something more, to have an impact be-
yond my scientific publications.

In a leap of faith, I moved my fam-
ily across the country and started a 
new career at the U.S. National Sci-
ence Foundation. This proved to be 
the environment where I could do that 
undefined something more. I created a 
cyber-enabled chemical sciences pro-
gram in the early 2000s and guided 
funding initiatives in nanotechnology 
and quantum information science. 
Eventually, I became a senior execu-
tive who enabled science through over-
sight of a $1.5B portfolio of projects 
across chemistry, materials science, 
mathematics, physics, and astronomy.

After President Obama’s election, 
I received an invitation to be Assis-
tant Director for Physical Sciences 
in the White House Office of Science 
and Technology Policy. Although this 
wasn’t a change I was actively seek-
ing, I took a leave from the National 
Science Foundation to immerse my-
self in the world of science policy and 
explore other ways to contribute to 
the advancement of science. After the 
2013 shutdown of the Federal Govern-
ment, I was frustrated because I could 
neither publicly promote increased 
budgets for my agency nor ask oth-
ers to do so. At age 57, I was ready to 
commit to advocating for science. So, I 
became Chief Operating Officer at the 
American Association for the Advance-
ment of Science, a multidisciplinary 

scientific society and publisher of the 
journal Science.

In this position, I was able to speak 
out against the restriction on using fed-
eral dollars for public health studies on 
gun violence; share the latest research 
findings on the detrimental effects of 
implicit bias in peer review journal ar-
ticles with scientific society publish-
ers; and advise decision-makers on the 
role of science in policymaking. I also 
witnessed the growing politicization 
of science, including the vocalization 
of an anti-science mentality from vari-
ous elected leaders, culminating in my 
organization’s critical support for the 
first-ever “March for Science.” Neglect, 
distrust, and willful disrespect of scien-
tific expertise are horrifyingly evident 
in the U.S. right now as the mortality 
rate from Covid-19 climbs. Alas, this is 
a predictable result of a decades-long 
assault on scientific expertise.

From my perspective of a long ca-
reer in science, I can confidently state 
that our government at local, state, 
and federal levels cannot function 
properly without the input of evidence 
and expertise to policy making. If sci-
ence were routinely at the table, what 
different policy solutions might have 
arisen by now for a host of societal 
challenges in education, economy, 
health, housing, energy, and environ-
ment? I challenge you to get involved 
in both science policy and science for 
policy, by offering potential solutions 
from research and applications in 
areas such as data science, robotics, 
and artificial intelligence. It is vital 
that you defend science from attacks, 
celebrate its value to society, and, 
please, do something more. 

L
OOKING BACK, I can divide my ca-
reer into three phases: practic-
ing science, enabling science, 
and advocating for science. As 
an undergraduate, I was pas-

sionate about chemistry and mathemat-
ics, but in my junior year, I discovered 
how the power of computing could ad-
dress research questions in chemistry. 
It comes as no surprise that I pursued a 
Ph.D. in theoretical and computational 
chemistry. Wanting access to the world’s 
fastest supercomputers (Cray, anyone?), 
I took my first job at a U.S. Department of 
Energy national laboratory.

By age 38, I was eager to make the 
transition to the second phase of my 

Computing enabled me to . . .

A Career Unfolds  
in Phases

DOI:10.1145/3422082  

NAME 
Celeste M. Rohlfing
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Born in Bryn Mawr, PA;  
now living in Durham, NC
CURRENT JOB TITLE/EMPLOYER 
Retired from National  
Science Foundation and 
American Association for  
the Advancement of Science
EDUCATION 
Ph.D. Chemistry,  
Princeton University, 1983 
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its reward in both the journey, and the 
growth that comes from the journey that 
enables us to appreciate life, science, 
technology, and those who both pursue 
and remarkably, shape its trajectory!  
I recommend Nick Feamster’s thoughtful 
piece on “Do You Need a Ph.D.?” on 
Medium (https://bit.ly/35P4xie).

Andrew A. Chien, Chicago, IL, USA

Body of Evidence
I read Vinton G. Cerf’s August 2020 
column (as I do all of them) with in-
terest. Before folks adopt “Internet of 
Medical Things,” it might be useful to 
note that a different term has been in 
circulation for a few years, one that en-
compasses medical things and other 
wearables. A mathematician colleague 
of mine at RAND Corporation, Mary 
Lee, was one of the early commenters 
on the label “Internet of Bodies” or 
IOB (see https://wapo.st/2PIB54s).

I will admit it took me a while to get 
used to the IOB label, but it is briefer 
and, in my opinion, more flexible than 
IOMT. Moreover, it evokes some new 
possibilities for, say, peer-to-peer net-
working as well as the “phone home” 
aspects of most of today’s networked 
medical things. Mary Lee has a report 
on this topic in press that surveys the 
landscape and related issues, so stay 
tuned for that.

 Marjory S. Blumenthal,  
Washington, D.C., USA

There are three fundamental assump-
tions toward the success of the Inter-
net of Medical Things proposed by 
Vinton G. Cerf in his August column 
(p. 5). The first assumption is that 
sensory technologies are capable of 
continuously measuring a variety of 
aspects of human physiology. The 
second assumption relies on achiev-
ing ultimate accuracy by minimizing 
false positive and negative detection 
rates of both diagnosing onset of a 
condition and helping monitor exist-
ing conditions. The third assumption 
relies on the consent of individuals, 
either those who are disease-free or 

I
N HIS SEPTEMBER 2020 column 
(p. 5), Moshe Vardi rightly criti-
cizes the Trump Administra-
tion’s policies prohibiting foreign 
graduate students and points 

out the dearth of domestic graduate 
students willing to fill positions. He 
asks to understand the root of this prob-
lem, and I would like to share my per-
spective on why I chose another path.

During my undergraduate pro-
gram, a few professors encouraged me 
to consider graduate school. They said 
it had been the best decision they had 
made. However, I could not help but 
feel that I was talking to lottery win-
ners about buying tickets. To me, 
graduate school looked like a long, 
slogging prospect with an uncertain 
outcome. The conventional wisdom 
was that graduate students were the 
grunts of the academic workforce, suf-
fered disproportionate grievances, 
and won disproportionate low re-
wards. The stories of destitute adjunct 
faculty in academia pointed to a future 
with great risk.

For me at least, not going to gradu-
ate school was a question of incentives. 
To convince students to attend gradu-
ate school, they need to be convinced 
their lives will be better by going.

John Boyd, Brooklyn, NY, USA

Author’s response:
John Boyd’s comment on the strict 
winnowing process that leads to tenured 
positions in major research universities is 
fair, but it cannot be the full explanation. 
Most doctorate holders in computer 
science, after all, end up in industry and 
not in academia. Also, other fields, such 
as music or sport, also have a strict 
winnowing process, yet they do not  
lack applicants.

Moshe Y. Vardi, Houston, TX, USA

Editor-in-Chief’s response:
These are valid perspectives on 
education—its utility in acquiring wealth 
and securing career opportunities. 
Another classical view of education is in 

Weighing Grad School Payback 
DOI:10.1145/3425745  
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live with one or more chronic condi-
tions, to allow the use of technologies 
to continuously analyze and report on 
the functionality of their organs, of-
ten to entities other than their trusted 
medical personnel such as insurance 
companies.

A fourth fundamental assumption 
not mentioned in Cerf’s column is 
the inability of sensory technologies 
to accurately diagnose the majority of 
life-threatening conditions. It is in-
deed possible to assess controlled 
conditions such as hypertension and 
type 2 diabetes and even more com-
plex conditions, for example, moni-
toring heart failure by incorporating 
CardioMEMS’s wireless sensors im-
planted in patients’ pulmonary arter-
ies.1 Conditions such as cancer, heart 
disease, and bone disease, however, 
often require the use of technologies 
available only in hospitals, consider-
ing their high prices and large sizes. 
To diagnose heart conditions, pa-
tients may be evaluated by stress 
tests, cardiac computerized tomogra-
phies, and echocardiograms, among 
more invasive tests such as coronary 
angiograms and myocardial biopsies. 
By asking patients about their symp-
toms, a physician can diagnose un-
predictable conditions such as spon-
taneous pneumothorax (collapsed 
lung without any reason in a healthy 
individual), which results in a sharp 
and continuous chest pain and leaves 
no option but to visit the emergency 
room, but ultimately the diagnosis is 
confirmed by an X-ray, a technology 
not yet available as a wearable.2

Mainstream adoption of the Inter-
net of Medical Things would require 
addressing all four assumptions. I be-
lieve bringing hospital-only sensory 
technologies to individuals as wear-
ables or even as technologies not yet 
existent is possible given incredible 
progress in combining advances in 
health care and computer science. In-
deed, it currently seems unrealistic 
for a complex medical device to be 
used in a nonhospital setting, for ex-
ample, acquiring MRI- or bone-densi-
ty-like scans at home, even multiple 
times a day. However, one angle to 
view sensory technologies of the In-
ternet of Medical Things at their cur-
rent stage is to compare the current 
adoption and usefulness of the Inter-

net to that when it was invented many 
decades ago.

References
1. Abbott. CardioMEMS™ HF System. Clinical 

compendium (Feb. 2020).
2. Kartoun, U. Improving the management of 

spontaneous pneumothorax. European Respiratory J. 
52, 6 (Dec. 2018), 1–3.

Uri Kartoun, Cambridge, MA, USA

A Letter Apart
In the June 2020 issue (p. 6), Donald 
Costello suggests ACM be renamed 
ACP for Association of Computing 
Professionals.

While having an almost-as-long 
association with ACM as Costello, I 
agree that ‘Machinery’ is a term that 
is past its best-by date, but the pro-
posed change is too acute.

Essentially it would change the As-
sociation from being about computing 
to being about people who have some-
thing to do with computing. There are 
surely sufficient social media groups 
and forums for those people.

By all means change the ‘M’ (per-
haps to ‘E’ for Engineering, or ‘K’ for 
Knowledge, or almost any other let-
ter), but surely ACM’s strength and 
advantage has always been that it has 
focused on computing machinery, 
software, and algorithms—and every-
thing those have achieved—rather 
than the people.

 Mike Cowlishaw, Coventry, England, U.K.

Erratum
The article by Fay Cobb Payton and 
Alexa Busch “Examining Undergradu-
ate Computer Science Participation 
in North Carolina” (Aug 2020, p. 60) 
contained labeling errors within the 
figures in the print edition. The lines 
labeled for Duke and UNCC were in-
advertently switched. Communications 
regrets this error.

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org. 
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at ISCA 2019 about the lack of papers 
on real industrial products, ACM SI-
GARCH chair Sarita Adve assigned me 
to help fix the problem for 2020.

I thought the only hope was a sepa-
rate submission process with a separate 
program committee (PC) whose mem-
bers believed retrospective papers on in-
dustrial products were valuable comple-
ments to academic research papers. The 
PC members also needed to understand 
company concerns about patent issues 
or trade secrets may mean some details 
are not revealed. We tried the following 
guidelines for industry papers, which 
differ from regular ISCA and other con-
ferences that have industry tracks:

1. Recruit submissions. Few product 
architects have permission—let alone 
time or motivation—to write papers. 
Given the paucity of product papers, 
we reached out to nine companies with 
our top 10 reasons to publish at ISCA 
(https://bit.ly/3lNuPqY).

2. No intern/sabbatical papers. Pa-
pers by visiting students or faculty al-
ready appear at ISCA. We required the 

first, and virtually all, authors must 
work in industry.

3. Real product papers. We selected 
papers based on real products, not proto-
types developed in industry research labs.

4. Identify products and authors. 
ISCA uses double-blind reviewing, but 
industry paper reviewers want to know 
the actual name of the company and 
the product and whether the authors 
are its architects.

5. Later submission deadline. Man-
agement must approve industry pa-
pers before submission (often involv-
ing multiple rounds of redaction), and 
there can be restrictions about filing 
patents before submitting a paper. We 
delayed the paper deadline two months 
to improve the odds of receiving papers. 
Besides, reviewing ≈20 papers takes less 
time than ≈400.

6. Small PC. We limited the PC to 
nine people (https://bit.ly/3bvOBlV) to 
facilitate full discussions of the papers 
at the PC meeting.

The competition was stiff for the 
19 papers we received (three recruit-
ed), with the majority of papers be-
ing strong. They were so strong that 
Sophia Shao and I are guest-editing a 
special issue of IEEE Micro (https://bit.
ly/32TqV77) for the papers we could not 
accept. PC members also on the regular 
ISCA PC found the industry papers very 
engaging and brought interesting per-
spectives with different values than the 
typical ISCA submission. We accepted 
5/19 or 26%, only one was recruited (the 
regular ISCA PC accepted 77/428, or 
18%). Each paper proudly bore the label 
“Industrial Product.”

David Patterson 
Restoring Industry 
Participation in 
Computer Science 
Conferences
https://bit.ly/3lLz4mI

July 17, 2020
Computer Science has had a long, friend-
ly, synergistic relationship between 
industry and academia. For example, 
when I started going to the International 
Symposium on Computer Architecture 
(ISCA, https://iscaconf.org/isca2020/) in 
the 1970s, 40% of the papers were on real 
products from industry.

Industry papers fell from 40% in the 
1970s to 10% recently at ISCA (https://
www.sigarch.org/publication-trends-
at-isca/), and even that 10% includes pa-
pers based more on industrial research 
than on industrial products. If these 
trends continue, the historic bond be-
tween computer architecture research 
and practice could fade, making it 
harder to understand the problems 
facing industry and for our research 
to have impact. When I complained 

Bringing Industry  
Back to Conferences,  
and Paying for Results
David Patterson wants to boost industry submissions  
to conferences, while Yegor Bugayenko suggests productivity  
should govern coders’ pay when they work from home. 
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I was delighted the papers appeared 
in the honored first session of ISCA. The 
big question was the audience reaction. 
The graph shows the main survey ques-
tion about the industry track (132 re-
sponses). I am not sure what other ques-
tions would get 80% agreement from 
skeptical computer architects—free 
alcohol and ice cream at the ISCA recep-
tion? Given the many changes we tried, I 
was thrilled with these results.

I suspect few of the selected papers 
would have survived the traditional 
ISCA process, as reviewers would expect 
different content and evaluations, so 
I believe a separate PC is critical to the 
success of an industry session. I think re-
stricting papers to be on real products by 
actual industry authors is what made at-
tendees say the ISCA program was stron-
ger and more exciting than in the recent 
past. The small PC led to more thorough 
discussions than a typical PC meeting, 
and the delayed deadline increased our 
submissions. We intend to follow all six 
guidelines in the future.

Some conferences already have a 
version of an industry track (https://bit.
ly/2Gt5qCD). Given the

 ˲ importance of a good ties between in-
dustry and research in computer science,

 ˲ decline in participation by industry 
in many conferences, and

 ˲ strong positive reaction from 
both authors and the audience to this 
experiment,
perhaps more conferences should in-
stitute an industry track?

Comments
Thanks David, for your article on this 
important topic. I agree with all you say (a 
standard I don’t achieve with even my own 
writings). From my experience, having been 
an ACM member since 1973, the connection 
between academe and industry has 
monotonically declined to a very sad state. 
I applaud efforts to reverse the trend; yours 
being an excellent role model that I hope will 
inspire others. 

—Robert Akscyn

Yegor Bugayenko 
The Remote Revolution 
Has to be Driven by 
Output, Not Salaries
https://bit.ly/2XmoqbL
May 29, 2020

Across the world, millions of people are 
giving remote work a go. The COVID-19 
pandemic has thrown us all for a loop 
and forced countless companies to 
shutter offices, warehouses, and every-
thing else.

Before the pandemic, remote work 
was already gaining steam in many indus-
tries and circles. For workers, it is prom-
ised as “liberation” or “freedom” or what-
ever buzzword makes people feel better.

Some companies see remote as a 
panacea, too. If everyone’s working 
remotely, there’s less chance of office 
politics, right? Costs go down as well be-
cause you don’t have to rent, heat, and 
furnish office space. Blah, blah, blah.

Many companies will realize how dif-
ficult remote work is. Monitoring em-
ployees remotely is hard. Keeping teams 
motivated and on task is even more diffi-
cult. Maintaining productivity is next to 
impossible, especially if you don’t adapt 
your management and compensation 
models for the reality of remote life.

Working remotely works best when 
you pay people for results, not by the 
hour. Many companies are still paying 
their employees salaries, and they will 
find out just how hard it is to motivate 
an off-site employee when they’re paid 
the same no matter their output.

Think about it; if you will get paid the 
same whether you code for eight hours 
or watch Netflix all day, which are you go-
ing to do? Sure, a lot of employees will try 
to be productive; they’ll wake up, work 
for an hour or two, then take a break.

A 20-minute break can quickly turn 
into two hours. Some employees will 
remain productive, and holding people 
accountable can keep people on task, 
but as long as the rewards remain the 
same, productivity will slowly slip.

It is harder to control employees re-
motely. You can’t walk around the office 
to make sure people are on task and not 
goofing off. Nor can you swing by the 
desk to check in and ask for an update.

Need to schedule a team meeting? 
It’s easier to gather the team when 
they’re all in an office rather than scat-
tered across town. Software problems, 
hardware issues, scheduling conflicts, 

and all that become more frequent.
So what’s the answer? If people are 

being paid to deliver concrete, measur-
able results, a lot of these problems will 
disappear, or at least be less of a hassle. 
Don’t pay by the hour, pay by the output.

For one, you don’t have to moni-
tor people if they’re only being paid 
for production. If a worker sat around 
watching Netflix all day and didn’t get 
his work done, that’s not just your prob-
lem; it’s also his problem come payday.

People have more incentive to make 
certain meeting software is installed 
correctly and their computer is set up 
properly before a meeting starts. When 
you pay people by the hour, they get paid 
even while they installing updates and 
turning on their mic. When they’re com-
pensated for results, they’re wasting not 
only your time, but also their own.

Some predict the COVID-19 pan-
demic will encourage more companies 
to shift away from traditional office 
spaces. Working from home or the cof-
fee shop will become the norm because 
people will realize how wonderful it is.

What’s more likely is that compa-
nies will realize how much of a hassle 
remote work is, and how out-of-tune 
it is with hourly pay and fixed salaries. 
Employees may find themselves more 
worried (rather than less) about their 
bosses looking over their shoulders or 
bugging them for updates.

Many companies that had given the 
work-from-home revolution a go be-
fore the pandemic have already scaled 
back their efforts. Google, Best Buy, 
and Yahoo are just a few that have 
found out how tough managing opera-
tions remotely is. Many more will learn 
painful lessons in the months ahead.

If you want to go ahead with the re-
mote revolution, then switch to results-
based payment models. Pay people and 
pay them well when they deliver cred-
ible results and outputs. This will pro-
vide employees with the motivation to 
succeed on their own.

David Patterson is a Google distinguished engineer; a 
professor for the University of California, Berkeley; RISC-V 
International Vice Chair, and the RISC-V International 
Open Source (RIOS) Laboratory Director. His newest book 
is The RISC-V Reader: An Open Architecture Atlas and 
his best known is Computer Architecture: A Quantitative 
Approach. He and his co-author John Hennessy shared 
the 2017 ACM A.M. Turing Award. Yegor Bugayenko 
is founder and CEO of software engineering and 
management platform Zerocracy.

© 2020 ACM 0001-0782/20/11 $15.00

The industry track session makes the 
ISCA program stronger/more exciting.

0% 25% 50%

80% 12% 8%

75% 100%

Agree Undecided Disagree

https://bit.ly/2XmoqbL
https://bit.ly/2Gt5qCD
https://bit.ly/2Gt5qCD


14    COMMUNICATIONS OF THE ACM   |   NOVEMBER 2020  |   VOL.  63  |   NO.  11

 N
news

I
M

A
G

E
 B

Y
 P

H
O

N
L

A
M

A
I

 P
H

O
T

O

the results of which displayed super-
human performance on the television 
quiz show Jeopardy! “One of the prob-
lems with AI is that we project,” Ferruc-
ci said, offering the example of think-
ing that, because human contestants 
understood what they read, Watson 
must understand, too. “That’s not the 
way it’s solving the problem.” he said. 

Because tasks and assessments of 
common sense often are formulated 
linguistically, they become “tied up 

A
LTHOUGH ARTIFICIAL INTEL

LIGENCE (AI) has made 
great strides in recent 
years, it still struggles to 
provide useful guidance 

about unstructured events in the physi-
cal or social world. In short, computer 
programs lack common sense.

“Think of it as the tens of millions 
of rules of thumb about how the world 
works that are almost never explicitly 
communicated,” said Doug Lenat of 
Cycorp, in Austin, TX. Beyond these 
implicit rules, though, commonsense 
systems need to make proper deduc-
tions from them and from other, ex-
plicit statements, he said. “If you are 
unable to do logical reasoning, then 
you don’t have common sense.”

This combination is still largely 
unrealized; in spite of impressive re-
cent successes of machine learning in 
extracting patterns from massive data 
sets of speech and images, they often 
fail in ways that reveal their shallow 
“understanding.” Nonetheless, many 
researchers suspect hybrid systems 
that combine statistical techniques 
with more formal methods could ap-
proach common sense. 

Importantly, such systems could 
also genuinely describe how they came 

to a conclusion, creating true “explain-
able AI” (see “AI, Explain Yourself,” 
Communications 61, 11, Nov. 2018).

Elusive Metrics
It can be difficult to determine whether 
a system really has common sense, or 
is just faking it. “That’s a classic issue 
with how AI is perceived versus what 
it’s doing,” said David Ferrucci of El-
emental Cognition in Wilton, CT, who 
previously led IBM’s Watson project, 

Science  |  DOI:10.1145/3422588 Don Monroe

Seeking Artificial 
Common Sense
The long-standing goal of providing artificial intelligence  
some measure of common sense remains elusive.

http://dx.doi.org/10.1145/3422588
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 N with issues of representation and how 
we reason in language,” said Ellie Pavlick 
of Brown University in Providence, RI. 
“Does succeeding on [a specific] test 
mean you’re succeeding at language, does it 
mean you’re succeeding at common sense, 
or somewhere weird in between?”

One revealing example is the “Wino-
grad Schema Challenge,” proposed in 
2012 as an improvement on the venerable 
Turing test. This task requires a system 
to resolve what a pronoun refers to, like 
“they” in the sentence “The city council-
men refused the demonstrators a permit 
because they {feared, advocated} vio-
lence.” The sensible answer depends on 
whether the verb is “feared” (councilmen) 
or “advocated” (demonstrators). Nothing 
in the syntax dictates the choice. “We be-
lieved that in order to solve the Winograd 
Schema challenge, a system would need 
commonsense reasoning,” said Leora 
Morgenstern, now at PARC in Palo Alto, 
CA. “This is not the case.” 

In constructing such ambiguous 
sentences, Morgenstern and others 
seek to avoid answers in which the al-
ternative word choices would be sta-
tistically correlated with the correct 
pronoun assignment. Such statistical 
analysis, trained on enormous data-
bases, is used in large-scale machine-
learning language models like BERT, 
developed by Google, which are ex-
tremely good at exploiting correlations 
in the occurrence and arrangement of 
words in written language. 

Contrary to their initial expectation, 
however, “When you look at this vast 
trove of sentences that have been col-
lected, the statistical information has 
been captured” that is needed for dis-
ambiguating pronouns, Morgenstern 
said. “It reflects, in a way, some part of 
the commonsense knowledge that ex-
ists.” Still, she says the challenge fell 
short because these systems clearly do 
not have common sense, which would 
connect words or concepts that are 
widely separated in the text, or perhaps 
not even written down.

Although researchers have developed 
lots of “challenge” databases to try to 
measure common sense, “I don’t think 
we have very good metrics,” said Ernest 
Davis of New York University. “That’s part 
of the problem with this research area.” 

Developing assessments is an impor-
tant goal, agreed Matt Turek, who runs 
the Machine Common Sense program 

at the U.S. Defense Advance Research 
Projects Agency (DARPA). Just a year 
or so into the four-year program, some 
participants had already achieved most 
of the program goals for existing bench-
marks for common sense. “What’s real-
ly driven that level of results is the rapid 
increase in the capability of these large-
scale machine-learning-based language 
models,” he said. “That doesn’t mean 
that they’ve learned common sense.” 

Turek said multiple-choice or true/
false questions are not as informative 
as tasks that require generating new 
answers. It is hard to score such un-
structured responses at large scale, 
however, which is critical for providing 
feedback for machine learning.

Competing Representations
The longest-standing approach to em-
bodying common sense does not de-
pend on automated training, but on 
explicit, symbolic rules. These relation-
ships often are represented as knowl-
edge graphs in which nodes describ-
ing a concept are connected by arrows 
describing their relationship, such as 
“Napping”“Causes”“Energy.”

The CYC system, which Lenat has 
been working on for decades, extends this 
tradition of formal representation. He 
stresses, however, that binary relation-
ships, and even third- and fourth-order 
relationships, are not rich enough. For 
example, in a Communications article, “You 
have no trouble following five, six, seven-
deep nested modals about expectation, 
belief, desire, opposition to, and so on,” 
Lenat said. “Those are exactly the kinds 
of things that, kicking and screaming, 
we were led to represent in building the 
CYC system in the 1980s,” using formal 

“We believed that 
in order to solve the 
Winograd Schema 
challenge, a system 
would need  
commonsense 
reasoning. This is  
not the case.”

ACM 
Member 
News
AT THE INTERSECTION  
OF VISUALIZATION, 
COMPUTER GRAPHICS,  
AND COMPUTER VISION

“My high school 
had a 
Commodore 
PET, and that 
was my first 
introduction to 
computing,” 

recalls Hanspeter Pfister, An 
Wang Professor of Computer 
Science in the School of 
Engineering and Applied 
Sciences at Harvard University. 

That introduction had 
Pfister wanting to learn how 
to build computers, so he 
decided to study electrical 
engineering. Pfister earned both 
his undergraduate and master’s 
degrees in electrical engineering 
at ETH Zurich, Switzerland, then 
went to Stony Brook University 
in New York for a Ph.D. in 
computer science.

On graduating in 1996, 
he joined Mitsubishi Electric 
Research Laboratories, 
where he rose to the roles of 
Associate Director and Senior 
Research Scientist. Pfister was 
chief architect of VolumePro, 
Mitsubishi Electric’s realtime 
volume rendering hardware 
for PCs, which he considers 
one of his top professional 
achievements.

His research in visual 
computing lies at the 
intersection of visualization, 
computer graphics, and 
computer vision. It spans topics 
including biomedical analysis 
and visualization, image and 
video analysis, and visual 
analytics in data science.

“Biomedical image analysis 
is where I have a lot of passion 
and can make an impact,” 
Pfister says. His current focus 
is on cancer cell analysis, the 
analysis of embryo cells for 
in vitro fertilization, and the 
analysis of neurons and their 
synaptic connectivity from 
electron microscopy data.

Pfister feels interpretable 
machine learning and 
transparency for deep learning 
models are important in order 
for doctors and clinicians to trust 
deep learning methods. “The 
first topic drives the second, and 
they go hand in hand.”

—John Delaney
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datasets. A child exposed to an iguana, 
for example, can immediately deduce 
that, like other animals, an iguana is 
born small and will eventually die.

Pavlick notes that better training al-
gorithms could help machine-learning 
systems generalize. “Their training 
isn’t really set up to incentivize them 
to learn the kind of representations … 
that would allow them to do this kind 
of quick generalization.” 

She warns, however, that training 
can easily encode prejudice. “It’s hard 
to come up with a clear way of differen-
tiating between the OK kinds of proba-
bilistic associations and inferences 
that people make in common sense 
and ones that are just bad stereotypes.”

One advantage of including a for-
mal component is that it inherently 
produces a rigorous explanation for 
its conclusions, Lenat said, not just 
a post-hoc rationalization. “It’s been 
understood for a very long time that 
common sense involves both the 
knowledge base and the inference 
ability,” agreed Morgenstern. “There 
has been a shift in emphasis,” she 
said, but “you need both.” 

Further Reading

Davis, E. and Marcus, G. 
Commonsense reasoning and 
commonsense knowledge in artificial 
intelligence, Communications of the ACM 
58, No. 9, August 2015, https://dl.acm.org/
doi/10.1145/2701413

Davis, E. and Marcus, G. 
Rebooting AI: Building Artificial 
Intelligence We Can Trust, Pantheon Books, 
New York, 2019, https://amzn.to/37YBkke 

Kocijan, V., Lukasiewicz, T., Davis, E.,  
Marcus, G., and Leora Morgenstern, L., 
A Review of Winograd Schema Challenge 
Datasets and Approaches, April 23, 2020, 
https://arxiv.org/abs/2004.13831

Bosselut, A., Rashkin, H., Sap, M.,  
Malaviya, C., Celikyilmaz, A., and Choi, Y. 
COMET: Commonsense Transformers for 
Automatic Knowledge Graph Construction, 
https://arxiv.org/abs/1906.05317
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Don Monroe is a science and technology writer based in 
Boston, MA, USA.
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edge Graph Construction) incorporates 
a semi-structured knowledge graph 
with self-supervised machine learn-
ing, like that underlying large-scale 
language models. COMET has earned 
praise for plausibly completing sen-
tences, which Choi said is a better task 
than teaching AI systems “to cheat bet-
ter on multiple-choice questions.”

Elemental Cognition also is trying 
“to build a machine that does both” 
statistical language generation and 
capturing a “fundamental reality that 
causes the language,” Ferrucci said. In 
contrast to Watson, “I ultimately want 
to produce a model that is aligned with 
how humans acquire, structure, and 
communicate information.” Part of 
that process is using interactive ex-
changes with human users to “develop 
and maintain a shared understanding 
of the world,” he said.

Such interactive learning, inspired 
by the way children learn, is also one 
of two thrusts of the DARPA program, 
Turek noted. “There are really fun-
damental questions at play, both for 
the child developmental psychology 
community and how we might apply 
to that to inspire a new generation of 
artificial intelligence techniques,” he 
noted. “One of the things that’s really 
inspiring about human infants is their 
ability to get broad general knowledge 
and then apply that successfully to 
specific challenges.” 

“Humans are often very good, if 
they have the right kind of framework, 
at learning from a single example,” 
Davis agreed, unlike deep-learning 
systems, which demand enormous 

representations of higher-order and 
modal logic. “The rest of the world is 
sort of stuck back where Marvin Minsky 
was in 1965,” he said.

Drawing inferences from these 
complex relationships is computation-
ally challenging, however. “Over the 
last 35 years, we’ve identified about 
1,000 different ways of speeding up 
logical inference so that our systems 
can do complicated reasoning in real 
time,” Lenat said. His company boasts 
clients in specialized applications like 
military and medical uses.

Because these projects are proprie-
tary, however, other researchers cannot 
easily assess them, said Yejin Choi of the 
University of Washington and the Allen 
Institute for Artificial Intelligence. Choi 
noted that representing knowledge in 
such abstract constructs makes it hard 
for others to interpret or augment it, a 
possibility she exploits by crowdsourc-
ing her work using Amazon Turk. “Natu-
ral language is far more expressive than 
what we know how to describe only us-
ing logical forms,” she said.

In contrast, Pavlick notes that “you 
can have common sense without any 
ability to speak language.” Despite 
her background studying natural lan-
guage, she has begun exploring “ref-
erence-heavy” systems that use virtual 
worlds to develop “the notion of the 
things that language refers to and then 
learn language to refer to those things.”

Prospects
Despite their differing preferred rep-
resentations, many researchers agree 
that success in machine common 
sense will depend on combining dif-
ferent approaches. In the DARPA pro-
gram, Turek said, “Some of the inter-
esting work is on the interplay between 
graph representations—which have 
been around for a while and are quite 
rich, and allow you to do various types 
of reasoning—and deep learning, 
which might give you a good feature 
representation for text or images.”

Similarly, the human brain’s two 
hemispheres combine intuitive heuris-
tics with formal reasoning, Lenat said. 
“Most AI systems in the future, even in 
the near future, will have the same kind 
of architecture.”

A recent project from Choi’s team 
called COMET (for Commonsense 
Transformers for Automatic Knowl-

“One of the things 
that’s really inspiring 
about human infants 
is their ability  
to get broad general 
knowledge and  
then apply that 
successfully to 
specific challenges.”

https://dl.acm.org/doi/10.1145/2701413
https://amzn.to/37YBkke
https://arxiv.org/abs/2004.13831
https://arxiv.org/abs/1906.05317
https://dl.acm.org/doi/10.1145/2701413
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and African American Vernacular Eng-
lish speech,” explains Allison Koe-
necke, a Stanford doctoral student in 
Computational Mathematics & Engi-
neering, and the first author of the 
study. “It seems like the lack of training 
data is in particular traced to dispari-
ties arising from the acoustic model, as 
opposed to the language model.”

Acoustical training models are fo-
cused on correctly understanding words 
despite differences in accents, speech 
patterns, tone of voice, and diction, 
compared with language models, which 
are designed to recognize various words 
and phrases used by speakers. Accord-
ing to the study, “Our findings indicate 
that the racial disparities we see arise 
primarily from a performance gap in 
the acoustic models, suggesting that 
the systems are confused by the phono-
logical, phonetic, or prosodic character-
istics of African American Vernacular 
English rather than the grammatical or 
lexical characteristics. The likely cause 
of this shortcoming is insufficient au-
dio data from black speakers when 
training the models.”

The key to improving ASR accuracy 
among all speakers is to use a more di-
verse set of training data, which should 
include speakers that come from more 
diverse ethnic, cultural, and regional 
backgrounds, according to Sharad 
Goel, a co-author of the study and an 
assistant professor of management 
science and engineering at Stanford.

“We have tried to stay away from the 
blame game and say, ‘oh, we think 
you’re like, you know, good or bad be-
cause you didn’t prioritize it,’ but we 
really think this is important,” Goel 
says. “We hope people will change their 
behavior, especially these five compa-
nies, but also more broadly in the 
speech recognition community, to-
ward improving these outcomes.”

ASR technology companies may 
be hearing that message loud and 
clear. An Amazon spokesperson 
pointed to a statement published 
after the release of the Stanford 
study, which noted that “fairness is 
one of our core AI principles, and 
we’re committed to making progress 
in this area … In the last year we’ve de-
veloped tools and datasets to help 
identify and carve out bias from ML 

I
N TODAY’S WORLD, it is nearly 
impossible to avoid voice-con-
trolled digital assistants. From 
the interactive intelligent agents 
used by corporations, govern-

ment agencies, and even personal devic-
es, automated speech recognition (ASR) 
systems, combined with machine learn-
ing (ML) technology, increasingly are 
being used as an input modality that al-
lows humans to interact with machines, 
ostensibly via the most common and 
simplest way possible: by speaking in a 
natural, conversational voice.

Yet as a study published in May 2020 
by researchers from Stanford Universi-
ty indicated, the accuracy level of ASR 
systems from Google, Facebook, Micro-
soft, and others vary widely depending 
on the speaker’s race. While this study 
only focused on the differing accuracy 
levels for a small sample of African 
American and white speakers, it points 
to a larger concern about ASR accuracy 
and phonological awareness, including 
the ability to discern and understand 
accents, tonalities, rhythmic variations, 
and speech patterns that may differ 
from the voices used to initially train 
voice-activated chatbots, virtual assis-
tants, and other voice-enabled systems.

The Stanford study, which was pub-
lished in the journal Proceedings of the 
National Academy of Sciences, mea-
sured the error rates of ASR technology 
from Amazon, Apple, Google, IBM, and 
Microsoft, by comparing the system’s 
performance in understanding identi-
cal phrases (taken from pre-recorded 
interviews across two datasets) spoken 
by 73 black and 42 white speakers, then 
comparing the average word error rate 
(WER) for black and white speakers. 

The subjects used in the recordings 
found in the first dataset were from 
Princeville, a predominantly African-
American rural community in North 
Carolina; Rochester, a mid-sized city in 
western New York state, and the Dis-

trict of Columbia. The second dataset 
was the Voices of California, an ongo-
ing compilation of interviews recorded 
across that state, although the focus 
was on Sacramento, the capital of Cali-
fornia, and  Humboldt County, a pre-
dominately white rural community in 
northern California. 

The researchers indicated that 
black subjects spoke in what linguists 
refer to as African-American Vernacu-
lar English, a variety of English some-
times spoken by African-Americans in 
urban areas and other parts of the U.S. 
This is contrasted with the Standard 
English phrasing most often used by 
white speakers.

Overall, the researchers found the 
systems make far fewer errors with us-
ers who are white than with users who 
are black. ASR systems misidentified 
words about 19% of the time with white 
speakers, with the WER rising to 35% 
among black speakers. Approximately 
2% of audio snippets from white peo-
ple were considered unreadable by 
these systems, compared with 20% of 
snippets spoken by black people.

“Our paper posits that much of the 
disparity is likely due to the lack of 
training data on African Americans 

Natural Language 
Misunderstanding 
How do we eliminate bias in automated speech recognition? 

Society  |  DOI:10.1145/3422600  Keith Kirkpatrick
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models, and we offer these as open 
source for the larger community.”

Other vendors that utilize ASR tech-
nology say that despite their complexi-
ty and capabilities, ML models require 
a good deal of human oversight, par-
ticularly as models are trained. In some 
cases, ASR technology developers 
would use a relatively limited range of 
voices, speech patterns, or accents to 
train their acoustical models, with the 
goal of rapidly developing a solution 
that could be commercially deployed. 
While this approach may yield a high 
degree of accuracy with neutral speak-
ers, it may struggle with accents or dia-
lects that differ from the voices used to 
train the model.

“So, you could build out a quick 
and dirty solution that is very power-
ful, but it would fold over at the first 
hurdle because it doesn’t understand 
the accent, doesn’t understand the 
terminology, doesn’t even understand 
my language, and so on and so on,” 
says Andy Peart, chief marketing and 
strategy officer at Artificial Solutions, 
Stockholm, Sweden-based developer 
of the Teneo enterprise-focused con-
versational platform. “We would ar-
gue that you need to think about all 
these things to build out something 
that’s actually going be effective.”

Peart says Artificial Solutions uses a 
hybrid ML approach to training. ML is 
used for the initial training of the mod-
els, but human engineers are deployed 
to make sure that the system continu-
ally learns on the right inputs, which 
can include matching speaker voice in-
flections and pronunciations to the ap-
propriate words or intents.

Further, the system is designed to 
assign a confidence ratio to the accu-
racy of the ASR model as applied to 
voice inputs. If the confidence ratio is 
below a certain threshold, the system 
is designed to ask the speaker for clar-
ification, such as by asking, “did you 
mean _ _ _ _ _?”

“We don’t settle for learning [solely] 
within the solution, because then you 
potentially get the Microsoft Tay situa-
tion, where your solution automatically 
learns and changes from the inputs 
without any control from the company.  
This would be catastrophic in a com-
mercial environment,” Peart says, refer-
ring to the ability of users to train the 
Tay unsupervised ML-based chatbot to 

spew racist and otherwise offensive 
content, based on voice and text inputs 
and a lack of moderation of the ma-
chine’s responses by human engineers. 

Other ASR vendors note the initial 
training data should be diverse, in or-
der to function accurately for all types 
of users. “In order to train really good 
machine learning models, you need a 
large amount of data, but you also need 
diverse data,” says Johann Hauswald, 
co-founder and chief customer officer 
with Clinc, a conversational AI plat-
form provider based in Ann Arbor, MI.

“We recommend customers use 
crowdsourcing platforms to collect 
training data,” Hauswald says, citing as 
examples Amazon Mechanical Turk 
and CrowdFlower (now Figure Eight), 
which include more diverse speaker 
data. “We take the approach of crowd-
sourcing that [training] data and not 
[relying solely on] a small set of folks 
collecting and training our data.”

Hauswald says the other advantage 
of using data from crowdsourced 
platforms is the ability to collect a 
wider range of words or phrases that 
mean the same thing, thereby ex-
panding the lexicon of the ASR system 
(such as correctly identifying that 
“y’all” is a shortened, slang version  of 
“you all” in Southern U.S. dialects). 
He notes the platforms ask the same 
question across a broad, diverse range 
of speakers, which increases the 
depth of the training model to ac-
count for ethnic, regional, gender, 
and other differentiators.

“You get a large amount of data, but 
then also from a diverse set of people,” 
Hauswald says, “It’s not one person giv-
ing you 500 utterances, and it’s not 500 
people giving you a single [phrase].” 

According to Hauswald, ASR systems 
struggle with heavily accented speech 
simply because there is significantly 
more training data consisting of non-
accented English than there is for for-
eign or minority accented languages. 
Hauswald says ASR algorithms identify 
speech by looking for sound patterns, 
then linking them to appropriate words, 
which requires some human interven-
tion in order to ensure that even when 
sounds are mispronounced (such as ‘r’ 
sounds being pronounced as ‘l’ sounds), 
the correct word is chosen. With less 
available foreign-accented data to ana-
lyze, it becomes more difficult to identi-

fy patterns that can be used to train the 
model accurately. One solution is to 
simply collect and train ASR models us-
ing speech data from accented speak-
ers, and then using humans to ensure 
that the model correlates the accented 
pronunciations with the correct words. 
However, collecting enough speech 
data from each type of individual accent 
is fraught with compute, time, and data-
collection challenges.

One way to speed up this process is 
to utilize a concept called transfer 
learning, a technique in which an ASR 
model is trained on a large set of data, 
such as speakers using un-accented 
English. The basic techniques the 
model uses to learn specific phonetic 
and speech data patterns then can be 
applied to a second, smaller dataset 
containing accented-English speech. 
The parameters and techniques from 
the first dataset are used as a starting 
point for training on the second datas-
et, which speeds up the learning pro-
cess, allowing the new model training 
to focus on the unique pronunciations 
found in the accented speech.

“For languages or dialects that have 
less training data, research has shown 
you can use a language that has more 
data and use transfer learning to refine 
a model for the target language.” 
Hauswald says. He explains that ap-
proach has become popular, “initially 
in image processing, but now the same 
techniques are being applied to natu-
ral language processing and speech 
recognition pretty successfully. But 
you still need to go through that step of 
kind of hand annotating, sanitizing, 
and cleaning that data.”  

Further Reading

Racial Disparities in automated speech 
recognition, Proceedings of the National 
Academy of Sciences of the United States 
of America, April 7, 2020. https://doi.
org/10.1073/pnas.1915768117

Gender and Dialect Bias in YouTube’s 
Automatic Captions, Conference 
Proceedings of the First ACL Workshop on 
Ethics in Natural Language Processing, 
January 2017. DOI: 10.18653/v1/W17-1606

Acoustic Modeling Explained:  https://www.
youtube.com/watch?v=5ktDTa8glaA

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in Lynbrook, NY, USA.
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Engineering at Rice University.
Future routers and 6G cellular net-

works likely will incorporate terahertz 
spectrum. However, that is just the 
start. By providing access to almost un-
limited bandwidth, terahertz systems 
could allow fleets of autonomous vehi-
cles or robotic devices, including 
drones, to communicate without band-
width limitations that often lead to la-
tency and network congestion; they 
could support massive virtual reality 
environments, and could revolutionize 
home health, physical security, and cy-
bersecurity by introducing far more ac-
curate motion and sensing capabili-
ties. For example, the unique sensing 
capabilities of terahertz technologies 
could potentially monitor air quality 
and sense certain types of pollutants 
that may otherwise be difficult to iden-
tify, or scan people and bags at airports 
with far greater precision than today’s 
millimeter-wave scanning systems.

In fact, sensing capabilities within 
networks could take a huge leap for-
ward as a result of terahertz technolo-
gy. “There are few, if any, materials that 
can be readily sensed using spectros-

W
IRELESS TECHNOLOGIES 

HAVE advanced by leaps 
and bounds over the last 
several decades. Speeds 
have increased dramati-

cally, connectivity has improved, and 
wireless network protocols—including 
Wi-Fi and cellular—have become ubiq-
uitous. Today, a reasonably fast, persis-
tent wireless connection is available in 
most parts of the world.

Yet, despite all the gains, today’s 
wireless networks are still relatively 
limited in terms of how they handle 
large volumes of data. Connection 
speeds are adequate for basic tasks like 
Web browsing, videoconferencing, e-
commerce, gaming, streaming videos, 
and exchanging messages. However, as 
new and more resource-intensive tech-
nology enters the picture and the Inter-
net of Things (IoT) expands, the need 
for bandwidth is growing—in some 
cases, by an order of magnitude.

Terahertz communications, also 
known as submillimeter radiation, could 
address this problem. Because it relies 
on the high end of the radio spectrum, at 
frequencies from 300GHz to 1,000GHz, 
it delivers far more bandwidth than to-
day’s networks, and can connect many 
more devices. At the same time, terahertz 
technology has characteristics that could 
radically change the nature of comput-
ing and the IoT. This includes sophisti-
cated sensing capabilities based on 
spectroscopic signatures.

Recently, terahertz communication 
took a major step toward becoming a 
viable technology. Researchers at 
Brown and Rice universities found a 
way to solve a longtime problem with 
keeping devices connected to a tera-
hertz network. As a result, optimism is 
growing that the technology will soon 
evolve to a commercial scale.

“It’s possible to do a lot more 
things—and introduce more advanced 

features—at higher frequencies,” says 
Daniel Mittleman, a professor of engi-
neering at Brown University. “Tera-
hertz could be transformative.”

Crossing the Spectrum
The appeal of terahertz networking is 
clear: today’s cellular and Wi-Fi net-
works carry voice conversations and 
data streams using microwaves. Howev-
er, the lower end of the radio spectrum 
cannot accommodate the growing de-
mand for bandwidth. As networks be-
come overwhelmed, speed and device 
performance degrade. Even emerging 
5G (fifth-generation cellular technol-
ogy) has limitations and eventually will 
hit technical and practical limits for 
speed and performance. On the other 
hand, terahertz waves, which exist be-
tween optical and microwave frequen-
cies, increase transmission speeds 
multifold, while expanding what wire-
less systems can do.

Terahertz networking “represents the 
next leap forward of what we can achieve 
with communication and sensing,” 
says Edward Knightly, Sheafor-Lindsay 
Professor of Electrical and Computer 

Terahertz Networks 
Move Closer to Reality
The desire for faster, higher-frequency wireless networking  
is a constant. Terahertz technology could deliver large gains.

Technology  |  DOI:10.1145/3422630  Samuel Greengard

Terahertz frequencies escape from leaky waveguides in a ‘rainbow’ pattern that can be used 
to help devices find and identify each other in future terahertz wireless networks. 
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copy in the lower-frequency bands that 
are traditionally used for radar or wire-
less communications,” Mittleman 
says. “But the terahertz range is rich 
with spectroscopic signatures, so there 
are many feasible sensing targets.”

It’s an important consideration. 
“The technology creates completely 
new opportunities for detecting motion 
and for using indoor positioning,” says 
Yasaman Ghasempour, an assistant 
professor of electrical engineering at 
Princeton University who studied tera-
hertz technology as a graduate student 
at Rice University. For example, tera-
hertz sensors could detect when some-
one or something that should not be 
there enters a specific space or area, 
with high degree of accuracy. In addi-
tion, unlike vision-based techniques, 
terahertz communication is unaffected 
by lighting or atmospheric conditions, 
and it can better preserve privacy, she 
explains. For instance, it’s possible to 
tune terahertz transmissions to a spe-
cific distance, say 100 or 200 meters, 
and thus control who has access to the 
signals, Mittleman says.

Still another aspect of terahertz ra-
diation that’s particularly intriguing is 
its ability to bounce signals off reflec-
tive surfaces. Ghasempour says certain 
materials such as metals, glass, or even 
concrete can create strong reflections 

that extend terahertz coverage across 
houses, buildings, and factories. As 
terahertz technology is incorporated 
into cellular towers and routers, “This 
would make it possible to reduce or 
eliminate antennas, range extenders, 
access points, mesh systems, and other 
assistive wireless technologies. The re-
flective surfaces serve as an antenna 
instead,” she points out.

All About Connections
Terahertz sensing already is used for 
specialized applications, such as sat-
ellites monitoring the atmosphere, 

and specialized short-range imag-
ing and signal transmission. Yet, the 
physics of the terahertz spectrum has 
built-in limitations for networking. 
For one thing, terahertz wavelengths 
propagate in a completely different 
way than microwave technology, and 
they cannot penetrate solid walls or 
pass through many objects, such as 
steel and wood (they are able to pass 
through some types of glass and plas-
tic). Unlike current wireless tech-
nologies such as 802.11 or cellular 
networks, the waves cannot saturate 
an area or indoor space and easily 
connect to devices. “The question be-
comes what is the right direction to 
point the signal?” says Josep Jornet, 
an associate professor in the depart-
ment of electrical and computer engi-
neering at Northeastern University.

At frequencies in the millimeter-
wave range, conventional device dis-
covery takes place through a sequen-
tial search process. A transmitting 
device, say a router or cell tower, scans 
at various angles until it finds a device 
with which it can connect. However, 
as the frequency increases the beams 
become narrower, and more steps are 
required for this discovery process. 
This renders the sequential approach 
impractical. The problem is magni-
fied when large numbers of mobile de-

Terahertz signals 
bounce off reflective 
surfaces; some 
materials can create 
reflections that can 
extend gigahertz 
coverage across 
houses, buildings, 
and factories.

http://www.iccq.ru
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vices become part of a network. “Find-
ing the right direction to transmit the 
signal between the sender and receiv-
er can be difficult and time-consum-
ing. If all clients are moving, the po-
tential overhead is high just to keep 
the beams aligned and devices con-
nected,” Knightly points out.

Researchers are taking direct aim at 
these technical barriers. For instance, 
the group at Brown and Rice universities 
demonstrated that a device called a 
leaky waveguide, which has been used 
in other microwave systems, can assist 
with link discovery at terahertz frequen-
cies. The passive device is comprised of 
two metal plates that allow radiation to 
propagate in the space between them. 
One of the plates has a small opening 
that allows small amounts of radiation 
to leak out. By changing the opening, it 
is possible to adjust the frequency of 
the input signal to the waveguide. As a 
result, radiation escapes in different di-
rections. As a broadband signal enters 
the device from a router or cell tower, 
the device creates a unique signature. 
Once this handshake takes place, the 
router or cell tower can infer direction-
al information, lock onto it for direc-
tional communication, and maintain a 
persistent connection as the user and 
device move about.

Reflective materials also could solve 
part of the transmission problem and 
boost router and network sensing ca-
pabilities. “By adding special substanc-
es to walls, floors, and ceilings in rooms 
and using various objects, such as 
lamps and wall paintings, to bounce 
signals throughout the structure, you 
essentially potentially wind up with 
hundreds or thousands of antennas 
and potential sensors,” Ghasempour 
says. This capability, along with im-
proved algorithms designed to inter-
pret data and reflective angles, could 
produce a faster and much smarter 
communications network than what’s 
possible today. “There is a lot of addi-
tional research that needs to be done 
on reflective materials, but they are 
clearly a viable tool for developing tera-
hertz technology,” she says.

Yet another area of current re-
search focuses on chips and anten-
nas. At Nanyang Technological Uni-
versity in Singapore, researcher 
Ranjan Singh is studying the use of 
topological photonics to address in-

herent problems with intrachip and 
interchip communication at tera-
hertz frequencies. This includes cre-
ating new designs and shapes that 
better accommodate the signals. Jor-
net, who has studied terahertz tech-
nology for more than a decade, has 
examined everything from materials 
and antenna designs to new algo-
rithms and routing methods. “The 
biggest remaining question is how to 
produce a compact chip, radio, and 
communications protocol that can 
work in the real world within an inte-
grated platform. Ultimately, tera-
hertz networking is both a physics 
problem and a communications 
problem.”

A New Wavelength
Commercial products using tera-
hertz technology will likely appear 
sometime over the next five to 10 
years, Knightly says. Solving the leaky 
waveguide problem was a major step 
forward, but there are still several 
key challenges to overcome. These 
include issues ranging from how to 
maintain persistent connections 
when large numbers of devices are 
connected to terahertz networks, to 
more clearly defining industry stan-
dards. There’s also a need to add 
outdoor infrastructure, including 
the smaller, more densely packed 
cells that terahertz networks require. 
Nevertheless, “Terahertz’s unique 
capabilities of sensing and high-rate 
low-latency networking will drive 
commercialization,” Knightly says.

In fact, Knightly and others believe 
terahertz communications ultimately 
will be a game-changer. It will deliver 
the ultra-high bandwidth and, as a re-
sult, the super-low latency needed to 
operate autonomous machines and 
other systems used in smart factories 
and cities, through Wi-Fi and 6G. It 
will add sophisticated sensing fea-
tures that may reshape networking, 
and it could transform virtual reality 
from a niche technology into a main-
stream tool that complements or re-
places today’s teleconference and 
presence systems.

Says Knightly, “Terahertz supports 
large numbers of people and environ-
ments that completely overwhelm to-
day’s technology. This opens up all 
kinds of possibilities.” 
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Digital Contact-Tracing Technology
Contact tracing and exposure notifica-
tion apps run on mobile phones and 
log either the phone’s location or the 
presence of other nearby phones. The 
location approach involves sending 
location information to a centralized 
server so that users who were recently 
co-located with a user who tested posi-
tive for COVID-19 can be identified. Al-
ternatively, an infected user’s locations 
could be broadcast to other users so 
that their apps can check for co-loca-
tion. The proximity approach does not 
require storing location and instead 
logs an identifier associated with each 
phone the app detects as being nearby 
for some period of time (for example, 
10 minutes). If a user tests positive, 
their identifier is broadcast, and apps 
can check to see whether the infected 
person’s identifier is in their proximity 
logs. The proximity approach is more 
privacy protective as it determines only 
that two users were near each other, 
not all the places they were located.

I
T IS DIFFICULT to imagine a time-
lier topic for this inaugural Com-
munications Privacy column 
than the privacy issues associat-
ed with COVID-19 apps. Against 

the backdrop of protests around the 
world opposing racism and police kill-
ings of Black people, we have a newly 
found understanding of the need for 
protection from surveillance, while 
also feeling the urgency of shutting 
down the spread of a deadly virus. 
While many computer scientists are 
looking to technology for privacy-pro-
tective ways to track COVID-19 expo-
sure, Privacy-enhancing technologies 
(PETs) may prove ineffective without 
more widely available COVID-19 tests, 
human-centered design, and comple-
mentary laws and policies.

As the COVID-19 pandemic spread 
in spring 2020, researchers and public 
health officials pursued digital contact 
tracing and exposure notification tools 
to assist human contact tracers. Initial 
efforts to build these tools focused on 

utility but were quickly met with ques-
tions about privacy. Although there is 
compelling public interest in sharing 
data to reduce virus spread, concerns 
arose that this data might be used for 
other purposes. Indeed, as protest 
marches became commonplace and 
police sought out instigators, rumors 
spread that police might be using data 
collected by contact-tracing apps. 
While I have seen no evidence that this 
actually occurred, the concern is legiti-
mate and may slow app adoption. In 
the U.S., people of color have been dis-
proportionately hard hit by COVID-19 
but may also have the most to fear in 
using these apps.

Digital contact tracing and expo-
sure notification might be ideal appli-
cations for PETs. An app that could 
notify users that they had been ex-
posed to COVID-19 without leaking lo-
cations or personal information could 
simultaneously protect both public 
health and privacy. However, PETs 
alone may not solve this problem.

Privacy  
Digital Contact Tracing  
May Protect Privacy, But It Is 
Unlikely to Stop the Pandemic 
Considering the potential benefits versus the risks  
of privacy-enhancing technologies. 
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I would likely pay attention to my first 
positive notification from a contact-trac-
ing app. I might seek out a COVID-19 
test and would probably quarantine my-
self. But should I stay away from the oth-
er members of my household? Should 
they quarantine themselves too? (More 
questions I might want to ask a human.) 
After the first notification, I might have 
more experience and know what to do, 
but I would probably soon start to ignore 
these notifications, assuming them to 
be false positives. This problem is exac-
erbated by the lack of widely available 
rapid COVID-19 tests in most of the U.S. 
and many other countries.

There are ways to design an app to 
answer many of my questions, mitigat-
ing some concerns. This may require that 
we give up some privacy. Maybe the app 
should store both location information 
and proximity information so it can com-
municate where the exposure occurred. 
Maybe the infected person could grant 
permission for additional information—
such as whether they wore a mask in pub-
lic—to be transmitted to people receiving 
notifications. Maybe they would consent 
to sharing their name with friends who 

Research teams around the world 
have been working on privacy protec-
tive protocols for contact tracing and 
exposure notification. These include 
the Private Automated Contact Trac-
ing (PACT)a group led by Massachu-
setts Institute of Technology research-
ers and the European Decentralized 
Privacy-Preserving Proximity Tracing 
(DP-3T) consortium.b

Google and Apple jointly developed 
a Bluetooth-based “Exposure Notifica-
tion” API for Android and iOS plat-
forms that public health agencies can 
incorporate into contact-tracing apps. 
It uses a decentralized and privacy-pro-
tective approach, which includes cryp-
tographically generated rotating iden-
tifiers that make it more difficult (but 
not impossible1) to trace an identifier 
back to an individual.

Exposure Notification has not yet 
been built into many apps, although new 
apps that use this API are expected to 
launch throughout fall 2020. Many apps 
seem to be using their own approaches, 

a See https://pact.mit.edu/
b See https://github.com/DP-3T/

and privacy and security issues are com-
mon. For example, concerns have been 
raised about apps that may leak sensitive 
information through security holes. A 
mid-June report3 assessed mobile-
phone-based contact-tracing apps from 
government entities around the world 
and found most were susceptible to be-
ing tampered with to allow attackers ac-
cess to sensitive data.

Trade-Offs
Some apps use good technical ap-
proaches to limit data leakage, but in 
doing so, they may limit their utility. I 
can imagine an app informing me that 
sometime in the past week, or more 
precisely last Tuesday, I was in proxim-
ity of someone who has tested positive 
for COVID-19. I would have questions. 
How long was I near them? Were we 
outdoors? Were they coughing? Were 
either of us wearing a mask? Were we 
talking face-to-face or standing silently 
six feet apart? Or were they on the other 
side of a solid wall? I could imagine feel-
ing upset and wanting to talk to a hu-
man rather than receive a notification 
from an app.

https://pact.mit.edu/
https://github.com/DP-3T/
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Challenges
While efforts to use apps to help con-
trol a deadly virus and protect privacy 
are laudable, early efforts do not look 
promising, and some experts have 
concluded the risks of contact-tracing 
apps might outweigh their potential 
benefits.2,8 Challenges remain in de-
veloping and deploying widely apps 
that are highly effective and usable.

Technologists have focused on 
building privacy-protective decentral-
ized apps, but a centralized approach 
with legal protections to limit data use 
might be more beneficial to public 
health and more understandable and 
acceptable to the public. The problem 
these apps are trying to solve is not just 
a technology problem, and digital tech-
nology alone is unlikely to be the solu-
tion. As with many privacy problems, 
solutions should involve both policy 
and technology.9 Laws and organiza-
tional policies must ensure sensitive 
information is not used for purposes 
unrelated to public health; digital tools 
must be trustworthy, understandable, 
and usable; and public health organiza-
tions and rapid COVID-19 testing must 
be part of the solution. 
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were receiving notifications. Laws and 
policies restricting the use of contacting-
tracing information might reduce privacy 
concerns and encourage people to allow 
more data to be collected and shared. In 
addition, people may be willing to allow 
an app to collect more data in certain plac-
es—I might allow an app to collect precise 
location information at the grocery store 
or park, but not at a doctor’s office or pro-
test march. However, it may be challeng-
ing to build an app that supports this sort 
of control without requiring users to 
spend a lot of time and effort setting it up.

Another concern is people may falsely 
report they have been infected to cause 
mischief or to keep people home in or-
der to shut down school or even to dis-
rupt an election. This problem is being 
addressed by requiring public health of-
ficials, doctors, or testing labs to verify 
positive test reports before notifications 
are sent, although this may reduce con-
venience, privacy, or timely notification.

Adoption
A study conducted last spring in the U.S. 
found participants generally preferred a 
centralized contacting-tracing approach 
that would share identities and location 
of infected users with public health au-
thorities rather than a decentralized and 
more privacy-protective approach that 
did not share data. Approximately half of 
the participants reported a willingness 
to install such a centralized app, while 
about a quarter of the participants indi-
cated they would be unlikely to install 
any contact-tracing app. Other U.S. sur-
veys have also found that about half of 
smartphone users report being likely to 
install a contact-tracing app.6 This does 
not take into account the people who do 
not own smartphones and thus would 
not be able to use these apps. In the U.S., 
some of the demographic groups most at 
risk are least likely to own smartphones. 
Furthermore, current adoption of these 
apps appears low, even in countries that 
introduced apps last spring. For exam-
ple, in May it was reported that contact-
tracing apps had been adopted by only 
38% of the population in Iceland and 
20% in Singapore. Yet researchers esti-
mate adoption rates of at least 60% are 
necessary for these apps to be effective.5 
Even in France where the StopCovid app 
was activated by over 1.8 million people 
in June, the app notified only 14 people 
that they may have been exposed.1

At Carnegie Mellon University, a 
team of researchers developed an anon-
ymous contact-tracing app called NOV-
ID that distinguishes itself from other 
apps by using ultrasound in addition to 
Bluetooth to improve accuracy and al-
low it to provide notification recipients 
with information about how close they 
were to an infected person. One of its 
features is that it tells users if they are in 
proximity of other NOVID users even 
when no infection has been reported. I 
live in a neighborhood near Carnegie 
Mellon, where there is likely more inter-
est in NOVID than in other places. In the 
four months since I installed NOVID, it 
has detected that I have been near only 
one other NOVID user, despite the fact I 
have brief contact with numerous peo-
ple through daily outdoor exercise and 
regular errands. Thus, NOVID is not yet 
particularly useful to me.

While public adoption has been slow, 
private companies and universities are 
starting to mandate their employees and 
students use apps to trace contacts and 
report symptoms. Some companies are 
mandating the use of apps or wearable 
devices that immediately alert wearers 
when they are too close to other users. 
Symptom-tracking apps can provide a 
short daily questionnaire for users to re-
port any COVID-related symptoms. How-
ever, all of these approaches are raising 
concerns. Employees and students won-
der where their information is sent and 
how it can be used. The University of Con-
necticut conducted focus groups and 
found students were unlikely to report 
symptoms such as headaches that occur 
frequently for reasons unrelated to COV-
ID-19, for fear of being forced to quaran-
tine and miss exams or social events.c

In contrast to apps, wastewater 
monitoring may be more privacy-pro-
tective (assuming samples are taken as 
water exits the building rather than 
with every flush), easier to deploy, and 
more effective at detecting COVID at 
universities, providing an early warn-
ing when someone in a monitored 
building is infected. All the occupants 
of a University of Arizona dorm were 
tested after the virus was found in their 
building’s wastewater in August. As a 
result two asymptomatic students 
were discovered before they spread the 
virus further.7

c See https://bit.ly/2FAEJLM
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harbors, the U.S. Copyright Office re-
leased in May 2020 its long-awaited 
Section 512 Study.2 It sided with ma-
jor copyright industry complaints on 
virtually every contentious safe harbor 
issue. This column reviews the most 
significant of the Study’s recommend-
ed changes: tightened eligibility rules, 
revamped “red flag” knowledge of 

F
OR THE  LA ST 20 years, the laws 
of the U.S., E.U., and most of 
the rest of the world, have 
provided Online Service Pro-
viders (OSPs) that host user-

uploaded content with “safe harbors” 
insulating them from claims of copy-
right infringement so long as they did 
not know about or participate in in-
fringing acts of their users. Yet, once 
a copyright owner has notified an OSP 
about the presence of infringing mate-
rials at a particular place on its site, the 
OSP has generally had a responsibility 
to investigate and remove or disable 
access to infringing materials. This no-
tice-and-takedown safe harbor became 
part of U.S. law as a result of passage of 
the Digital Millennium Copyright Act 
(DMCA) of 1998.

This safe harbor, now codified in 
§ 512 of U.S. copyright law, has never 
been popular with major copyright in-
dustries. Those industries acquiesced 
to these rules in 1998 as part of a grand 
compromise with other industries and 
organizations to get support for enact-
ment of rules that outlaw tools for cir-
cumventing technical protection mea-
sures that major copyright industries 
planned to use when distributing digi-
tal copies of their works.

Copyright industry dissatisfaction 
with this safe harbor has grown in-
creasingly strident because of the wide-
spread prevalence of online infringe-

ments. As my November 2019 column 
reported, the E.U. responded to copy-
right industry complaints by adopt-
ing new strict liability rules for certain 
online content sharing services, which 
EU member states must implement by 
June 2021.

To aid possible Congressional 
reconsideration of the DMCA safe 

Legally Speaking 
Copyright’s Online Service 
Providers Safe Harbors 
Under Siege 
Reviewing the most significant changes recommended in  
the recently released U.S. Copyright Office Section 512 Study.
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privacy interests. It argues that OSPs 
should be more proactive in monitor-
ing their sites for infringements, even 
though § 512(m) says no such duty ex-
ists. Failure to monitor and investigate 
user-uploaded content if some OSP 
staff have some general awareness of 
infringement should result, the Study 
suggests, in OSPs being found to be 
willfully blind to infringement.

What About Fair Use?
The 512 Study evinces a cavalier and 
largely dismissive attitude toward fair 
uses. It fails to recognize that widely 
posted user-generated content, such as 
remixes, mashups, and fan fiction sto-
ries, is generally viewed as making fair 
and non-infringing uses of copyrighted 
works when creatively reusing parts of 
popular music, videos, and the like.

Also generally fair are incidental 
uses, such as the short video that Steph-
anie Lenz uploaded to YouTube of her 
baby dancing with some Prince music 
playing in the background. Universal 
sent a takedown notice to YouTube 
about it, which Lenz counter-noticed 
on fairness grounds. An appellate 
court in Lenz v. Universal Music Corp. 
held that Universal must consider fair 
use in order to have a good faith belief 
that an online use of its work was in-
fringement before sending a takedown 
notice. The 512 Study criticized Lenz as 
wrongly decided.

The Study also chided OSPs for de-
ciding not to take down allegedly in-
fringing content when persuaded that 
a challenged use was fair: “OSPs do not 
appear to be fully honoring the require-
ment in § 512(c)(1)(C) that upon receiv-
ing a takedown notice that is compliant 
with § 512(c)(3), they ‘respond[] expedi-
tiously to remove or disable access to’ 
the material.” Under the Office’s inter-
pretation of § 512, OSPs must remove 
or block access to content about which 
a takedown notice has been received 
regardless of whether that use is fair.

Repeat Infringer Policies
Under § 512(i), OSPs are eligible for 
§ 512 safe harbors only if they have 
adopted and reasonably implemented 
a repeat infringer policy. The Study rec-
ognizes the need for some flexibility in 
the formulation of such policies and 
their implementations, in part because 
of the astonishing diversity of OSPs 

infringement requirements, curtail-
ment of fair use claims, and stricter 
repeat infringer policies.

Although the Study claims these 
changes would merely “fine-tune” 
§ 512, this is a mischaracterization. 
Were Congress to follow the Study’s 
recommendations, OSPs would have 
much greater responsibilities to detect 
and thwart user infringements and 
more liability if they did not succeed 
in preventing copyright infringements. 
These changes would negatively im-
pact the availability of user-generated 
content and other legitimate user ac-
tivities. Stricter repeat infringer poli-
cies would likely mean that many more 
users’ accounts would be terminated, 
including those of innocent users.

Eligibility for Safe Harbors
One very substantial change the 512 
Study recommends would limit the 
availability of the hosting safe harbor to 
only those OSPs that passively store user 
contents. The Study criticized the Via-
com v. YouTube decision for concluding 
that YouTube qualified for the § 512(c)’s 
safe harbor when proactively transcod-
ing user-uploaded videos, enabling the 
videos to be viewed by others, and pro-
moting user-uploaded videos through 
automated recommendations. The 
court regarded these activities as “relat-
ed” to hosting user contents, and hence, 
within the safe harbor.

The CEO of the Internet Associa-
tion, who testified before the Senate IP 
Subcommittee in June 2020, objected 
to the Study’s narrow interpretation of 
this safe harbor. Restricting its applica-
tion would, he said, “all but exclude ev-
ery modern OSP from the scope of sec-
tion 512(c), giving liability protections 
only to the bulletin board services from 
the 1990s.”3 Under this conception of 
§ 512(c), YouTube, Facebook, Ravelry, 
Reddit, Hacker News, and every other 
social media service would lose the § 
512(c) safe harbor completely.

He noted that “the DMCA was in-
tended to incentivize innovation and 
the growth of the internet” and that “al-
gorithmic recommendations — which 
benefit users by connecting them to 
their communities and information 
they are likely to be interested in—do 
not negate the principle that the un-
derlying content is stored at the direc-
tion of the user.”3

Yet, the Study would strip OSPs of 
this shield from infringement claims, 
even when they neither knew about 
nor had encouraged infringing activi-
ties. OSPs would now be at risk of very 
large money damage awards instead of 
being subject only to the prospect of 
injunctive relief.

“Red Flag” Knowledge 
and Willful Blindness
A second significant change recom-
mended in the 512 Study concerns 
standards for judging when OSP host-
ing services should be deemed to 
“know” about user infringements. The 
Study claims that courts have misin-
terpreted what should constitute “red 
flag” knowledge and willful blindness 
to infringement.

Under the so-called “red flag” knowl-
edge provision of § 512(c), OSPs lose 
the safe harbor when they are “aware 
of facts or circumstances from which 
infringing activity is apparent.” Once 
they have such awareness, they must 
act “expeditiously” to remove or disable 
access to infringing content. The Via-
com decision said this rule applied only 
when OSPs became aware of specific 
and identifiable acts of infringement. 
(This ruling makes sense because OSPs 
cannot remove or disable access to in-
fringing materials if they do not know 
what and where they are.)

The Study asserts that general 
knowledge of infringement some-
where on an OSP’s site should suffice 
as “red flag” knowledge. Even though 
§ 512(m) provides that OSPs do not 
have a duty to monitor their sites to 
detect infringement, the Study re-
gards this rule as protecting only user 

These changes would 
negatively impact  
the availability  
of user-generated 
content and  
other legitimate  
user activities.
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in the digital age. One 2019 report on 
the state of the entertainment industry 
concluded that “the Internet, as cur-
rently structured, has been a creative 
force. It has helped many more people 
become creators and to make money 
from their creations, and the many in-
dustry sectors around ‘copyright’ are 
all seeing the fruits of that now.”1

Perhaps most striking, though, was 
the Study’s failure to give any weight 
to the interests of hundreds of mil-
lions of American Internet users who 
rely on this medium for a wide range 
of purposes: to get news, find infor-
mation, share photos on social media, 
communicate with friends, family, 
and co-workers, seek entertainment, 
order consumer goods or food to be 
delivered, and in this pandemic age, 
to work safely from home and to edu-
cate our children when schools and 
libraries are closed. Copyright law is 
supposed to promote the public good, 
not just maximize revenues for copy-
right industries.

Conclusion
The U.S. Congress is unlikely to make 
any changes to the DMCA safe harbors 
in the near term, especially given the 
coronavirus pandemic and the presi-
dential election. The Copyright Office’s 
512 Study signals, however, the begin-
ning of the next round of a prolonged 
battle in the halls of Congress over 
which, if any, of the many lopsided 
changes recommended in that report 
will ultimately be enacted into law. In 
the meantime, copyright industries 
will surely find the Study’s analysis and 
conclusions useful to buttress their 
legal arguments in litigations against 
OSPs and to send more questionable 
takedown notices. 
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these days. One size does not fit all.
Yet, the Study undercuts its endorse-

ment of flexibility by arguing that all 
OSPs should have public formal writ-
ten policies. It expressed disapproval 
of an appellate court ruling allowing 
a small provider to qualify because it 
reasonably honored takedown notices 
and terminated the accounts of users 
who repeatedly upload infringing files.

Another of the Study’s troublesome 
conclusions is that accusations of in-
fringement should suffice to deem 
users as repeat infringers. The Study 
dismissed as unrepresentative con-
siderable evidence OSPs presented of 
DMCA takedown abuse. It mentioned, 
but did not heed, empirical evidence 
showing that nearly one-third of take-
down notices are flawed because they 
were incomplete or fraudulent, the 
uploaded material was fair use, or the 
notice provider was not the owner of a 
copyright alleged to be infringed.

The Study contends that termina-
tion policies must apply to Internet ac-
cess providers, as well as OSP hosting 
services. Multiple accusations of in-
fringement could result in their users 
(and their whole households) being cut 
off from the Internet entirely.

Other countries have experimented 
with “three strikes” or “graduated re-
sponse” systems like this, but ultimate-
ly abandoned them. Such measures 
unfairly deprive users of a basic neces-
sity while failing to deter infringement.

Any Good News?
U.S.-based OSPs may be relieved that 
the 512 Study did not recommend 
that Congress adopt the notice-and-
staydown mandate that major copy-
right industry groups wanted and 
that the E.U.’s new strict liability rules 
now require for OSPs that host “large” 
amounts of user-uploaded content. 
Small and medium-sized OSPs, as well 
as nonprofit services, would find it 
difficult or impossible to take on the 
increased burdens and legal risks of 
notice-and-staydown regimes which 
require deployment of automated con-
tent recognition technologies.

Nor did the Study endorse empow-
ering U.S. courts to issue no-fault site-
blocking injunctions. Such injunc-
tions would require Internet access 
providers to ensure their users cannot 
access offshore sites that host “pirat-

ed” works, such as movies and sound 
recordings. No-fault injunctions raise 
serious due process and free speech 
concerns and could be abused because 
foreign sites that host non-infringing 
content cannot easily defend them-
selves in US courts.

Striking Omissions
One striking omission is the Study’s 
abject failure to recognize the inter-
ests of millions of individual user-
creators who post their works on 
YouTube, Instagram, Twitter, Etsy, 
and myriad other platforms. They are 
authors too and their creations are en-
titled to copyright protection. These 
creators depend on hosting sites to 
share and/or commercialize their 
creations. The views of these creators 
about OSP liability rules should be giv-
en due recognition and weight. It is as 
if the Copyright Office considers con-
ventional copyright industries as the 
only rights holders whose views about 
the safe harbors count.

Another striking omission is the 
Study’s failure to consider that Inter-
net-based companies are major con-
tributors to the U.S. economy. An Inter-
net Association-commissioned study 
reported this sector contributed more 
than $2 trillion to the U.S. gross domes-
tic product (GDP) in 2018, representing 
about 10% of GDP, and directly created 
six million jobs and indirectly sup-
ported an additional 13 million jobs. 
Most OSPs, moreover, experience few 
infringement claims, so major chang-
es to the safe harbors will impose sub-
stantial costs on “good” actors without 
appreciably reducing infringements.

A third striking omission was the 
Study’s failure to acknowledge that 
major copyright industries are thriving 

Copyright law is 
supposed to promote 
the public good, 
not just maximize 
revenues for 
copyright industries.
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 ˲ Will they receive fair value in ex-
change for their data?

 ˲ Will they understand how their 
data is used?

 ˲ Will they have choice and control, 
even after their data has been sold?

 ˲ How would a firm’s use of cus-
tomer data play out in the court of 
public opinion; does this differ by 
country or culture?

Using the customer’s perspective to 
place use-of-data cases on a heat map of 
reward-versus-risk suggests ethical con-
siderations as shown in the figure on p. 29.

Evaluation starts from the perspec-
tive of the customer who provides 
data—not the business who collects it, 
nor other users, and certainly not third 
parties. Ethical and legal risks rise as 
perspective shifts away from the user.

T
RANSACTION DATA IS like a 
friendship tie: both parties 
must respect the relationship 
and if one party exploits it the 
relationship sours. As data 

becomes increasingly valuable, firms 
must take care not to exploit their users 
or they will sour their ties. Ethical uses 
of data cover a spectrum: at one end, 
using patient data in healthcare to cure 
patients is little cause for concern. At 
the other end, selling data to third par-
ties who exploit users is serious cause 
for concern.2 Between these two ex-
tremes lies a vast gray area where firms 
need better ways to frame data risks 
and rewards in order to make better 
legal and ethical choices. This column 
provides a simple framework and three 
ways to respectfully improve data use.

Protecting Trust
Trust is a business asset. If you bor-
row against it, you can quickly become 
overdrawn. Earning consumer trust re-
quires you to consider:

 ˲ How will you secure users’ data?
 ˲ How will you ensure your product 

is reliable?
 ˲ How will you protect users’ legal 

rights?
 ˲ How will you ensure data is collect-

ed and used ethically?
Users’ legal rights include privacy, 

confidentiality, intellectual property, 
and contract details often found in the 
terms of service. Laws governing these 

rights are fact-specific, vary by geogra-
phy, and often in flux. Yet, even if the 
law permits you to use data in certain 
ways, should you? Ethical misuses, 
which may be legal uses, are often hid-
den from users and difficult to police. 
When three media outlets simultane-
ously reported Facebook’s ethical mis-
steps, the Cambridge Analytica scan-
dal stripped more than $100B from 
Facebook’s value.a

Risk Reduction Framework
One simple way to reduce data risk is 
to take the customer’s perspective. Re-
ducing risk means asking:

 ˲ Will data use meet the customer’s 
expectations?

a See https://bit.ly/3bW0Fx9

Economic and  
Business Dimensions  
Using Data and  
Respecting Users
Three technical and legal approaches that create value from data and foster user trust. 
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secret citizen files and harass political 
activists leading to public outcry in the 
1950s and 1960s,4 yet today Amazon 
and Google have sold more than 98 mil-
lion home-listening devices in ex-
change for data on sports, news, weath-
er, and users’ personal calendars.d

Save the Data, Discard the Detail
A second approach balances analytic 
flexibility with privacy. This method 
hinges on the insight that delivering 
value from data need not require ac-
cess to raw data. Masked data, which 
cannot be converted back to its origi-
nal form or linked to its source, can 
still permit analysis and even allow 
researchers to later ask unanticipat-
ed questions. Masked content goes 
beyond masked identity.

One such algorithm works by bal-
ancing two competing properties. The 
first step transmutes and reduces total 
available data; the second step aggre-
gates sources. The first step represents 
lossy compression, where inessential 
entropy is discarded. Hashing repre-
sents one example. In the case of text, 
this step systematically makes individ-
ual words difficult to reconstruct by 

d Cumulative sales since 2016. Source: https://
bit.ly/33u9ryl

Risk also rises as data use shifts 
from a primary to a secondary purpose. 
A “primary” purpose is that for which 
the customer originally provided data. 
A “secondary” purpose is using the data 
for something else. Pregnancy apps are 
a great example. They collect extremely 
personal data and use it to deliver high-
stakes insights. Providing a user with 
predictions on the days they might ovu-
late would be a primary purpose. Pack-
aging their data with that of co-workers 
and selling it to employers or insurance 
companies to project maternity costs 
would be a secondary purpose.b

The more personal the data, the 
greater the risk to the firm and the con-
sumer. In the green low-risk quadrant, 
anonymized data could deliver value to 
all users. A music-streaming app might 
analyze the size of customer files and 
speed at which they travel to improve 
performance for everyone. Risk rises if 
analysis touches content the customer 
considers confidential or when one firm 
fears data leakage to competitors. For 
example, competing services Spotify 
and Pandora might contract with the 
same cloud provider, who mines their 
content for analytic insights. A problem 
then arises if Pandora gets insights 
from Spotify data. To maintain trust 
and reduce risk, data analysis must give 
each data source full transparency 
about how a service works together with 
a compelling value proposition.

Given this framework, here are three 
ways to improve the reward-to-risk ratio.

Design for Value, Share with Users
Designing for user value expresses the 
obvious rubric: create more benefit 
than cost. Users are more or less will-
ing to share data based on whether 
you give or take value. The same per-
son might happily share a résumé that 
leads to a job opportunity but actively 
withhold that résumé if it were used for 
psychographic profiling and voter ma-
nipulation. Willingness to share data 
depends on how it is used and who gets 
the benefits. The ‘how’ should be ethi-
cal and the ‘who’ should emphasize 
the sharer. Design enters this calcula-
tion as it affects both parameters. One 
story from a grocer and one from an ad-
vertiser illustrate the shift in mind-set 
from third party to data source.

b See https://wapo.st/3moRlqb

Groceries are a low-margin busi-
ness, leading most grocers to sell cus-
tomer loyalty data to third parties or 
use it for price discrimination. This 
creates little customer value and iden-
tifies the most price sensitive buyers. 
To address this challenge, one brand 
loyalty expert proposed a solution for a 
New England grocer. The new policy 
would use loyalty data to protect con-
sumers. It would identify products 
with sugar, MSG, gluten, and peanuts 
and flag these on behalf of diabetics, 
celiacs, and people allergic to peanuts. 
This would decrease sales on flagged 
products and anger certain distribu-
tors. But, as a consumer, imagine your 
loyalty to a grocer who protects you 
from bloating, nausea, or diarrhea. Is it 
worth a price premium to be actively 
protected from harm? Under a protect-
the-user policy, consumers may active-
ly volunteer information to receive this 
value. Protecting customers increases 
both their willingness to participate 
and their willingness to pay. It shifts a 
grocer from low margins to loyal sales.

A second story concerns a ratings 
agency that tracks TV ad views to help 
networks price advertising. Concerned 
that viewers were skipping ads, the rat-
ings agency designed ad-tracking and 
motion-sensing technology to learn 
what viewers saw at each instant. How-
ever, it was tone deaf to customer value. 
Even when paid, few viewers wanted 
spy systems in their homes just so third 
parties could learn about their private 
lives and sell ads.c A redesign focused 
on a mutually beneficial relationship. 
First, users gained control and could 
turn the system off. Second, repurposed 
motion sensors provided free home se-
curity and fire protection. These fea-
tures compared favorably to less so-
phisticated systems that cost over $30 
per month. Although not yet fully de-
ployed, a more sophisticated version 
could track “senior moments” and help 
trace likely locations of mislaid keys, 
glasses, and phones. Third, dashboards 
let users see their habits as well as any 
TV network could and manage the re-
sults. User-centered design provided 
transparency, choice, control, and fair 
value exchange. Ironically, J. Edgar 
Hoover used FBI spy systems to develop 

c A competitor that did this without consent got 
sued: https://bit.ly/2ZBsoOF.

User Value vs. User Risk: North-West 
choices are safer than South-East choices. 
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not ask. If raw data is gone, there is 
no retraining option. By contrast, the 
advantage of saving masked data as 
in the second point here—save the 
data, discard the detail—is that one 
can ask new questions that one over-
looked initially. However, the disad-
vantage is that the loss of informa-
tion causes model accuracy to fall 
relative to analysis of raw data.

Keeping only the final trained algo-
rithm naturally limits future applica-
tions to a primary purpose—the one 
used to train the model. Using the mod-
el for a different purpose would require 
access to raw data for retraining. The 
absence of this data limits secondary 
uses, which limits legal and ethical risk.

Conclusion
These three approaches—designing 
for user benefit, saving masked data, 
and saving masked algorithms—each 
improve a user’s reward-to-risk ratio. 
Design for user benefit increases the 
value to users and pushes points North 
on the figure heat map. Saving masked 
data and masked algorithms reduces 
user profiling, secondary uses, and 
third-party access, pushing points West 
in the figure. Together, these three ap-
proaches offer a range of ways to deliver 
value from data analysis while protect-
ing users and respecting their trust. Ap-
proaching data analysis from the per-
spective of the user who provided data 
is not only good business and legal ad-
vice but also a way to strengthen ethics 
and relations with users. 
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using morphological properties of 
language to shed linguistic detail 
while retaining root structure. It also 
discards enough information that 
subverting the algorithm via crypt-
analysis becomes difficult.

The second step bundles masked in-
formation across individuals or across 
time in order to supply a corpus large 
enough to provide statistically mean-
ingful pattern analysis. A more aggres-
sive first stage provides greater privacy. 
A more aggressive second stage pro-
vides greater confidence in data analy-
sis. To add protection, use lossier com-
pression. To recover statistical power, 
aggregate more samples.e Individuals 
and individual messages become more 
difficult to read but populations and 
patterns get easier to resolve.3

Researchers used this method to an-
alyze the relationships among email 
habits, content, and productivity of 
white-collar workers; yet no researcher 
could read any email involved in the 
study. Managers wanted to know, for 
example, ‘Does social network centrali-
ty predict productivity?’ — yes. ‘Is com-
munications diversity associated with 
productivity?’ — yes, but with an invert-
ed-U shape. More content diversity pre-
dicts revenues up to a point past which 
it implies lack of focus.1 Using this tech-
nique, one could ask new questions to 
understand information diffusion, net-
work diversity, responsiveness, content 
overlap, or even ad word targeting with-
out reading literal content. Analysis of 
masked geolocation data or numbers 
could proceed analogously.

Of course, data masking must avoid 
infringing intellectual property rights 
and protect users’ other legal rights 
but keeping only masked data has 
three major benefits. It boosts willing-
ness to share data. It reduces recording 
bias from users modifying their behav-
ior. Most importantly, it reduces users’ 
risks even in cases of firms complying 
with the process of legal discovery or 
suffering a data breach.

Save the Algorithm, Discard the Data
A third approach uses any number of 

e There are key trade-offs. See Li, N., Li, T., and 
Venkatasubramanian, S. t-closeness: Privacy 
beyond k-anonymity and l-diversity. In Pro-
ceedings of the IEEE 23rd International Confer-
ence on Data Engineering (Apr. 2007), 106–115.

machine learning algorithms — neural 
networks, regression, random forests, 
k-means clustering, naïve Bayes, and 
so forth—to build a model of the world; 
then it saves that model but discards 
the data. Using this method, no data 
exists that could later be breached, 
compromised, de-anonymized, sold, 
or stolen yet it remains possible to clas-
sify a new image or to predict a new 
product’s popularity. Another method, 
secure multiparty computation (MPC), 
splits the data among several indepen-
dent parties. Each party can perform 
calculations on their partition but not 
see how the results combine. A third 
party combines results but cannot see 
the data. This limits access to data 
during the same calculation whereas 
discarding data limits access in future 
calculations.f

An advantage of saving the model 
and discarding the data is that train-
ing on complete data can create 
models with great accuracy. The Al-
phaGo machine learning algorithm 
beat the world’s expert at the game of 
GO.g A different algorithm beat hu-
man lawyers at analyzing risks pres-
ent in non-disclosure agreements 
(NDAs).h A third algorithm predicts 
the onset of strokes and heart attacks 
more accurately than doctors.i An-
other detects breast cancers with 99% 
accuracy.j The disadvantage of finely 
tuned machine learning models is 
that they cannot be used for purposes 
outside their training. You cannot get 
good answers to questions you did 

f See https://bit.ly/3kCm9lD
g See https://bit.ly/2E0UbR3
h See https://bit.ly/35zBv67
i See  https://bit.ly/2ZDpB7B
j See https://bit.ly/2RnTu7k

An advantage  
of saving the model 
and discarding the 
data is that training 
on complete data  
can create models 
with great accuracy.
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schedules, and unemployment insur-
ance, yet lack the computing literacy to 
counter authoritative voices on these 
algorithms’ designs. Meanwhile, many 
of us in the computing discipline, 
while happy to celebrate computing as 
a tool for social change,1 ignore its role 
in these injustices,2 and in some cases, 
dismiss the idea that computing is 
anything but a value-neutral tool inde-
pendent from society.

We argue, as others have,5 that mak-
ing these injustices visible to society 
is the responsibility of CS educators. 

W
E  L I V E  I N  uncertain 
times. A global pan-
demic has disrupted 
our lives. Our broken 
economies are rapidly 

restructuring. Climate change looms, 
disinformation abounds, and war, as 
ever, hangs over the lives of millions. 
And at the heart of every global crisis 
are the chronically underserved, mar-
ginalized, oppressed, and persecuted, 
who are often the first to befall the 
tragedies of social, economic, environ-
mental, and technological change.3

You might think these issues have 
little to do with computing. But you 
would be wrong. The weaving of com-
puting through society has not only 
involved computing in these crises, 
but, in many ways, placed computing 
at their centers. Computers increas-
ingly mediate our communication. 
Automation is accelerating economic 
restructuring, destabilizing work, and 
devaluing labor. The demand for in-
formation is increasing carbon out-
puts and exploitative mining of rare 
metals. Social media is amplifying 
falsehoods. The Internet is the new 
battleground of modern warfare. And 
in all of these systems, data and algo-
rithms amplify racism, sexism, het-
erosexism, ableism, ageism, xenopho-
bia, cisheteronormativity, and other 
forms of inequity, injustice, and 
bias.2,3 Computing does not occur in a 
vacuum: it shapes and is shaped by 
ever-evolving social, cultural, institu-
tional, and political forces.

These links between computing 
and injustice seem invisible to many, 
including those who bear the brunt of 
these injustices. Some young people 
grow up seeing computers as magical 
machines that bring joy, escape, and 
connection. Others experience them 
as vectors for violence, sexual harass-
ment, cyberbullying, addiction, and 
isolation. Some adults view computing 
as a force of economic growth and 
progress. Others experience subjuga-
tion to unjust algorithmic decisions 
about their loan eligibility, work 

Education 
It Is Time for More 
Critical CS Education 
By which ‘critical’ means an intellectual stance of skepticism, centering   
the consequences, limitations, and unjust impacts of computing in society.
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for the newsfeed algorithm, but for 
the content their friends and family 
write. People come to Google, Baidu, 
and Yandex not for ranking algo-
rithms, but for the Web pages mil-
lions have carefully authored. People 
watch Netflix, iQIYI, and Tencent not 
for their recommendations, but for 
television, movies, and events. And 
while these algorithms are useful, 
their value is dependent on the qual-
ity of the data they process: imper-
fect, biased inputs lead to imperfect, 
biased outputs.3

But computing often subordinates 
data, ignoring the cost of creating it, 
the individuals and social contexts 
from which it is wrought, and its role 
in global crises and injustices. After 
all, it is the desire for data that drives 
the carbon output of datacenters; it 
is biased datasets that enable facial 
recognition algorithms to work so 
well for white people, subjecting ev-
eryone else to greater risk of acci-
dental prosection by automated sur-
veillance; and it is binary 
classifications in airport security 
scanners that, trained on cisnorma-
tive bodies, cause trans and non-bina-
ry people to be physically harassed for 
“bodily anomalies.”2 Data is responsi-
ble for many harms of computing, 
whether directly through its collec-
tion or indirectly through its use.

Thus, all CS educators must teach 
what information science and librari-
ans have long known: data is always 
about the past and not the future; data 
is always an imperfect and biased re-
cord, encoding the values, beliefs, and 
ideas of its creators; and incorrect in-
terpretations and uses of data harm 
people in unequal ways.4

After all, educators hold the power to 
shape public perception of comput-
ing. We do this through the problems 
we focus on in our classrooms; 
through who we choose to teach; in 
how we shape students’ career choic-
es; and in how we conceptualize com-
puting to journalists, social scien-
tists, and society. The world has 
critical questions about computing 
and it is time we started teaching 
more critical answers.

While there are many ideas to teach, 
we believe three ideas are key.

Computing Has Limits
Computing is powerful and the allure 
of this power is compelling. It is what 
drives students to our classrooms, it 
is what has led to worldwide calls for 
CS for All in primary and secondary 
schools, and it is what has made some 
of our lives better than ever, providing 
more information, connection, oppor-
tunity, and voice.

But the belief in computing’s limit-
less power has led many of us to be-
lieve that computing always makes 
things better.1 This could not be fur-
ther from the truth. Judges, for exam-
ple, have begun to delegate sentenc-
ing decisions to recidivism prediction 
software, ignorant of the racially bi-
ased data upon which those predic-
tions are based. Our global climate 
agreements rest heavily upon the as-
sumption that technology, and not 
behavior change, will save us from ca-
lamity. Investors have amplified the 
computing-enabled gig economy not 
because it is an inherently more hu-
mane form of human labor, but be-
cause it profits a small group of pri-
vate investors and saves those with 
means and money a bit of time.

All of these troubling trends emerge 
from a set of neophilic myths: that soft-
ware is always right, that software is al-
ways value-neutral, and that software 
can solve every problem. CS education 
must replace these conceptions with 
the reality that software is often wrong; 
software always embeds its creators’ 
values and biases; and software can 
only solve some problems, and many 
cases, creates new ones.

Data Has Limits
Computing has little value without 
data. People come to Facebook not 

Data is responsible 
for many harms  
of computing, 
whether directly 
through its collection 
or indirectly  
through its use.

For further information 
and to submit your 

manuscript, 
visit csur.acm.org

ACM Computing Surveys 
(CSUR) publishes 
comprehensive, 
readable tutorials and 
survey papers that give 
guided tours through 
the literature and 
explain topics to those 
who seek to learn the 
basics of areas outside 
their specialties. These 
carefully planned and 
presented introductions 
are also an excellent 
way for professionals to 
develop perspectives on, 
and identify trends in, 
complex technologies.
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ACM Computing 
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CS Has Responsibility
Many early conceptions of CS educa-
tion view computing as a medium for 
expression. And this view has domi-
nated: we celebrate what students 
and companies create, partly in rec-
ognition of the inherent difficulty of 
programming. But while we give great 
attention to how our students create 
things, and the scale of impact their 
creations have on the world, we often 
leave the moral choice about what to 
create to individuals and investors.

However, the choices that develop-
ers make when they create with com-
puting are not purely individual or 
capitalistic. They are inherently social 
and collective, and infused with value 
judgments. For example, when a CS 
graduate accepts their first job, they 
are endorsing and investing in the 
values of the company they choose; 
students should be supported in re-
flecting on this endorsement. Simi-
larly, when engineers at Google inter-
nally protested the creation of a 
censored search engine for China, 
they were doing it on behalf of not 
only themselves, but China and the 
rest of the world.

CS education at all levels must cen-
ter these responsibilities and value ten-
sions, ensuring all people—not just CS 
majors—understand that creating 
software comes with collective respon-
sibilities to society.

Ways Forward
Many respond to these concerns by ad-
vocating for everyone to learn to code, 
arguing that programming forces us 
to confront the limitations of com-
puting, the necessity of data, and the 
role of programmers in shaping soft-
ware. But learning to code often leads 
people to view programs as powerful 
rather than perilous, data as abstract 
and free of bias, and programmers as 
clever wizards rather than social ac-
tors. And yet, more people know how 
to code than ever, and critical views on 
computing are still rare in CS educa-
tion and industry.

What will make them more com-
mon? An intentional effort to develop 
a critical literacy of computing, help-
ing everyone understand the social 
and cultural systems that drive com-
puting, and the social and cultural sys-
tems disrupted by computing. This 

means educating primary, secondary, 
and post-secondary CS teachers who 
can help everyone see computing as 
both a powerful medium for expres-
sion and a perilous tool for oppres-
sion. It means preparing CS teachers 
who can develop students’ sense of 
collective civic responsibility. And it 
means more than just an ethics re-
quirement for CS majors: it means re-
casting computing itself in moral, 
ethical, and social terms.

Realizing a more critical CS educa-
tion requires more than just teachers: 
it also requires CS education research. 
How do we teach the limits of comput-
ing in a way that transfers to workplac-
es? How can we convince students 
they are responsible for what they cre-
ate? How can we make visible the im-
mense power and potential for data 
harm, when at first glance it appears 
to be so inert? How can education cre-
ate pathways to organizations that 
meaningfully prioritize social good in 
the face of rising salaries at compa-
nies that do not? And how do we pre-
pare outstanding primary, secondary, 
and post-secondary teachers to equi-
tably teach these ideas to everyone in a 
way that is responsive to local needs 
and values?

If we can answer these research 
questions and enact their implications 
in our teaching, we may see students 
create (and demand) a more inclusive 
future for computing. We may see so-
cial media stabilize free press and de-
mocracy rather than supplant it. We 
may see a generation of students 
choose to invest their skills in broader 
global problems of healthcare, energy, 
education, and government. And we 
might see a more just use of algorithms 
and machine learning.

Realizing a more 
critical CS education 
requires more than 
just teachers:  
it also requires CS 
education research.

Work on these futures has only just 
begun. Researchers around the world 
are shifting their attention to algorith-
mic fairness, data bias, and CS ethics 
education. Grassroots communities 
are advancing design justice, critically 
analyzing the role of computing in so-
ciety.2 Even ACM’s own Future of Com-
puting Academy, which periodically 
brings together new computing faculty 
to envision the discipline, recently 
called not for more innovation, influ-
ence, or impact in CS, but more humil-
ity. These grassroots movements out-
side of computing, and our own 
nascent conversations within comput-
ing, inspire some hope. Now it is time 
to translate that hope into more critical 
CS education. 
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vate (offload) the constraint. If a con-
straint is broken, attention is turned to 
the new constraint. These techniques 
have been documented to increase the 
organization’s throughput, significant-
ly improving its performance. This 
Viewpoint deals with the strategic man-
agement of the constraint, addressing 
the question of where the constraint 

T
HE  F IN A N CIAL SERVICES  in-
dustry is in a state of turmoil 
due to technological innova-
tion and the industry’s move 
from brick-and-mortar to 

digital and particularly mobile service 
delivery. In most cases, information 
technology (IT) function is the con-
straint blocking the organization from 
innovating rapidly.

In this Viewpoint, we seek to locate 
where the constraint of the IT function 
should strategically be. In recent 
work2–6 the focus was on the tactical 
management of a system using the the-
ory-of-constraints (TOC). Research 
done so far has not addressed the stra-
tegic location of the constraint.

Here, we focus on the financial ser-
vices industry. Though digitalization is 
applicable to a multitude of industries, 
we focus on the financial services in-
dustry due to its particular characteris-
tics: dramatic reduction of human re-
sources, significant increase of 
self-service, end-to-end computeriza-
tion due to the lack of physical entities, 
increasing IT budgets, and a similarity 
of problems between banks, insur-
ance, and credit card companies.

Recent Tactical Work
The theory-of-constraints3 has devel-
oped a methodology to identify the sys-

tem’s current constraint and manage 
it, commonly using the seven focusing 
steps (see Figure 1) as the tool for this 
purpose.6

The seven steps set the organiza-
tion’s goal and performance measures, 
identify the current system constraint, 
exploit the constraint, subordinate oth-
er functions to the constraint and ele-
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V should be. A common graphical tool to 
identify the system’s constraint is the 
Cost-Utilization analysis,6 which looks 
at the cost of each organizational func-
tion and at the extent to which it is uti-
lized. Functions that are fully utilized 
are the organization’s bottlenecks. The 
constraint should be located in the 
most expensive/scarce resource.6

Figure 2 presents the Cost-Utiliza-
tion diagram of the financial industry. 
Previous research5 has shown that IT is 
a permanent bottleneck, because de-
mand for IT services is X3 to X5 the ca-
pacity of the IT function and because of 
the scarcity of good IT professionals 
and partners. Here, “IT function” ap-
plies to supporting the whole software 
life cycle. As seen in Figure 2, the cost 
(represented by the width of the hori-
zontal axis) is large and the utilization 
is 100%. Later on, we will drill down to 
identify specifically where in the IT 
function the constraint should be lo-
cated. Demand is the result of the 
needs of all organizational functions 
(marketing, operations, sales, finan-
cial markets, and so forth), with com-
pliance, maintenance of existing sys-
tems, change requests, fix-it jobs, 
technological project requirement, 
and so forth, accounting for a signifi-
cant portion of the demand.

As shown in Figure 2, sales is a per-
manent bottleneck because demand is 
endless (upsell, cross-sell, new cus-
tomers and so forth) Figure 2 illus-
trates that other functions such as op-
erations, logistics, legal services, and 
others, should never be the organiza-
tion’s constraint.

A current-reality-tree (CRT) of the fi-
nancial services industry is presented 
in Grosfeld-Nir et al.;4 this is based on 
Goldratt’s work.2 For this Viewpoint, we 
analyzed the phenomenon that ‘Insuf-
ficient value is generated through digi-
talization” and drew the fCRT (focused-
Current-Reality-Tree), a lighter version 
of Goldratt’s CRT6 (see Figure 3).

The fCRT presents the leading Un-
desirable-Effect (UDE) that insuffi-
cient value generated through digitali-
zation. All other UDEs account directly 
or via other cause-and-effect relation-
ships to the leading UDE and stem 
from the root-causes: ‘Not enough dif-
ferentiation of users’ and ‘No clear 
identification of constraint location’. 
Here, we deal with these root causes.

Figure 1. The seven focusing steps.

Step 1: determine the system’s goal

Step 2: determine measures of performance

Step 3: identify the system’s constraint

Step 4: decide how to exploit the system’s constraint

Step 5: subordinate the rest of the system to the constraint

Step 6: elevate the system’s constraint

Step 7: if the constraint was broken go back to step 3.
Do not let inertia become the system’s constraint

Figure 3. Focused Current Reality Tree.
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Figure 2. Cost-Utilization diagram of the financial industry.
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of DevOps tools, and so forth.5

4. Assimilation in the organization. 
There is a limit to the amount of new 
systems the organization can absorb 
at a given time (see Davenport and 
Beck1). We have not encountered an 
instance where assimilation was the 
constraint and the whole organization 
was subordinated to it. Assimilation 
should be planned and staggered over 
time. Agile methodology can be used 
to sequentially launch features in an 
effective pace. The introduction of too 
many systems at a time results in cha-
os and bad multitasking. Thus, appli-
cation of scheduling tools can smooth 
the load on the organization.

5. Customer attention. In today’s 
disruptive arena, many customers fail 
to become familiar with, and use, 
available applications introduced by 
the organization. More systems/func-
tions are introduced than the custom-
er is capable of adopting. The custom-
er’s journey illustrates customer 
personas aware of a new digital ser-
vice, examining it, registering for it, 
actually using it and continuing doing 
so. Figure 5 illustrates the journeys of 
three personas: seniors (persona A), 
performing their interactions physi-
cally in the branch; baby boomers 
(persona B), searching the Web, exam-
ining by phone, being coached in the 
branch and then using the mobile 
app.; millennials (persona C) per-
forming all journey phases via their 
mobile phones (see Figure 5).

Pitfalls and hurdles along the way 
result in customer usage churn. Con-
sider the paradox that after spending 
scarce, expensive capital, effort and 
budgeting the IT department, solving 
specification bottlenecks, screening 
projects in the development depart-
ment, improving the development 
department, solving assimilation 
problems, and then—being blocked 
on the customer attention bottle-
neck; we next analyze the three perso-
nas in terms of their attention and 
usage profile.

Analysis of Persona 
Resource Usage Profile
Pareto analysis is one of the most pow-
erful tools in management stating 
that 20% of the phenomena account 
for 80% of the effect, also known as the 
80/20 rule. The Pareto methodology is 

Constraint Positioning 
“Immediate Suspects”
Given the digitalization flow, we now 
search for potential resources con-
straining IT digitalization value cre-
ation. Five ‘immediate suspects’ are 
identified: Budgeting, Analysis and 
design, IT development, Assimilation 
in the organization, and Customer at-
tention. Figure 4 describes bottleneck 
positioning ‘immediate suspects’. 
These are plausible constraints:

1. Budgeting. Managers will always 
complain the budget is insufficient. 
This is often the case, but we have en-
countered a dozen large financial in-
stitutions that did not utilize all of 
their budgets by year-end. The finan-
cial mind-set is that if you provide 
enough of it, money will solve resource 
shortage. In reality, the pace of growth 

is limited. The budgeting process 
should be divided into two steps: first, 
how much funding is management 
and the board of directors willing/ca-
pable to allocate, given large, multi-
year infrastructure projects; and sec-
ond, how much to allocate to each 
department/project.

2. Analysis and design. In many or-
ganizations, the system analysts are 
part of the business-relationship-
management (BRM) function, and 
constrain new project development. 
It is not cost effective that analysts 
and designers should be the system’s 
constraint. Imagine the board of di-
rectors’ reaction should the CIO ar-
gue that projects are late due to the 
shortage of 10 analysts or designers. 
Despite their scarcity, their numbers 
are not large and their cost is man-
ageable. This problem is solvable 
within the budget.

3. IT Development. Development 
resources are expensive (whether in-
ternal or outsourced) and often block 
development throughput. Once the 
budget is allocated, projects should 
go through a value-based strategic 
gating process, eliminating projects 
that do not generate enough value or 
return-on-investment (ROI). In some 
cases, with a positive ROI manage-
ment is unwilling to increase its IT 
headcount or budget. From our expe-
rience, the throughput of the IT de-
velopment function can be signifi-
cantly improved by using tactical 
methodologies such as the complete-
kit concept, TOC, tactical gating, 
proper measurement, introduction 

Figure 5. Customer journeys.
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 ˲ from all personas only the “B” 
population (baby boomers) consume 
system resources, they are not consid-
ered the constraint since they consti-
tute only 20% of the population.

Conclusion
There is a set of issues regarding the 
strategic positioning of a constraint. 
Managers should resolve the three fol-
lowing issues:

 ˲ Where the constraint should be.
 ˲ Where the constraint is now.
 ˲ How to move the constraint to the 

desired position.
Analyzing the IT development pro-

cess, backed by well-accepted meth-
odologies such as TOC and Pareto 
analysis, we have come to the conclu-
sion that the budget should be the 
constraint. Executives must generate 
a well thought-out budget and at the 
same time ensure other functions do 
not become the system’s constraint, 
according to the guidelines here.

IT executives have a significant 
message to convey: the budget is the 
constraint. All other issues must be re-
solved in light of this constraint. The 
board of directors and management 
define the budget and the role of the 
IT executives is to participate in the 
budgeting process, resolve problems, 
and lead the analysts and developers 
according to the budget.

Similar analysis of other industries 
such as telecom, retail, tourism, and 
so forth and may yield other results. A 
company that follows these guidelines 
will better compete in the new market. 
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an extension of the Pareto rule stating 
that improving a system is accom-
plished by the following three steps: 
classification, differentiation, and re-
source allocation.4 Dealing with cus-
tomer attention, we can apply this 
methodology as follows:

Step 1: Classification. We classify 
the customers as follows: “A” custom-
ers are 30% of the customers that ac-
count for 70% of face-to-face and 
phone support. These are mostly se-
nior customers unaccustomed with 
many technologies. “B” customers 
are 40% of the customers that ac-
count for 20% of face-to-face and 
phone support. These are mostly 
baby boomers who will use digital 
services if provided with friendly as-
sistance. “C” customers are 30% of 
the population that account for 10% 
of face-to-face and telephone traffic. 
They are technically savvy millennials 
(who would rather go to the dentist 
than visit a banka). They can handle it 
alone, needing occasional assistance 
via Google, chat, or videos.

Step 2: Differentiation. Adopting a 
different policy for each group. No 
amount of effort will convert “A” cus-
tomers to digital. Our challenge is to 
shift them to the telephone channel. 
Branch personnel should patiently 
train them to use the telephone to re-
duce the load on the branch. They are 
not a target for digital banking, and 
no resources are allocated to convert 
them. They are therefore not a con-
straint. The attention span of “B” 
customers limits their adoption of 
new technologies. They are the focus 
of technology introduction as they ac-
count for the lion’s share of our tar-
get population (estimated 40% of the 
population that account for merely 
20% of the face-to-face traffic). “C” 
customers crave digital services, can 
assimilate all the changes and are not 
a constraint.

Step 3: Resource Allocation. “A” 
customers are allocated telephone 
services delivering basic bread-and-
butter services and dedicated staff in 
the branch training them to use these 
services. “B” customers are allocated 
technology facilitation resources and 
are the focal point of the digital 
world. “C” customers are provided 

a See https://bit.ly/2Rgf4L8

with virtually paperless mobile bank-
ing services.

Discussion
In our journey, we have analyzed sev-
eral ‘immediate suspects’: budgeting, 
analysis and design, IT development, 
assimilation in the organization, and 
customer attention. Analysis and de-
sign is not the constraint as reason-
able investment can resolve the prob-
lem. The IT-development potential 
bottleneck can be resolved by a value-
based strategic gating process and ap-
plying tactical tools such as the com-
plete-kit concept and others, and 
sometimes budget increment. Assimi-
lation in the organization should not 
be the bottleneck and can be resolved 
by smoothing the peak demand. Cus-
tomer attention should not be the bot-
tleneck as only B population requires 
organizational resources to adopt new 
technologies.

Traveling through potential bottle-
necks has brought us to the realiza-
tion the budget should be the con-
straint. However, management should 
ensure:

 ˲ the budget is allocated through a 
structured and value-based strategic 
gating process;

 ˲ analysis and design is budgeted 
for and should not be a bottleneck;

 ˲  development must undergo dras-
tic improvement that will reveal ca-
pacity to the system;

 ˲ assimilation should not be the 
bottleneck, and if it is, then manage-
ment should implement smoothing of 
feature launch; and

The IT-development 
potential bottleneck 
can be resolved by  
a value-based 
strategic gating 
process and applying 
tactical tools such 
as the complete-kit 
concept and others.

mailto:boazr@tauex.tau.ac.il
mailto:coman@mta.ac.il
https://bit.ly/2Rgf4L8
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critical literacy skills would help in 
identifying fake news.b

Efforts to combat the effects of fake 
news focus too often exclusively on the 
factual correctness of the information 
provided. To counter factually incor-
rect—or incomplete, or biased—news, a 
whole industry of fact-checkers has de-
veloped. While the truth of information 
that forms the basis of a news article is 
clearly of crucial importance, there is 
another, often overlooked, aspect to 

b See https://bit.ly/3mxjR9s

W
HILE DELIBERATE MISIN

FORMATION and decep-
tion are by no means 
new societal phenom-
ena, the recent rise of 

fake news5 and information silos2 has 
become a growing international con-
cern, with politicians, governments and 
media organizations regularly lament-
ing the issue. A remedy to this situa-
tion, we argue, could be found in using 
technology to empower people’s ability 
to critically assess the quality of infor-
mation, reasoning, and argumentation 
through technological means. Recent 
empirical findings suggest “false news 
spreads more than the truth because 
humans, not robots, are more likely to 
spread it.”10 Thus, instead of continuing 
to focus on ways of limiting the efficacy 
of bots, educating human users to better 
recognize fake news stories could prove 
more effective in mitigating the poten-
tially devastating social impact mis-
information poses. While technology 
certainly contributes to the distribution 
of fake news and similar attacks on rea-
sonable decision-making and debate, 
we posit that technology—argument 
technology in particular—can equally 
be employed to counterbalance these 
deliberately misleading or outright false 
reports made to look like genuine news.

From Fact-Checking  
to Reason-Checking
The ability to properly assess the 
quality of premises and reasoning in 
persuasive or explanatory texts—critical 

literacy—is a powerful tool in combat-
ing the problem posed by fake news. 
According to a 2017 Knight-Gallup 
survey, one in five U.S. adults feels “not 
too confident” or “not confident at all” 
in distinguishing fact from opinion in 
news reporting.a Similarly, in the U.K., 
the National Literacy Trust recently re-
ported that one in five British children 
cannot properly distinguish between 
reliable online news sources and fake 
news, concluding that strengthening 

a See https://kng.ht/3iy9z6p

Viewpoint 
ReasonChecking 
Fake News
Using argument technology to strengthen critical literacy skills for 
assessing media reports.

DOI:10.1145/3397189 Jacky Visser, John Lawrence, and Chris Reed
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V strengthening and critiquing argu-
ments. The examples are again 
drawn from debates on BBC Radio 4’s 
Moral Maze. Test Your Argument was 
launched on BBC Taster in December 
2017, and has since been visited over 
10,000 times, with a rating of 4/5, and 
88% of the evaluations saying that the 
BBC should do more along these lines.g

Argument Analytics serves as an on-
line second-screen supplement to BBC 
Radio and Television broadcasts. Trialed 
in 2017 on selected episodes of Moral 
Maze, the data-driven infographics are 
designed to provide a deeper insight into 
the debate. For instance, the interaction 
between arguments pro and contra are 
diagrammatically visualized, alignment 
between participants’ stances is mapped 
out, and a timeline shows which parts of 
the debate lead to the most conflict. An 
example of Argument Analytics for the 
October 11, 2017 episode of Moral Maze 
dedicated to the 50-year anniversary of 
the Abortion Act in the U.K.h

Argument Mining  
for Reason-Checking
The latest addition to the suite of ar-
gument technologies developed for 
the BBC is The Evidence Toolkit.i This 
online application is designed to en-
courage users to dissect and critically 

g All user statistics reported in this Viewpoint 
are obtained directly from the host and are 
correct at the time of writing.

h See http://bbc.arg.tech.
i Available at https://bbc.in/2FFNQen

fake news. Successfully recognizing 
fake news depends not only on under-
standing whether factual statements 
are true, but also on interpreting and 
critically assessing the reasoning and 
arguments provided in support of con-
clusions. It is, after all, very possible to 
produce fake news by starting from true 
factual statements and drawing false 
conclusions by applying skewed, biased, 
or otherwise defective reasoning. We 
therefore argue that fact-checking 
should be supplemented with reason-
checking: evaluating whether the com-
plete argumentative reasoning is accept-
able, relevant, and sufficient.3

Argument Technology 
for Critical Literacy
Seven years ago, we introduced the 
Argument Web in Communications: 
an integrated platform of resources 
and software for visualizing, analyz-
ing, evaluating, or otherwise engaging 
with reasoned argument and debate.1 
Since then, argument technology has 
matured into an established research 
field, attracting widespread academic 
and industrial interest. Recently, for 
example, IBM presented the results 
of its ‘grand challenge’ on argument 
technology in a live debate between 
the Project Debater system and two 
human debating champions.c

Commissioned by the BBC, we 
have developed a suite of argument 
technologies, built on the infrastruc-
ture of the Argument Web. The result-
ing software tools are aimed at pro-
viding insight into argumentative 
debate, and at instilling the critical 
literacy skills needed to appraise rea-
soned persuasive and explanatory 
communication. In addition to iden-
tifying reasoning patterns and falla-
cies, our software addresses the issue 
posed by echo chambers in which 
people are less exposed to opinions 
diverging from their own, while al-
ready held views get reinforced. Sev-
eral cognitive processes are involved 
in this process—such as confirmation 
bias6—which discourages the consid-
eration of alternative positions in a 
dispute, and the backfire effect,8 
which leads to further entrenchment 
of viewpoints when presented with 
conflicting facts.

c See https://ibm.co/2Rzb7RW

The Polemicist applicationd addresses 
this looming one-sidedness of argumen-
tative positions. The application lets the 
user take on the role of moderator in a 
virtual radio debate: selecting topics, 
controlling the flow of the dialogue, and 
thus exploring issues from various an-
gles. The textual data is drawn from the 
Argument Web database of analyzed epi-
sodes of BBC Radio 4’s Moral Maze.e On 
this weekly radio program, recurring 
panelists and invited subject experts de-
bate a morally divisive current affairs 
topic. The ensuing debate is often lively, 
combative, and  provocative, producing 
a wealth of intricate argumentative con-
tent. Polemicist produces responses 
given by the actual Moral Maze partici-
pants from the Argument Web database 
and assigns them to software agents 
modeled on the participants. Playing 
the role of moderator lets the user rear-
range the arguments and create wholly 
novel virtual discussions between the 
contributions of participants that did not 
directly engage in the original debate, 
while still reflecting their stated opinions.

Test Your Argumentf aims to both 
foster critical literacy skills and prompt 
users to consider alternative viewpoints. 
The software challenges users with a 
number of argumentation puzzles 
designed to help develop an under-
standing of the core principles of 

d Online at http://polemici.st
e See https://bbc.in/3kqh7J2
f See https://bbc.in/3iDTRGW

The Evidence Toolkit interface.

http://bbc.arg.tech
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https://ibm.co/2Rzb7RW
http://polemici.st
https://bbc.in/3kqh7J2
https://bbc.in/3iDTRGW


40    COMMUNICATIONS OF THE ACM   |   NOVEMBER 2020  |   VOL.  63  |   NO.  11

viewpoints

the major societal challenge posed by 
intentional obfuscation and misinfor-
mation in the modern media land-
scape. In collaboration with the BBC—
and with the producers of BBC Radio 
4’s Moral Maze in particular—we have 
approached critical literacy from sever-
al angles, developing quantitative de-
bate analytics, interactive ways of en-
gaging with argumentative material, 
and argument mining technology. With 
a distribution to over 3,000 educational 
institutions in the U.K., The Evidence 
Toolkit constitutes, to the best of our 
knowledge, the first public deployment 
of argument mining technology at 
scale. The further development of argu-
ment technology for reason-checking 
could provide a much needed weapon 
in combating fake news and reinforc-
ing reasonable social discourse. 
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appraise the internal reasoning struc-
ture of news reports. The Evidence 
Toolkit launched in March 2018j as 
part of BBC’s Young Reporter initiative 
(formerly called ‘BBC School Report’). 
BBC Young Reporter is a U.K.-wide op-
portunity offered to some 60,000 11- to 
18-year-old students to develop their 
media literacy skills by engaging first-
hand with journalism and newsmak-
ing.k The 2018 initiative addressed 
the issue of fake news. To let students 
develop the means to distinguish real 
news from fake news, the BBC com-
missioned the iReporter gamel from 
Aardman Animations targeted at 11- to 
15-year-olds, and The Evidence Toolkit 
from the Centre for Argument Tech-
nologym for 16- to 18-year-olds.

The Evidence Toolkit guides stu-
dents through a series of steps to iden-
tify claims, arguments, counter-argu-
ments, reasoning types, and evaluation 
criteria on the basis of scholarship in 
Critical Thinking and Argumentation 
Theory.3,9 To help students understand 
the theoretical concepts, examples are 
given from episodes of BBC Radio 4’s 
Moral Maze. Since BBC Young Report-
er is intended to be primarily used in 
the classroom and teachers will often 
not be argumentation experts them-
selves, The Evidence Toolkit comes 
with teacher notes, available through 
the BBC website.n

Upon identifying the main claim and 
reasons in the news article, the software 
helps users classify the reasoning in the 
news article based on the type of evi-
dence provided. Reasons can be con-
nected to claims in many different ways. 
Drawing on theories of argumentation 
and persuasion,9 users are presented 
with a compact set of options not re-
quiring any specific theoretical back-
ground knowledge. Reasoning is classi-
fied as fact-based or opinion-based, 
which in turn can be subdivided further. 
Opinion-based reasoning, for example, 
subdivides into evidence drawn from 
experts (providing authoritative back-
ing), from popular sentiment (of the 
masses or of a particular community), 
and from personal experience (whether 
the author’s own or that of a witness).

j See https://bbc.in/2FETOvU
k See https://bbc.in/3mqsP89
l See https://bbc.in/2H9u1wH
m See http://arg.tech
n See https://bbc.in/33CPFkm

Each type of reasoning is associated 
with a specific template of critical ques-
tions pointing at the evaluation criteria 
for the reasoning.11 In answering these 
questions, the user builds a confidence 
level in the support for the claim. Identi-
fying any counter-considerations is an-
other essential step in judging the im-
partiality of news articles. Again, the 
software helps students identify any 
such objections, often linguistically 
marked with indicative phrases such as 
“on the other hand,” “admittedly,” or 
“to some extent.”

In addition to a choice of five articles 
from various news sources across the 
political spectrum that are manually 
pre-analyzed by a team of experts to 
identify claims, reasons, and objec-
tions, The Evidence Toolkit employs au-
tomated methods for argument mining 
(also called argumentation mining in 
the literature) to allow the students to 
select their choice of article from the 
BBC News archives. The implemented 
argument mining technology automati-
cally extracts the argumentative content 
from the news articles—provided the 
chosen article has any explicit argumen-
tative content in it to begin with. Argu-
ment mining builds on the successes of 
Opinion Mining and Sentiment Analy-
sis7 to identify not only what views are 
being expressed in a text, but also why 
those views are held4—the software au-
tomatically processes the natural lan-
guage text to produce the analysis other-
wise performed by human experts.

At the time of this writing, The Evi-
dence Toolkit has accumulated over 
22,000 tries. The software has been well 
received, earning a rating of 4.15 out of 5 
(where the average for applications on 
BBC Taster lies around 3.5). The user 
feedback moreover showed not only an 
accessible user experience (78% found it 
easy to use), but a successful one: 84% 
said the critical thinking tools explained 
in The Evidence Toolkit help to check the 
reliability of news, with 75% saying that it 
made them think more deeply about the 
topics at issue in the news articles. Put-
ting critical literacy high on the BBC’s 
agenda and applying argument technol-
ogy to drive it also appears to reflect posi-
tively on the organization itself, with 73% 
stating that The Evidence Toolkit posi-
tively changed their view of the BBC.

The suite of argument technology 
developed for the BBC aims to address 

mailto:j.visser@dundee.ac.uk
mailto:j.lawrence@dundee.ac.uk
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Code Nation explores the rise of software 
development as a social, cultural, and technical 
phenomenon in American history. The movement 
germinated in government and university labs 
during the 1950s, gained momentum through 
corporate and counterculture experiments in the 
1960s and 1970s, and became a broad-based 
computer literacy movement in the 1980s. As 
personal computing came to the fore, learning 
to program was transformed by a groundswell 
of popular enthusiasm, exciting new platforms, 
and an array of commercial practices that 
have been further amplified by distributed 
computing and the Internet. The resulting 
society can be depicted as a “Code Nation”—a 
globally-connected world that is saturated 
with computer technology and enchanted by 
software and its creation.

Code Nation is a new history of personal computing that 
emphasizes the technical and business challenges that 
software developers faced when building applications 
for CP/M, MS-DOS, UNIX, Microsoft Windows, the Apple 
Macintosh, and other emerging platforms. It is a popular 
history of computing that explores the experiences of novice 
computer users, tinkerers, hackers, and power users, as well 
as the ideals and aspirations of leading computer scientists, 
engineers, educators, and entrepreneurs. Computer book and 
magazine publishers also played important, if overlooked, 
roles in the diffusion of new technical skills, and this book 
highlights their creative work and influence.

Code Nation offers a “behind-the-scenes” look at application 
and operating-system programming practices, the diversity 
of historic computer languages, the rise of user communities, 
early attempts to market PC software, and the origins of 
“enterprise” computing systems. Code samples and over 80 
historic photographs support the text. The book concludes 
with an assessment of contemporary efforts to teach 
computational thinking to young people.

http://books.acm.org
http://store.morganclaypool.com/acm
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W
E LCOME TO THE special section on Latin America, covering 
all the Spanish- and Portuguese-speaking countries from Rio 
Grande to Cape Horn. Latin America is a striving region, with 
many countries aiming at a developed status in the near future, 
while at the same time facing enormous challenges in inequal-

ity, education, and government. The region also supports a great wealth of 
biodiversity. With generally less resources for research and a more difficult path 
for technology transfer when compared to developed countries, we aimed at 
highlighting the excellent level of research in computer science that flourishes 
in the region, both on basic research and on problems that are unique to Latin 
America.

We launched a general call for contributions welcoming research and develop-
ment initiatives, large and small, aiming to cover as much as possible the diversity 
in development along the different countries. While countries like Argentina, 
Brazil, Chile, Mexico, and Uruguay exhibit, at different scales, promising environ-
ments for the development and advance of computing research, our survey also 
uncovered countries like Colombia, Costa Rica, or Peru, with a lot of potential that 
is waiting for stronger government or industry support in order to develop at large.

After a virtual workshop where an initial selection of the proposals was 
presented, we finally narrowed down the content to six “Big Trends” and eight 
“Hot Topics” contributions, with authors from Argentina, Brazil, Chile, Colom-
bia, Mexico, Peru, and Uruguay. We commissioned a journalist to complete the 
section by preparing a panoramic view of computer science in Central America 
and the Caribbean, with particular emphasis in Costa Rica. We thank all the 
colleagues that worked hard to present their research lines. While we had to 
leave out various interesting proposals, we believe the selection we present gives 
a good grasp of the landscape of computer science in Latin America, without 
being exhaustive.

The Big Trends articles cover the work of large research groups and/or labs 
with significant funding, on well-developed topics in the region like theoretical 
computer science, data management, supercomputing, dependable computing, 
digital health, and image processing. The Hot Topics articles describe initiatives 
of smaller groups, ranging from general research areas like natural language 
processing, smart cities, machine learning, data structures, and randomness 
services, to very special lines of research like estimating carbon stocks in Amazo-
nia, characterizing Salsa music, or developing a system to fight the Coronavirus 
in one week.

We are confident readers will find the articles very exciting! We hope this 
section contributes to disseminate the wealth of activity in computer science re-
search in a region where working on research is more difficult in many aspects, 
yet it still manages to stand out as a significant actor in the most important 
research areas of our discipline.

—Virgilio Almeida, Gonzalo Navarro, and Sergio Rajsbaum 
Coordinators of Latin America Region Special Section

Virgilio Almeida (virgilio@dcc.ufmg.br) is professor emeritus of computer science at the Universidade Federal de Minas Gerais,  
Brazil. He is also Faculty Associate at the Berkman Klein Center at Harvard University, Cambridge, MA, USA.

Gonzalo Navarro (gnavarro@dcc.uchile.cl) is a professor in the Department of Computer Science at the University of 
Chile, in Santiago.

Sergio Rajsbaum (sergio.rajsbaum@im.unam.mx) is a professor at the Instituto de Matemáticas at the Universidad 
Nacional Autónoma de México, in Mexico City, México.

Copyright held by authors/owners.
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terrestrial vegetation.1,5,7 
But the rampant deforesta-
tion due to illegal logging, 
mining, cattle ranching, and 
soy plantation are examples 
of threats to the vast region. 
Biodiversity loss, ecosys-
tem imbalance, and higher 
concentration of carbon 
dioxide in the atmosphere 
are related consequences.9

Based on the directives 
given by the Intergovern-
mental Panel on Climate 
Change (IPCC), there is 
an urgent need to provide 
additional guidance on the 

ing small areas of forest with 
high density of captured car-
bon through the application 
of artificial intelligence (AI) 
strategies involving pattern 
recognition, graph theory, 
image retrieval, machine 
learning, and combinatorial 
optimization techniques. 
In this article, we give some 
details of this work. In order 
to refine the carbon stock 
estimate, we present related 
research work addressing 
the detection of clearings in 
the Amazon rainforest based 
on satellite and radar images 
using machine learning 
techniques.

Identification of 
Representative Plots 
for the Optimization 
of the Carbon Capture 
Estimation Process
The forest inventory is the 
collection of attributes about 
the quantitative and qualita-
tive characteristics of the 
forest, providing informa-
tion on forest resources that 
are applied to monitoring, 

design of forest monitor-
ing systems. This involves 
issues such as forest inven-
tory design, stratification, 
sampling, pools, accuracy/
uncertainty assessment, 
and the combination of 
ground-based inventories 
with remote sensing and 
modeling approaches. 
Computing approaches can 
provide valuable tools to 
support the development of 
efficient solutions for this 
environmental problem. In 
this article, we present some 
ongoing research initiatives 
to address the carbon stock 
estimation problem.

We are interested in 
estimating carbon stocks 
by means of extrapolation 
and spatialization based on 
ground-based forest inven-
tory combined with hetero-
geneous sources of remote 
sensing images through 
high-resolution satellite, 
radar, and LiDAR (Light 
Detecting and Ranging) 3D 
technology. One of our ob-
jectives consists of determin-

F
OR E STS A RE THE 

major terres-
trial ecosystem 
responsible for 
carbon seques-
tration and stor-

age. The Amazon rainforest 
is the world’s largest tropical 
rainforest encompassing up 
to 2,124,000 square miles, 
covering a large area in 
South America including 
nine countries. The majority 
of that area (69%) lies in Bra-
zil. Thus, Amazonia holds 
about 20% of the total car-
bon contained in the world’s 

Estimating Amazon Carbon Stock 
Using AI-based Remote Sensing
BY ROSIANE DE FREITAS, JOÃO M. B. CAVALCANTI, SERGIO CLEGER,  
NIRO HIGUCHI, CARLOS HENRIQUE CELES, AND ADRIANO LIMA

Environmental AI  |  DOI:10.1145/3416957 

This work presents advances 
in the way of a more accurate 
estimate of the carbon  
captured by forest areas,  
in particular the Amazon 
rainforest and its peculiarities.

http://dx.doi.org/10.1145/3416957
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forest management policies, 
as well as strategic actions 
to exploit resources in a sus-
tainable way. Along with this 
information, we highlight 
the measures of biodiversity, 
social aspects of the forest 
and biomass, and carbon 
stocks. On the other hand, 
the biomass of a forest is the 
quantity, by mass, of living 
or dead matter, present in 
the vegetation or only in its 
arboreal fraction. In general, 
it is measured by allome-
tric equations developed 
by forest engineers. These 
equations make use of forest 
attributes given as inputs 
for their calculation, such 
as tree height, vegetation 
index, diameter at breast 
height (DBH) and tree crown 
diameter, among others 
(Figure 1). Its estimation is 
useful and stands out as an 
ecosystem assessment tool. 
With it, it is possible to carry 
out analyzes of productivity, 
energy conversion, nutri-
ent cycling, absorption and 
storage of solar energy, 
as well as estimating the 
carbon storage. The latter 
can be estimated from forest 
biomass because the forest 
absorbs and stores carbon 
in its mass when it is in its 
development and growth 
phase. Therefore, forests act 
as sinks of carbon when they 
are in their phase of expan-
sion and development. We 
developed a mobile applica-
tion for the automatic de-
termination of DBH (three-
dimensional structure) of a 
tree, through the analysis of 
the photo from the camera 
of a smartphone applying 
image retrieval/processing 
and computational geom-
etry techniques.

Thus, given a forest 
region to be inventoried to 
estimate the carbon stock, 
it is important that the sam-
ples, or plots, be installed 
in places where there are 
more representative trees: 

the dominant (for example, 
the largest) and the emerg-
ing (tallest) trees. In the field 
survey, only the dominant 
trees are identified. On the 
other hand, using data from 
LiDAR images (Figure 2), it 
is possible to identify the 
emerging ones.4,6 In a more 
representative way, we can 
consider small areas with a 
higher density of captured 
carbon based on the average 
height of trees in a forest 
fragment. For this, it is 
necessary to determine the 
Digital Surface Model (DSM) 
and Digital Terrain Model 
(DTM) of each forest frag-
ment (Figure 3).

Thus, the problem of 
determining the most rep-
resentative forest fragments 
was modeled as a Maximal 
Covering Location Problem 
(MCLP), which is NP-hard.2,3 
In this problem, we have a 
set of plots from which the 
most representative ones 
will be extracted. Therefore, 
in the MCLP model the 
facilities will be the most 
representative plots and 
the demand will be each 
of the candidate plots. The 
representativeness index 
of the plots was calculated 
based on the sum of the 
average height of the trees of 
its n adjacent plots. A hybrid 
strategy combining an IP 
formulation and Greedy 
Randomized Adaptive 
Search Procedure (GRASP)10 
indicates potential large-
scale use.

Based on the amount of 
captured carbon calculated 
in the permanent sample 
plots forestry periodically 
inventoried, it was possible 
to carry out a comparative 
analysis with the estimated 
through the MCLP on the 
LIDAR point clouds of such 
regions (Figure 4), indicating 
the suitability of the strategy 
adopted. Extrapolations, 
considering the total Ama-
zon rainforest area, indicates 

an increase of at least 4% to 
10% in the total amount of 
Amazon carbon stock, which 
would give up to 30% of the 
total captured in terrestrial 
vegetation areas around the 
world.

Automated Detection of 
Deforestation Areas in 
the Amazon Region Using 
Remote Sensing and 
Machine Learning
This line of research ad-
dresses the problem of 
automated detection of 

deforestation areas in the 
Amazon rainforest. Cur-
rently, there are image 
classification systems in use 
for detecting deforestation 
areas. However, small-scale 
clearing is a challenge that 
hinders detection from sat-
ellite monitoring. We have 
proposed an approach for 
classifying remote sensing 
images, comprising three 
steps: image segmentation, 
feature extraction, and clas-
sification.

Different techniques can 

Figure 2. 3D high-resolution remote sensing by LIDAR.

Figure 3. DSM and DTM calculate the average height of a segment 
of forest.

Figure 1. DBH measure of a tree in hard conditions.
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tional strategies based on 
AI, combined with high-
resolution remote sensing, 
can provide valuable tools 
for efforts in environmental 
conservation. 
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be used in each of these 
steps. Experiments were 
performed with several 
classification algorithms, 
seven supervised tech-
niques: SVM, decision tree, 
perceptron, random forest, 
logistic regression, KNN 
and naive Bayes; and two 
unsupervised ones: k-means 
and BIRCH. The goal is to 
find a classification model 
that best describes distinct 
patterns of deforestation in 
the images.

We have worked with a 
set of satellite images (Land-
satTM) characterized by color 
and texture measurements 
that constitute the features 
used for classification. The 
experiments performed 
used images from Barcelos 
(a municipality near the city 
of Manaus, the capital of 
the state of Amazonas in Bra-
zil), comprising 26 images 
divided in 3.288 segments 
with at least 700 pixels each. 
The corresponding ground 
truth dataset is made of 
1,636 clearing and 1,652 no-
clearing segments. Figure 5 
presents an example of an 
image segmentation. Note 
the segmentation approxi-

mately separates the areas 
with deforestation. This 
facilitates the classification 
step. There are 781 features 
per image segment.

We obtained encourag-
ing results from the ex-
periments. Among the seven 
supervised classification 
techniques tested, the deci-
sion tree technique reached 
the highest accuracies of 
97.18 and 97.65 for defores-
tation and no-deforestation 
segments, respectively. 
Among the unsupervised 
approaches (k-means and 
BIRCH) both reached an 
accuracy of approximately 
95% also for both deforesta-
tion and no-deforestation 
segments.8

Note, however, that this 
is a preliminary study with a 
small dataset. Nevertheless, 
given the vast majority of 
the Amazon region presents 
similar visual features, the 
results presented here are 
very promising.

Conclusion
We present two approaches 
that allow the refinement 
of the estimated carbon 
captured by the forest. The 

traditional techniques 
for estimating carbon are 
very general and are based 
on large areas of vegeta-
tion cover not taking into 
account discontinuities, 
such as clearing areas or 
the survey of small areas 
with a higher concentration 
of carbon. Thus, this work 
presents advances in the way 
of a more accurate estimate 
of the carbon captured by 
forest areas, in particular the 
Amazon rainforest and its 
peculiarities.

We have also developed 
an automated technique for 
the detection of deforesta-
tion areas in the Amazon. 
Although the image base 
tested is small, the results 
obtained are encouraging. 
It is necessary to perform 
experiments with a larger 
number of satellite and 
radar images from differ-
ent areas in order to draw 
conclusive results. This can 
also help the carbon stock 
estimation based on the 
variation of deforestation in 
certain areas.

The goal of this article 
was to illustrate how the 
application of computa-

Figure 4. LIDAR point cloud of a segment of the Amazon rainforest.

Figure 5. A satellite image example and its corresponding segmentation applying  
(a) supervised and (b) unsupervised learning techniques.

(a) (b)
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improper manner. But, if 
the results are potentially 
unpredictable, any result 
may be likely. How do 
we then prove that some 
specific outcome was not 
deliberately chosen? Solving 
this apparent paradox is 
the objective of a verifiable 
randomness service offered 
by the University of Chile.

Funded by a grant from 
the U.S. Department of 
Commerce and based on 
a proposal by the National 
Institute of Standards 
and Technology (NIST), 
Random UChilea provides 
verifiable randomness 
through a once-a-minute 
online pulse, a service 
that generates one 512-bit 
value every 60 seconds. 
This public random value 
is not only generated in 
a robust, unpredictable, 
and consistent way, but 
also the execution of the 
entire process is verifiable. 
The system, also known 
as a randomness beacon, 

a https://random.uchile.cl/en

To foster the creation of new 
beacons, both the technical 
design of the Random 
UChile’s beacon and the 
cryptographic analysis 
that supports the claim 
of verifiability, are being 
shared with the research 
community.1

Improving Transparency 
in Public Organizations
One key use case of 
verifiable randomness is 
ensuring the correctness 
of those processes run 
by government agencies, 
particularly those that rely 
on randomized algorithms 
for their decisions. Toward 
this end, Random UChile 
has collaborated with 
the Comptroller General 
(or Contraloría General 
de la República, CGR) in 
Chile, the public agency 
in charge of auditing 
the tax expenditure in 
the country. The CGR 
must periodically select, 
at random, who among 
authorities and public 
servants must be subject 
to an audit. Without 
verifiable randomness, 
the CGR was exposed to 
accusations of political 
persecution. In response, 
the CGR developed a pilot 
program to use Random 
UChile’s verifiable 
randomness, where fair 
selection follows from the 
guarantees behind the 
beacon design.

Random UChile can also 
be used to actively prevent 

has been designed to be 
transparent and open—
the most recent value 
can always be verified by 
any external observer, 
yet the next output value 
remains unpredictable. 
This correct randomness 
generation is possible 
thanks to a variant of a 
cryptographic algorithm 
design by NIST.2 The pulses 
generated by this algorithm 
are then added to a signed 
hash chain, preventing 
malicious manipulation of 
previously posted values.

The system relies on 
polling random data 
continuously from several 
entropy sources, both 
internal (TRNG hardware) 
and external (online) such 
as the Centro Sismológico 
Nacional (National 
Seismological Center) of 
Chile, which indicates the 
characteristics of Chilean 
earthquakes; the University 
of Chile’s streaming radio, 
which transmits live 
shows and music; Twitter, 
which supplies a stream 
of randomly selected 
tweets in real time; and 
the Ethereum blockchain 
in the form of the hashed 
value of its last block. One 
can see the beacon as 
turning unpredictability 
(earthquake, tweets, or 
any of the others) into a 
guarantee of randomness of 
the output values. Indeed, 
some key innovations and 
cryptographic tools are 
needed for this to happen. 

W
E LIVE SUR

ROUNDED 

by 
random 
processes,  
systems 

whose final outcome are typ-
ically unpredictable. When 
drawing a raffle, playing 
roulette at the casino, decid-
ing who pays the restaurant 
bill, or even gambling in a 
poker game, we take part of 
a random process. Indeed, 
their intrinsic unpredictabil-
ity is often what drives us to 
participate in them.

There are situations, 
however, where the result of 
these random processes may 
have serious consequences 
for those involved. Being 
selected for a tax audit, 
for example, can carry 
significant time and legal 
costs, which is why the 
selection process must be 
trustworthy. We accept a 
tax audit if we believe the 
random process was not 
manipulated in any way, 
that their final outcome 
was not influenced in an 

Why Me? Shedding Light  
on Random Processes via 
Randomness Beacons
BY ALEJANDRO HEVIA AND CAMILO GÓMEZ

Verifiable Randomness  |  DOI:10.1145/3416959 

Random UChile provides 
verifiable randomness through  
a once-a-minute online pulse,  
a service that generates one  
512-bit value every 60 seconds.

http://dx.doi.org/10.1145/3416959
https://random.uchile.cl/en
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Yet trust is hard to gain. 
To achieve trustworthy 
public randomness without 
trusting on a single entity, 
Random UChile is also 
contributing to a global 
project called The League of 
Entropy,e a large-scale effort 
by several organizations 
across the world that seeks 
to produce a distributed 
randomness beacon. In 
this system, the public 
randomness is produced by 
the Drand Protocol,6 which 
combines the output of 
all participants. The result 
is guaranteed correct and 
fair as long as at least one 
entity follows the rules and 
correctly contributes to the 
randomness. From local 
trust to global trust, the 
journey is just starting. 

e https://www.cloudflare.com/
leagueofentropy/
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conflicts of interest that 
otherwise may encourage 
litigation or, worse, increase 
distrust on the underlying 
public processes. One 
such example is the use of 
Random UChile’s verifiable 
randomness to ensure fair 
selection of judges for legal 
disputes. A pilot of the 
system is being considered 
for domain name 
registration controversies at 
the .CL administrator.

Impact on  
Elections Systems
The electoral voting system 
in Chile relies on the work 
of vocales, poll workers 
that are regular citizens 
chosen to perform as official 
workers during the days of 
the election. Unfortunately, 
in every election there are 
well-publicized controversies 
about the selection of poll 
workers. Even though 
they are supposed to be 
selected at random among 
all able citizens, often poll 
workers complain they have 
been selected for three, or 
more, elections in a row 
(although the law may allow 
such cases to occur under 
limited circumstances). 
The opacity of this process 
hurts democracy as partisan 
selection of these roles may 
open the door for corruption, 
or at least distrust on the 

election outcome. With 
the help of verifiable 
randomness, we can 
improve the transparency 
of the poll worker selection 
process and provide a way for 
citizens to confirm that every 
nomination was indeed fair 
and correct.

Another use of verifiable 
randomness comes from 
auditing elections. Recent 
concerns about the security 
and trustworthiness of 
electronic voting systems 
used in the U.S. and other 
countries have prompted 
the development of 
post-election audits. 
Risk-limiting audits5 is a 
well-known technique to 
verify an election after it 
has completed without 
doing a total recount of 
the votes, only counting 
a much smaller random 
sample. The use of verifiable 
randomness not only makes 
it more efficient (no need of 
old-fashion dice throwing) 
but also more transparent 
at a larger scale-verification 
results can now be inspected 
online by interested citizens 
and organizations.

Using Randomness  
Beacons in  
Complex Systems
Verifiable randomness 
is difficult to obtain 
but extremely useful in 

the design of fair and 
transparent systems. Besides 
allowing transparency in new 
applications (for example, 
providing fully auditable 
statistical sampling 
for verifiable scientific 
experiments), verifiable 
public randomness is likely 
to become a public utility, 
a service upon which new 
and more sophisticated 
protocols and systems will 
be built. Examples include 
faster and more secure 
crypto-currencies,3 lottery 
systems based on verifiable 
yet private randomness, and 
privacy-preserving verifiable 
data management systems 
based on secure multiparty 
computation.4 Random 
UChile is contributing to the 
effort by actively developing 
prototypes for some of these 
systems.

Similar Projects
NIST’s Interoperable 
Randomness Beacons 
projectb has become 
one crucial driver in the 
creation of new beacons. 
It not only maintains a 
beacon implementationc 
and provides the official 
guidelines for implementing 
interoperable randomness 
beacons, but also explicitly 
seeks to “promote the 
deployment of Beacons 
by multiple independent 
organizations.” Luckily, 
NIST’s efforts seem to be 
paying off. Following the 
Random UChile project, 
the Inmetro Randomness 
Beacond in Brazil has joined 
the cause of reliable public 
randomness. Since all three 
beacons follow the NIST 
reference,2 applications 
built on top of any of these 
services have now plenty of 
choices to deposit their trust.

b https://csrc.nist.gov/projects/
interoperable-randomness-bea-
cons

c https://beacon.nist.gov/home
d https://beacon.inmetro.gov.br/

The Random UChile group. Top row, from left: Juan Rojas, Constanza 
Csori, Sergio Miranda, Alejandro Hevia, and Cristián Rojas. Bottom 
row, from left: Franco Pino, Alejandro González, Camilo Gómez, and 
María José Vilches. 
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attention to underprivi-
leged neighborhoods and 
their low-income popula-
tions, leveraging existing 
data and collecting new 
datasets to support better 
decision-making.

A prime example is 
the InterSCity project,a a 
consortium of 11 universi-
ties and startups in Brazil 
in which computer scien-
tists work together with 
architects, urban planners, 
transportation engineers, 
economists, and health 
professionals. The goal 
is to produce innovative 
science and open source 
software tools to address 
relevant urban problems 
using Internet of Things 
(IoT) technologies, high-
performance computing, 
big data analytics, and 
visualization.

Based on the study of 
tens of projects around the 
world, InterSCity research-

a https://interscity.org

agents acting in a city.b

These tools have been 
used both to educate the 
next generation of devel-
opers and scientists in 
universities and to cre-
ate prototypes and pilot 
studies. Such a focus on 
education is also perceived 
in Peru, where the IoT 
Research Group at the 
National University of San 
Marcosc has implemented 
changes in the CS curricu-
lum to incorporate IoT and 
smart cities topics in basic 
CS education.

Startup companies 
founded by alumni from 
such research groups can be 
an effective means to intro-

b https://interscity.org/software/
interscsimulator

c http://iotunmsm.pide.gob.pe

ers identified the most 
relevant requirements for 
software platforms for the 
development of smart city 
applications.3 They pro-
posed a reference architec-
ture containing the basic 
elements that should be 
provided to enable the 
rapid development of 
applications for citizens, 
governments, and urban 
service providers. An open 
source implementation of 
this architecture has been 
developed with scalabil-
ity as its major goal, to be 
able to handle millions 
of user simultaneously.1 
Testing such large-scale 
deployments in real life is 
usually impractical, thus 
the project also developed 
a simulator capable of 
simulating over 10 million 

L
AT I N  A M E R I C A 

H O S T S  some 
of the world’s 
great metropo-
lises, with a 
plethora of 

social problems facing the 
complex societies that live 
there. Not only is there a 
lack of proper infrastruc-
ture but also there is a high 
degree of inefficiencies in 
urban services and a lack 
of effective management. 
Evidence-based public 
policymaking is finally 
starting to gain attention 
as governments and aca-
demic projects throughout 
the region begin to apply 
modern computer science 
techniques to develop 
tools for both operating 
the city’s daily life and 
guiding long-term manage-
ment. Instead of focusing 
on futuristic smart cities 
built from scratch or on 
improving user experi-
ence in rich cities, Latin 
American researchers pay 

Toward Smart and 
Sustainable Cities
BY FABIO KON, KELLY BRAGHETTO, EDUARDO Z. SANTANA, 
ROBERTO SPEICYS, AND JORGE GUERRA GUERRA

Smart Cities | DOI:10.1145/3416961

Latin American researchers 
pay attention to underprivileged 
neighborhoods and their low-
income populations, leveraging 
existing data and collecting 
new datasets to support better 
decision-making.

http://dx.doi.org/10.1145/3416961
https://interscity.org
https://interscity.org/software/interscsimulator
http://iotunmsm.pide.gob.pe
https://interscity.org/software/interscsimulator
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understanding of tourists’ 
movements throughout 
the archeological area and 
promote a better experience 
while taking care to pre-
serve and maintain these 
historical sites.

Computer scientists 
have an unprecedented 
opportunity to work toward 
improving the quality of life 
of billions of people in con-
temporary cities. Computa-
tional tools can provide in-
novative services for citizens 
and elements to support evi-
dence-based public policy-
making for governments. 
To accomplish that, it is 
fundamental to promote 
high-quality R&D as well as 
make politicians and the 
overall population aware of 
the importance of using sci-
ence as the base for effective 
governance and social and 
economic development.
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duce these ideas into soci-
ety. The Scipopulis startup, 
for example, developed a 
citizen app (Figure 1) using 
advanced machine learning 
and HPC techniques to pro-
vide accurate estimates of 
bus arrival times for each of 
the 20,000 bus stops in São 
Paulo every minute of every 
day. The technology was 
extended and implemented 
as a Real-Time Bus Dash-
board system (Figure 1) that 
was deployed in the city 
to help manage its 15,000 
bus fleet, one of the largest 
in the world, which serves 
nearly nine million passen-
gers daily. Similar efforts 
are underway in the fields of 
public health, accessibility, 
and cycling.

Urban cycling offers a 
healthy, environmentally 
friendly means of transpor-
tation that could easily serve 
from 10% to 20% of the trips 
in a city. In partnership with 
the São Paulo City Traffic 
Engineering Company, In-
terSCity developed an open 
source toold capable of ana-
lyzing data from millions 
of bike trips, gathered from 
bike-sharing systems and 
mobility surveys. The tool 
produces rich visualizations 
of mobility flows against 
existing cycling infrastruc-
ture (Figure 2) that provide 
insights for city planning.

Green urban areas are 
essential for providing 
good quality of life in cities. 
Unfortunately, they are a re-
source that is often scarce, 
mainly in underprivileged 
zones. Finding water for 
the irrigation of these areas 
might also be a problem as 
good quality water supply 
is often limited. In Lima, 
Peru, researchers from the 
National University of San 
Marcos are deploying an 
IoT system that uses open 

d https://gitlab.com/interscity/
bike-science

hardware with humidity 
and temperature sensors to 
monitor public parks and 
determine when and how 
much water to dispense in 
the green areas.2 The idea is 
to provide adequate irriga-
tion while minimizing the 
use of water.

In the historic Inca city 
of Machu Picchu, research-
ers are seeking resources to 
deploy a network of beacons 
to monitor in real-time 
the movements of tour-
ists across the city (Figure 
3). The collected data 
will help provide a better 

Figure 1. (left) ML-based citizen app. (right) Real-Time Bus 
Dashboard for system operators.

Figure 2. Bike science tool displaying cycling mobility flows.

Figure 3. Proposed Beacon network in Machu Picchu.

https://gitlab.com/interscity/bike-science
https://gitlab.com/interscity/bike-science
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the first three countries and 
the first in Latin America to 
incorporate exposure notifi-
cations for COVID-19.

As we write this article 
(July 2020), the world is 
immersed in a context of 
total uncertainty regarding 
health issues caused by the 
coronavirus. In Uruguay, 
the first case of COVID-19 
was confirmed on March 
13, 2020. The same day, a 
CoronaVirus UY Plan was 
launched by the Uruguayan 
government, where technol-

ject never seen before, at 
least in Uruguay.

The Uruguayan govern-
ment (through the Presiden-
cy Board) asked the group 
to work quickly to achieve 
a first delivery in less than 
seven days. This first version 
had to include at least regis-
tration, classification based 
on epidemiology surveys 
that would make it pos-
sible to understand which 
citizens were more likely to 
have the virus, and it had to 
communicate about them 
to different health providers 
(using multiple channels) 
by telephone or a video call 
protecting in this way the 
health personnel.

This was, as the reader 
has probably already 
noticed, a mission-critical 
project to be executed in a 
few days.

ogy (as in South Korea and 
other countries) had to play 
a key and strategic role.

Some of the main objec-
tives to be achieved were:

 ˲ avoid the collapse of the 
health system;

 ˲ avoid having to directly 
contact the possibly infect-
ed people by phone calls;

 ˲ be proactive in manag-
ing the epidemic;

 ˲ the software prod-
ucts had to be robust and 
extremely secure, due to 
the data they would handle; 
and,

 ˲ have an operative solu-
tion as soon as possible.

To achieve these objec-
tives, a team of private and 
public companies col-
laborated as well as inter-
ested individuals, organizing 
themselves to carry out a 
software engineering pro-

T
HIS A R TICLE 

PRE SE N TS a 
technological 
and innova-
tive approach 
developed to 

help the Uruguayan govern-
ment in their fight against 
COVID-19. The first version 
of the system (with only 
the most urgent services at 
that time) was released only 
seven days after the first 
case of COVID-19 was re-
ported in Uruguay! At press 
time, some months after its 
first release, the fourth ver-
sion is operative. Part of the 
system is a cellphone app 
available freely to the pub-
lic, and it was downloaded 
by half a million people in 
a country with a population 
of 3.5 millions.

The project is innovative 
because it is the only world-
wide solution, that we are 
aware of, that integrates in a 
unified way for patients, all 
health services of a coun-
try, the Ministry of Health, 
self-monitoring, remote 
patient monitoring, and 
telemedicine. Furthermore, 
the system makes full track-
ing possible from end to 
end to follow citizens’ and 
patients’ situation. Because 
of this, Uruguay was one of 

Uruguay is one of the first 
countries to incorporate  
contact tracing for COVID-19.

A Technological and Innovative 
Approach to COVID-19 in Uruguay
BY GASTÓN MILANO, DIEGO VALLESPIR, AND ALFREDO VIOLA

Pandemic Response  |  DOI:10.1145/3422826 
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the beginning of July 2020 
and the people whom 
received them used the 
system to be in contact 
with the health care pro-
vider, who finally took the 
coronavirus tests.

One remarkable fact 
is that while in countries 
like Germany, where their 
exposure notification solu-
tion costs $22.5 million,h 
the entire coronavirus.uy 
system (not only exposure 
notification!) has no cost at 
all. In Uruguay, the develop-
ers worked for free and the 
whole system (not only the 
phone app) belongs to the 
government.

This was a very difficult 
project with an extremely 
tight deadline. This achieve-
ment was possible thanks to 
the particular (and unique) 
Uruguayan ecosystem in 
software development. A 
solid education in software 
engineering, a highly 
digitized government, an 
integrated and digitally 
strong healthcare system, 
the use of a low-code 
platform (GeneXus) for a 
rapid development of the 
system, and other important 
advantages that the country 
offers, are at the basis of this 
“Uruguayan miracle.”

h https://bit.ly/2Db5ipR

The Coronavirus.uy  
System
In order to avoid the 
collapse of the commu-
nication channels in the 
health care systems, a 
multi-channel solution (for 
receiving automated evalu-
ation from the citizens or 
a request for information 
about COVID-19) was devel-
oped. During these seven 
days, the team built native 
mobile apps for Androida 
and iOS,b a Progressive 
Web application,c a form 
to be used by call centers, 
chatbots integrated in sev-
eral conversational chan-
nels: Whatsapp,d Facebook 
Messenger, and WebChat 
embedded in the govern-
ment pages. The team also 
developed epidemiologi-
cal risk calculation mod-
ules, a survey module, a 
registration module, and 
the implementation of 
workflow processes for the 
correct handling of data by 
health providers.

Figure 1 shows one of 
the several workflows of the 
system. The user sends her 
data and the system pro-

a coronavirus.uy cell app at Google 
Play; https://play.google.com/
store/apps/details?id=uy.gub.
salud.plancovid19uy

b coronavirus.uy cell app at Ap-
ple Store; https://apps.apple.
com/us/app/coronavirus-uy/
id1503026854)

c https://servicios.coronavirus.
gub.uy/app/home

d https://wa.me/59898999999

cesses it in different levels, 
also providing the possibil-
ity of a drive through coro-
navirus test to be scheduled.

More than 30 companies 
(private and public) were 
involved in developing the 
system in the seven-day 
deadline set by the govern-
ment. The team’s roles 
were security managers, 
UX designers, healthcare 
workers and healthcare 
providers from the Ministry 
of Health and Epidemiolo-
gists), and around 40 people 
working as programmers, 
software architects, testers, 
and managers. The main 
programming language 
used was GeneXuse (a low 
code tool) generating code 
in Java, MySQL (SQL rela-
tional storage), Swift (iOS), 

e https://www.genexus.com/en

Kotlin, and Java for Android 
and Javascript.

On the first day, the team 
could not know whether 
this was going to result 
in a successful project or 
not. The majority of the 
people involved had never 
worked together before, no 
development process was 
established, there were no 
channels of communications 
between people or compa-
nies and, primarily, there 
were no written functional 
specifications. But it did, 
it worked! Figure 2 shows 
members of the development 
team in virtual meetings.

Preserving privacy and 
information security was 
a design decision from 
the beginning. The na-
tional e-government agency 
(AGESIC)f demanded not 
only these conditions but 
also specialized equipment 
in the project to ensure they 
were enforced.

Apple and Google 
have acknowledged that 
exposure notification was 
integrated in the last ver-
sion of the coronavirus.
uy app.g The first exposure 
notifications were sent at 

f https://www.gub.uy/agencia-
gobierno-electronico-sociedad-
informacion-conocimiento/

g https://bit.ly/39AWNjL

It is important to emphasize that 
not only has Uruguay’s health 
system not been saturated, but 
also 100% of COVID-19 suspected 
cases have been handled by 
coronavirus.uy.

Figure 1. Healthcare provider request handling process.

http://coronavirus.uy
https://bit.ly/2Db5ipR
https://play.google.com/store/apps/details?id=uy.gub.salud.plancovid19uy
https://play.google.com/store/apps/details?id=uy.gub.salud.plancovid19uy
https://play.google.com/store/apps/details?id=uy.gub.salud.plancovid19uy
https://servicios.coronavirus.gub.uy/app/home
https://servicios.coronavirus.gub.uy/app/home
https://www.genexus.com/en
https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/
https://bit.ly/39AWNjL
https://apps.apple.com/us/app/coronavirus-uy/id1503026854
https://apps.apple.com/us/app/coronavirus-uy/id1503026854
https://apps.apple.com/us/app/coronavirus-uy/id1503026854
https://wa.me/59898999999
https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/
https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/
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uy is now an asset of the 
Uruguayan people and of the 
state. Furthermore, it can 
handle any kind of epidemic 
with a small configuration 
change in the system.

For future work we plan 
to analyze what has hap-
pened behind the curtains. 
We want to investigate 
which non-written process-
es were followed, how, and 
when the team communi-
cated, how they handled the 
non-written requirements 
situation and how they 
managed and controlled 
this project. We expect to 
find a highly agile process 
with an extreme commit-
ment of the developers in 
order to achieve their goals.

The world is clearly 
changing; maybe the way 
academia, industry, and 
government interact, and 
how we develop software 
will change too. 

Gastón Milano is Chief Technology Officer at 
GeneXus in Uruguay.

Diego Vallespir is an adjunct professor 
at the Universidad de la República in 
Uruguay.

Alfredo Viola is a professor at the 
Universidad de la República in Uruguay.

Gastón Milano participated actively as chief 
architect in the development of corona-
virus.uy. Diego Vallespir and Alfredo Viola 
did not participate in the development of 
the coronavirus.uy system.
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Results
Two months after the first 
case of COVID-19 was 
reported in Uruguay, the 
government and the popula-
tion have an integrated 
(and evolving) system to 
handle this pandemic. Fur-
thermore, the system is very 
flexible and can be set up to 
cover similar crises in the 
future.

From a total population 
of 3.5 million people (2.5 
million active), the system 
has been accessed more 
than 2.6 million times 
(through the different 
communication channels 
offered). In other circum-
stances, the phone system 
of the country would have 
collapsed! The novel ap-
proach (in contrast with all 
other technological solu-
tions in the world) is the 
fact that the citizen does not 
call the health provider if 
symptoms of COVID-19 are 
suspected. To the contrary, 
it uses the technological 
solution that automatically 
contacts the appropriate 
health provider. Then, 
based on their priorities 
(for example, risk factors or 
health symptoms recorded 
in the online form), the 
provider calls the citizen. It 
is important to emphasize 
that not only has Uruguay’s 

health system not been 
saturated, but also 100% of 
COVID-19 suspected cases 
have been handled by coro-
navirus.uy.

The design and success 
of coronavirus.uy was a key 
element for Google and 
Apple to contact Uruguay 
to incorporate their contact 
tracing software for Expo-
sure Notification in it. Its 
fourth version includes a 
contact-tracing system in 
order to help, even more, 
the population and the Gov-
ernment in this pandemic 
crisis. Moreover, coronavi-
rus.uy has been requested 
by other countries like 
Brazil, Paraguay, Peru, and 
Surinam.

Regarding privacy, 
the Agency for Electronic 
Government in Uruguay 
(AGESIC) published all the 
code of this solutioni to al-
low the code to be reviewed 
and inspected. Also, the 
team has been in contact 
with several universities to 
give early access to the code 
to allow for auditing and to 
ensure privacy preservation.

A key contribution of 
coronavirus.uy to the public 
health system in Uruguay 
(that serves one third of the 
population) is the instal-

i https://bit.ly/3g9cPUC

lation of an inbox-driven 
data tracking tray to at-tend 
the suspected cases auto-
matically. Moreover, these 
tools will be available in 
the future to be used in 
their general needs beyond 
the virus. In addition, the 
telemedicine integrated in 
the system, is protecting 
doctors and nurses by avoid-
ing contact with infected 
people without life-threat-
ening complications. This 
technological innovation 
improved the quality of at-
tention paid to the country’s 
public health system.

Conclusion and  
Future Work
Uruguay has managed to 
have an essential software 
system in virus manage-
ment in record time.Thirty 
companies worked together, 
with no written functional 
requirements, with no 
clear software engineering 
process in place, and also, 
without having in place 
other aspects that we nor-
mally consider essential in 
any software develop-ment 
project. In spite of these 
constraints, the system is 
working, it incorporates in-
novative worldwide features 
compared to other similar 
technological solutions, and 
it is evolving. Coronavirus.

Figure 2. Members of the development team connected in virtual meetings.

https://bit.ly/3g9cPUC
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solutions are usually not 
tailored for the needs of phy-
sicians and do not take any 
medical background into 
consideration. Our claim, 
in this work, is that expla-
nations must be based on 
features that are meaningful 
to physicians. We call those 
contextual features.

Deep neural networks 
are relevant examples of 
black-box models. These 
models, trained on large 
real datasets, have dem-
onstrated the ability to 
provide extremely accurate 
diagnosis.1,5 However, these 
large and complex models 
of stacked transformations 
usually do not allow easy 
interpretation of the results. 
Despite their potential to 
transform healthcare and 
clinical practice,3,8 there are 
still significant challenges 
that must be addressed. For 
instance, it is commonplace 
that neural network results 
are brittle either because it 
learns to solve the task in 

explanations that ease their 
understanding of the model 
outcome.

Classical methods for au-
tomated ECG analysis, such 
as the University of Glasgow 
ECG analysis program,4 em-
ploy a two-step approach: 
First extracting the main 
features of the ECG signal 
using traditional signal 
processing techniques and 
then using these features 
as inputs to a classifier. 
Deep learning presents an 
alternative to this approach, 
since the raw signal itself 
is used as an input to the 
classifier, which learns 
from examples to extract 
the features, as presented in 
our previous work.6 In the 
classical two-step approach, 
the models are built on top 
of measures and features 

unwanted ways or because 
even small perturbations 
may have a huge impact on 
its outcome.2

Cardiovascular diseases 
are the leading cause of 
death worldwide7 and the 
electrocardiogram (ECG) 
is a major exam for screen-
ing cardiovascular diseases 
(see Figure 1). Our immedi-
ate application scenario 
is the Telehealth Network 
of Minas Gerais (TNMG), 
that serves more than 1,000 
remote municipalities in 
six Brazilian states. More 
than 2,000 ECGs are exam-
ined daily and reported by 
cardiologists using a Web-
based system. Our goal is to 
empower those physicians 
through not only accurate, 
automatically generated dis-
ease predictions, but also 

T
HE  E VOLUTION 

OF artificial 
intelligence 
and related 
technologies 
have the poten-

tial to drastically increase 
the clinical importance of 
automated diagnosis tools. 
Putting these tools into use, 
however, is challenging, 
since the algorithm out-
come will be used to make 
clinical decisions and wrong 
predictions can prevent the 
most appropriate treatment 
from being provided to the 
patient. Models should not 
only provide accurate pre-
dictions, but also evidence 
that supports the outcomes, 
so they can be audited, and 
their predictions double-
checked. Some models are 
constructed in such a way 
they are difficult to inter-
pret, hence the name black-
box models. While there 
are methods that generate 
explanations for generic 
black-box classifiers,9 the 

In order to improve accuracy and 
transparency in automatic ECG 
analysis, we propose generating 
explanations based on contextual 
features for ECG diagnosis.

Machine Learning  |  DOI:10.1145/3416965 

Contextualized Interpretable 
Machine Learning  
for Medical Diagnosis
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of Q wave in leads I, V5 and 
V6; monomorphic R wave in 
I, V5 and V6; and ST and T 
wave displacement oppo-
site to the major deflection 
of the QRS complex. Our 
explanation consists of both 
a textual and a visual com-
ponent in order to better 
explain to cardiologists in 
terms and criteria familiar 
to them. In Figure 5, we 
show an explanation for six 
classes of diseases based 

that are known by the physi-
cians, making it easier to 
verify and to understand 
the algorithm decisions as 
well as to identify sources 
of algorithmic mistakes. 
Such transparency is lost in 
“end-to-end” deep learning 
approaches.

In order to improve ac-
curacy and transparency in 
automatic ECG analysis, we 
propose generating expla-
nations based on contextual 
features for ECG diagnosis 
(Figure 2). To the best of 
our knowledge, this is the 
first work that generates 
explanations tailored to 
physicians’ needs for ECG 
black-box algorithms, 
including end-to-end 
classification models. The 
proposed method (Figure 3) 
uses a noise-insertion strat-
egy to quantify the impact 
of the ECG intervals and 
segments on the automated 
classification outcome and 
to generate meaningful 
features to the user. These 

intervals and segments and 
their impact on the diag-
nosis are commonplace to 
cardiologists, and their us-
age in explanations enables 
a better understanding of 
the outcomes and also the 
identification of sources of 
mistakes. We applied our 
method to generate an ex-
planation to the predictions 
of the deep learning model 
presented in Ribeiro et al.6 
using data from TNMG. 

Finally, we assessed our 
approach by analyzing the 
explanations generated in 
terms of their interpretabil-
ity and robustness.

While diagnosing some 
diseases, cardiologists 
analyze the ECG (depicted 
in Figure 4) and apply rules 
to diagnosis. For instance, 
the criteria for Left Bundle 
Branch Block (LBBB) is: 
QRS duration greater than 
120 milliseconds; absence 

Figure 1. ECG samples for some common diseases.

Figure 3. Methodology.

Figure 2. Comparison between methods.
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ry and access to physicians, 
in particular specialists, is 
still an issue, we believe our 
proposal is an example of 
research-intensive work that 
opens new opportunities for 
the massive and responsible 
adoption of social impact-
ing initiatives.
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on how much impact the 
noise has over the different 
features, quantifying how 
the different criteria affect 
the model predictions.

In summary, improving 
transparency and account-
ability of deep learning 
models is an important 
step toward utilization. 
Incorporating such models 
in the TNMG pipeline may 
improve the quality of its 
service and have a positive 
impact in the treatment of 
many patients. In countries 
such as Brazil, where the 
population is spread across 
large portions of the territo-Figure 4. ECG-based diagnosis.

Figure 5. Each explanation has a visual and textual component. The visual component is a horizontal 
bar graph where each bar represents a feature. The colored bar is the mean value of the impact of 
the associated feature on the classifier and the error bar at the right end is the standard deviation. An 
explanation as significant when the mean and the standard deviation are above the threshold vertical 
dotted line. The textual component is generated automatically.
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known Latin musical 
genres is salsa—a genre 
considered a fusion 
between several popular 
Latin music styles such 
as son montuno, guara-
cha, mambo, bolero, and 
chachacha, to mention 
a few. However, most of 
the research on the salsa 
musical genre is based on 
ethnomusicology, which 

machine learning, and 
computational intelligence 
with the results of careful 
experimentation in psy-
choacoustic and musicol-
ogy research. MIR focuses 
on developing a variety of 
efficient computational al-
gorithms; for example, for 
genre or instrument rec-
ognition, for temporal pat-
tern detection, or even for 
song structure detection 
and composition. These 
state-of-the-art algorithms 
enable the discovery, orga-
nization, and monetization 
of continuously evolving 
and growing media collec-
tions. 

However, most of the 
research has been focused 
on popular western music 
such as pop, rock, and clas-
sical music, which usually 
follow simple and regular 

has revealed salsa’s com-
plex and diverse social and 
cultural aspects. Indeed, 
salsa is an amalgamation 
of Latin traditions and mu-
sical styles representative 
of the Afro-Hispanic cul-
ture in the urban-industrial 
working class. Salsa songs 
voice concerns of scarcity, 
violence, inequality, and 
desperation, which are 
musically translated using 
violent orchestration.3

From a computational 
perspective, there is an 
interdisciplinary research 
field called music informa-
tion retrieval (MIR) that 
seeks to develop com-
putational data search 
and retrieval techniques 
applied to music. MIR com-
bines various engineering 
techniques such as signal 
processing, informatics, 

L
ATIN  A ME RICA, 

W ITH its rich 
and varied cul-
tural heritage, is 
a region widely 
known by its 

diverse musical rhythms. 
Indeed, music and dance 
constitute an important 
part of Latin American cul-
tural assets and identity.2 
Some of these rhythms, al-
though famous worldwide, 
belong to specific regions; 
for example, samba is from 
Brazil, tango is from Ar-
gentina, merengue is from 
the Dominican Republic, 
corrido is from Mexico and 
vallenato is from Colom-
bia, among many other 
examples. Most of them 
were created by the cultural 
interaction between people 
from African, Native Ameri-
can, and European cultures 
that shared their music 
and instruments. Those 
heterogeneous cultural 
characteristics made these 
music styles appealing to 
an international audience. 

One of the most well-
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Computational research on 
intangible cultural heritage 
contributes to the legitimation of 
local music as a valuable part of 
the identity of a region.
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of the identity of a region. 
Furthermore, the prolif-
eration of audio streaming 
platforms has encouraged 
studies concerning the 
automatic classification 
of musical genres and the 
successful development of 
recommender systems for a 
global audience. The inclu-
sion of the salsa musical 
genre on the MIR research 
community represents an 
opportunity for Latin Amer-
ican researchers to show-
case their culture using 
computational techniques 
and formal models. 
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melodic and temporal 
patterns. Unfortunately, 
ethnic and folk non-
western music from Asia, 
Africa, and Latin America 
has been underrepresented 
in the MIR community9 by 
grouping them into a single 
category labeled World 
Music. This particular over-
simplification undermines 
the diversity, richness, and 
complexity of music in 
these regions. In particu-
lar, the salsa musical genre 
was not included in rigor-
ous musical research due 
to two main reasons: the 
unavailability of salsa mu-
sical information on music 
research datasets and its 
complex heterogeneity. 
To address these difficul-
ties, recent MIR research 
is beginning to include 
salsa songs in research 
datasets. In 2008, the Latin 
Music Database8 did the 
first attempt by sharing 
311 salsa songs. Also, the 
Proud Music record labela 
provided 66 entries of salsa 
songs with features such as 
tempo, mood, character, 
instruments, arrangement, 
and composer. 

Nearly a decade later, 
Latin American researchers 
created the Salsa Dataset6,7 
with more than 20,000 sal-
sa songs, containing meta-

a Royalty free music tracks, genre 
Salsa 1/3;  https://www.proudmu-
siclibrary.com/en/genre/salsa

data and acoustic features, 
including the analysis of 
the entire wave for each 
song. Later, the dataset was 
modified to contain only 
10 seconds of each song in 
order to improve its share-
ability. Those 10 seconds 
corresponded to the most 
representative part of the 
song, which in salsa is the 
chorus. To find the cho-
rus of each song, a chorus 
extraction algorithm that 
follows a sequence align-
ment process was used.1 
This type of algorithm is 
widely used in bioinformat-
ics to find repeated chains 
of amino acids. In this 
sense, by replacing the no-
menclature of DNA ACTG 
(C: cytosine, G: guanine, A: 
adenine and T: thymine) 
with the 12 musical notes 
(C, C#, D, D#, E, F, F#, G, 
G#, A, A#, B), the sequence 
alignment algorithm could 
search similarities between 
several parts of the song 
until the chorus was found.  
This approach achieved 
a 74% accuracy in chorus 
detection and revealed that 
the mambo (the instru-
mental part of a salsa song) 
has a similar behavior with 
respect to the chorus.1

The Salsa Dataset 
was further modified by 
conducting an analysis to 
understand the topology 
of the songs.6 The analysis, 
performed using unsuper-
vised machine learning 

techniques such as k-
means and self-organizing 
maps, yielded unsatisfac-
tory results, meaning that 
the dataset needed an 
extension that included an-
notations. The annotations 
were done manually by an 
expert in the salsa genre. 
The expert rated nearly 
10,000 10-second audio 
fragments by associating 
the audio with its ability 
to enable dancing the way 
salsa songs are danced. 
This rating resulted in a 
percentage of salsa for each 
song fragment. Addition-
ally, the expert identified 
different genres in the 
audio fragment (from a 
list of 40 musical genres 
and subgenres typically 
related to salsa, such as 
salsa itself, guaracha, son 
Cubano, bolero son, bolero 
tradicional, son montuno, 
pachanga, merengue and 
guajira). By combining 
these multi-labeled an-
notations with the acoustic 
features of the song, the 
Salsa Dataset can provide a 
complex testing ground for 
supervised machine learn-
ing algorithms.6

Besides music classifica-
tion, another main task in 
MIR is the automatic com-
position of music. A formal 
system based on probabi-
listic parsers5 automati-
cally generated salsa music 
inspired by songs from the 
Grupo Niche,4 a famous 
Colombian salsa band. A 
Web-based tool to visualize 
and listen to the possible 
outcomes of the model was 
also implemented. This tool 
allowed the recognition of 
the patterns used by the 
band in their songs with the 
bass and piano scores of the 
generated song. 

Computational research 
on intangible cultural 
heritage contributes to 
the legitimation of local 
music as a valuable part 

Latin American researchers 
created the Salsa Dataset with 
more than 20,000 salsa songs, 
containing metadata and acoustic 
features, including the analysis of 
the entire wave for each song.
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an important investment of 
time and financial resourc-
es. To deal with such is-
sues, our group has worked 
toward creating language-
agnostic approaches as well 
as adapting and improving  
existing NLP techniques 
to local problems. In ad-
dition, we have focused 
on producing new state-
of-the-art NLP publicly 
available data and models 
in Spanish. Next, we briefly 

Nevertheless, the massive 
number of messages in the 
data stream, along with the 
noise they contain, create 
a number of difficulties for 
worldwide detection. The 
common solution used to 
date has been to learn from 
labeled data to identify 
user messages related to 
a real-time earthquake.2,12 
This approach does not 
scale well globally across 
countries and languages. 
Consequently, our group 
proposed a simple, yet 
efficient solution that, 
generally speaking, identi-
fies the unusual increase 
in the frequency of mul-
tilingual textual features 
related to earthquakes 
within the Twitter stream.10 
This method only requires 
a one-off semi-supervised 
initialization and can be 
scaled to track multiple 
features and thus, multiple 

present some of them.
Twicalli, a social seis-

mograph, and other crisis 
management tools. Timely 
detection and accurate 
description of natural 
disasters and other crisis 
situations are crucial for 
emergency management. 
This is challenging and 
important for our region, 
since one must rely on hu-
man observers appointed 
to specific geographical 
areas or on advanced in-
frastructure. In the case of 
earthquakes, geographical-
ly dense sensor networks 
are expensive. A viable inex-
pensive alternative to this 
problem is to detect events 
through people’s reactions 
in online social networks, 
particularly on Twitter.a 

a Microblogging and social net-
working service http://twitter.
com

S
OCIE TIES  AND 

IN D USTRIES 

are rap-
idly changing 
due to the 
adoption of 

artificial intelligence (AI) 
and will face deep trans-
formations in upcoming 
years. In this scenario, it 
becomes critical for under-
represented communities 
in technology, in particular 
developing countries like 
Latin America, to foster 
initiatives that are commit-
ted to developing tools for 
the local adoption of AI. 
Latin America, as well as 
many non-English speak-
ing regions, face several 
problems for the adoption 
of AI technology, including 
the lack of diverse and rep-
resentative resources for 
automated learning tasks. 
A highly problematic area 
in this regard is natural 
language processing (NLP), 
which is strongly depen-
dent on labeled datasets 
for learning. However, 
most state-of-the-art NLP 
resources are allocated to 
English. Therefore, creat-
ing efficient NLP tools for 
diverse languages requires 

Minding the AI Gap in LATAM
BY BARBARA POBLETE AND JORGE PÉREZ

Natural Language Processing  |  DOI:10.1145/3416969 

Our group has worked toward 
creating language-agnostic 
approaches as well as adapting 
and improving existing NLP 
techniques to local problems.
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in argumentation, we 
first determined the most 
important tasks and then 
developed machine learn-
ing methods to solve them. 
For example, we addressed 
the task of classifying raw 
text arguments into the cor-
responding “constitutional 
concept.” For instance, the 
raw text “the state should 
provide free education for 
all” should be assigned to 
the concept “right to educa-
tion.” This was challenging, 
given we had more than 
100 different constitutional 
concepts. Our best method 
achieved a top-5 accu-
racy of more than 90%.6 
We created a visualization 
for exploring the dataset 

crisis situations. Experi-
mental results validate our 
approach as a competitive 
open source alternative 
to leading solutions, with 
the advantage of working 
independently of language 
and providing worldwide 
scalability. An instance of 
this framework is currently 
available as Twicalli (http://
twicalli.cl) that provides 
visual “social seismograph” 
for the Chilean territory (as 
shown in Figure 1). Twicalli 
is used by the National 
Seismology Center in Chile, 
among other emergency 
response agencies nation-
wide. Furthermore, we are 
in the process of incorpo-
rating a novel machine 
learning-based model for 
automatically estimat-
ing the Modified Mer-
calli Intensity Scaleb of an 
earthquake,9 and detecting 
in real time other types of 
crisis situations.13

Political data and the 
Open Constitution Pro-
ject. In 2016, Chile went 
through a collective open 
process to establish the 
guidelines of what a new 
political constitution 
should consider. From a 

b https://www.usgs.gov/natural-
hazards/earthquake-hazards/sci-
ence/modified-mercalli-intensi-
ty-scale

technological point of view, 
an interesting aspect of 
the process was the use of 
digital platforms to collect 

the output of the delibera-
tive instances that included 
discussions produced by 
8,000+ small assemblies 
across the country. This 
resulted in a dataset of 
200,000+ political argu-
ments, which was openly 
published in a raw and 
anonymous form. This 
dataset was manually sys-
tematized through months 
of work. Hence, with the 
goal of making this process 
less time consuming, more 
objective, and scalable, we 
worked toward creating 
ways to automate at least 
parts of the systematiza-
tion. With the help of an 
interdisciplinary group 
of linguists and experts 

With the help of an 
interdisciplinary group 
of linguists and experts 
in argumentation, we 
first determined the most 
important tasks and then 
developed machine learning 
methods to solve them.

Figure 1. Twicalli interface showing a large earthquake in Chile on December 25, 2016 and its 
aftershocks. (Top right) Shows the frequency of earthquake-related messages per minute. (Left) 
Shows a heat map of geographical message density distribution. (Bottom center) Displays user 
messages. (Bottom right) Shows fine-grained geographical message navigation. Image courtesy of 
Jazmine Maldonado.

http://twicalli.cl
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/modified-mercalli-intensity-scale
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/modified-mercalli-intensity-scale
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/modified-mercalli-intensity-scale
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/modified-mercalli-intensity-scale
http://twicalli.cl


latin america      hot topics hot topics      latin america

NOVEMBER 2020  |   VOL.  63  |   NO.  11  |   COMMUNICATIONS OF THE ACM     63

7. Fortuna, P. and Nunes, S. A survey on 
automatic detection of hate speech in 
text. ACM Comput. Surv. 51, 4 (2018), 
85:1–85:30.

8. Garg, N., Schiebinger, L., Jurafsky, D. 
and Zou, J. Word embeddings quantify 
100 years of gender and ethnic 
stereotypes. In Proceedings of the 
National Academy of Sciences, 115, 16 
(2018), E3635–E3644.

9. Mendoza, M., Poblete, B. and 
Valderrama, I. Nowcasting earthquake 
damages with Twitter. EPJ Data Sci. 
8, 3 (2019). https://doi.org/10.1140/
epjds/s13688-019-0181-0

10. Poblete, B., Guzmán, J., Maldonado, 
J. and Tobar, F. Robust detection 
of extreme events using Twitter: 
Worldwide earthquake monitoring. 
IEEE Trans. Multimedia 20, 10, (Oct. 
2018), 2551–2561; doi: 10.1109/
TMM.2018.2855107.

11. Recursos, Grupo de Procesamiento de 
Lenguaje Natural, Universidad de La 
República; https://www.fing.edu.uy/
inco/grupos/pln/recursos.html

12. Sakaki, T., Okazaki, M. and Matsuo, 
Y. Earthquake shakes Twitter users: 
Real-time event detection by social 
sensors. In Proceedings of the 19th 
Intern. Conf. World Wide Web, Apr. 
2010, 851–860.

13. Sarmiento, H., Poblete, B. and Campos, 
J. Domain-independent detection of 
emergency situations based on social 
activity related to geolocations. In 
Proceedings of the 10th ACM Conf. Web 
Science, 2018; https://doi.org/10.1145/ 
3201064.3201077

14. Soares, F., Villegas, M., Gonzalez-
Agirre, A., Krallinger, M. and 
Armengol-Estapé, J. Medical word 
embeddings for Spanish: Development 
and evaluation. In Proceedings of 
the 2nd Clinical Natural Language 
Processing Workshop at ACL 2019.

15. Spanish Word Embeddings; https://
github.com/dccuchile/spanish-word-
embeddings

Barbara Poblete is an associate 
professor in the Department of Computer 
Science at Universidad de Chile and an 
associate researcher at the Millennium 
Institute for Foundational Research on 
Data, Santiago, Chile.

Jorge Pérez is an associate professor 
in the Department of Computer Science 
at Universidad de Chile and an associate 
researcher at the Millennium Institute 
for Foundational Research on Data, 
Santiago, Chile.

Copyright held by authors/owners. 
Publication rights licensed to ACM.

(http://constitucionabierta.
cl/), which was widely used 
by the public and press, 
providing a much needed 
transparency to such an 
important process (see 
Figure 2).

Two problems natu-
rally arise in the context of 
our work analyzing social 
and political discussions; 
that of incivility, or hate 
speech,1,7 and the now 
ubiquitous problem of 
bias against minorities.3,8 
Modern automatic tools for 
processing human-gener-
ated text should consider 
these issues as essential. 
However, these tasks are 
extremely challenging even 
for the English language. 
Specifically, our work has 
addressed how the lack of 
diversity in training data 
for hate-speech detection 
models induces an over-
estimation of their perfor-
mance in state-of-the-art 
approaches, and how this 
affects transferring this 
knowledge to other do-
mains,1 such as Spanish.

Spanish NLP resources. 
An issue we have con-
stantly faced, as have other 

researchers working with 
Spanish text data, is the 
lack of high-quality resourc-
es for developing, train-
ing, and testing models. 
Some LATAM and Spanish 
groups have been tackling 
this problem by system-
atically producing freely 
available NLP resources for 
the whole research com-
munity.4,5,11,14,15 One set 
of resources of particular 
importance are Word Em-
beddings trained from big 
corpora.5,14,15 Our group has 
also developed a Spanish 
pretrained model based on 
Neural Self-Attention4 that 
has improved the state of 
the art in many NLP tasks 
in Spanish. We hope more 
groups in Latin America 
can join efforts to produce 
resources to improve NLP 
research and applications.
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Figure 2. Interface of the website http://constitucionabierta.cl showing the distribution of the 
constitutional concept “right to education” in the 2016 Chilean Constitutional discussions dataset. 
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structures over the last 20 
years. Remarkable contribu-
tions have been made, many 
of them by Latin American 
researchers, forming an 
active and prolific com-
munity spread mainly over 
three Chilean universities, 
and branching from there 
to other universities in Chile 
and Latin America as well as 
to Europe, the U.S., Canada, 
East Asia, and Australia. The 
senior researcher at Univer-
sidad de Chile is Gonzalo 
Navarro; the groups at Uni-
versidad Técnica Federico 
Santa María and Universidad 
de Concepción are integrat-
ed by Diego Arroyuelo, José 
Fuentes-Sepúlveda, and Di-
ego Seco. Here, we describe 
three success stories with 
strong roots in the region.

Trees (particularly or-
dinal, cardinal, and binary 
trees) are a paradigmatic 
example of CDS success. 
After Jacobson’s seminal 
work,9 several ordinal tree 
CDS were presented, most 
achieving the 2n-bit lower 
bound for an n-node tree: 
only 2-bits per node, up to 
32x smaller than a pointer-
based representation! 

ress on balanced parenthesis 
sequences11 led to compact 
representations of planar 
graphs of e edges using only 
4e + o(e) bits,6 with direct 
applications in geographic 
information systems (GIS).7

The second success 
story is that of k2-trees,4 a 
compact representation 
of well-known quadtrees. 
Although originally designed 
to support fast navigation on 
Web graphs, their versatil-
ity allows one to support 
operations like variants of 
range queries on grid points, 
and use them in domains 
such as binary relations, RDF 
databases, raster and trajec-
tory data on GIS, and OLAP 
cubes in data warehouses. 
Even though k2-trees do not 
provide good theoretical 
guarantees, they usually 
perform well in practice. 
In a nutshell, they exploit 
large empty areas that arise 
in the adjacency matrix of 
usual graphs (or any binary 
matrix, in general), requiring 
less space when the binary 
matrix is clustered. For Web 
graphs, they require 1–3-bits 
per graph edge (that is, per 
non-empty entry in the ma-
trix), while supporting usual 
graph operations efficiently. 
A remarkable contribution 
was the support of direct and 
reverse neighbors within 
such space, whereas previ-
ous approaches needed to 
double the space. Conceptu-
ally, a k2-tree is obtained by 
recursively partitioning the 
matrix into k2 submatrices, 
which for k=2 resembles 
the quadtree partitioning. 

Within this bound, research-
ers supported, progressively, 
more tree operations. The 
most outstanding result in 
this line supports a striking 
set of over 25 operations in 
constant time for static ordi-
nal trees (sublogarithmic for 
dynamic trees).11 The key was 
the ability to translate all tree 
operations into operations 
on a sequence of 2n balanced 
parentheses (as former ap-
proaches), which are in turn 
supported by a single data 
structure of sublinear (o(n)-
bit) additional space: the so-
called range min-max tree.11 
This represented remarkable 
progress, as former ap-
proaches typically needed a 
separate data structure per 
operation, which is impracti-
cal. Indeed, this approach is 
practical: about 2.1-bits per 
tree node on average,1 with 
operation times within a few 
microseconds. For dynamic 
k-ary cardinal trees, the best 
result uses space close to the 
optimal, supporting a set of 
13 operations in constant 
time for k = O(log n)2 (sub-
logarithmic time for general 
k). Besides its independent 
theoretical interest, this 
motivated new results in re-
lated areas, for example, the 
construction of compressed 
text indexes.3 For dynamic 
binary trees, one can use 
optimal space and support 
tree operations in constant 
time (including insertions/
deletions), while associating 
values to tree nodes space-ef-
ficiently.2 Both features were 
not achieved jointly before. 
On a related line, the prog-

T
E CHN OLOGY 

E VOLUTION IS 

no longer keep-
ing pace with 
the growth of 
data. We are 

facing problems storing 
and processing the huge 
amounts of data produced 
every day. People rely on 
data-intensive applications 
and new paradigms (for 
example, edge computing) 
to try to keep computation 
closer to where data is pro-
duced and needed. Thus, the 
need to store and query data 
in devices where capacity is 
surpassed by data volume 
is routine today, ranging 
from astronomy data to be 
processed by supercomput-
ers, to personal data to be 
processed by wearable sen-
sors. The scale is different, 
yet the underlying problem 
is the same. 

Keeping data structures 
in fast memory has been the 
major workhorse of compact 
data structures (CDS), with 
enormous practical benefits, 
such as speeding up data 
processing and querying.10 
This has situated CDS at the 
forefront of research in data 

Three Success Stories About 
Compact Data Structures
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The need to store and query  
data in devices where  
capacity is surpassed by data 
volume is routine today.
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for raster representations 
based on CDS. Finally, since 
CDS aim at reducing mem-
ory transfers, they might 
help to design energy-aware 
algorithms. The maturity of 
the field will be key to face 
the data flood. 
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The tree obtained from this 
hierarchical subdivision is 
represented level-wise using 
bitmaps, avoiding the use of 
pointers. Operations on the 
tree are simulated using fast 
operations on the bitmaps. 
This also facilitates the addi-
tion of data to the tree nodes, 
which is used to augment 
the basic structure with, for 
example, integer values of a 
raster or OLAP cube. k2-trees 
have been used recently to 
support worst-case optimal 
joins in graph databases.12

The third success story 
regards the synergy between 
CDS and bioinformatics,5 ev-
idenced by an international 
collaboration project,a where 
Latin American research-
ers played a central role. In 
this context, the research on 
indexing highly repetitive 
text collections has provided 
outstanding results. These 
collections can be found nat-
urally in genomic databases 
(storing genome sequences 
of individuals of the same 

a BIRDS Project: Bioinformatics 
and Information Retrieval Data 
Structures Analysis and Design; 
http://www.birdsproject.eu.

species), versioned text col-
lections (for example, Wiki-
pedia), and software reposi-
tories (for example, GitHub). 
Classical compressed text 
indexes, such as FM-indexes, 
provide search functional-
ities using space close to the 
statistical entropy of the text 
collection, being insensitive 
to repetitiveness. Recently, a 
novel index, called r-index,8 
was proposed to exploit text 
repetitiveness. It uses space 
close to r, the number of 
runs (maximal substring 
consisting of a single 
character) of the Burrows-
Wheeler Transform10 of the 
text. A highly repetitive text 
yields a small r. Within O(r) 
space, the r-index supports 
a complete set of search 
functionalities in O(log (n/r)) 
time, n being the text length. 
Compared to the state-of-
the-art short-read aligner 
Bowtie,b the r-index typically 
uses less than 0.1 bits per 
base, whereas Bowtie uses 
4-bits per base, both having 
comparable running times. 

b Bowtie: An ultrafast memory-ef-
ficient short read aligner; http://
bowtie-bio.sf.net/.

The r-index is expected to be 
a breakthrough in the devel-
opment of a new generation 
of space-efficient bioinfor-
matic tools.

Today, space-efficient al-
gorithms and data structures 
have become a must. Initially 
unsuspected results have 
been accomplished over 
the years. The introduction 
of the Internet of Things, 
scientific initiatives (for ex-
ample, particle colliders and 
astronomical observatories), 
seismic/volcano monitoring 
systems, edge computing 
(which involves semi-auton-
omous devices with limited 
memory), and smartphone 
applications, among others, 
impose challenges to CDS. 
For instance, a new obser-
vatory in northern Chile 
is expected to generate 20 
terabytes of data every night. 
This challenges the ability to 
build CDS for huge amounts 
of data and handle data in 
streaming mode (so it can 
be queried as it is received). 
Similarly, supporting multi-
petabyte catalogs of satellite 
imagery and geospatial data-
sets, like the one by Google 
Earth Engine, is a challenge 

South American map graph.

http://www.birdsproject.eu
http://bowtie-bio.sf.net/
http://bowtie-bio.sf.net/
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LARGE, EXPENSIVE, COMPUTINGINTENSIVE research 
initiatives have historically promoted high-performance 
computing (HPC) in the wealthiest countries, most 
notably in the U.S., Europe, Japan, and China. The 
exponential impact of the Internet and of artificial 
intelligence (AI) has pushed HPC to a new level, 
affecting economies and societies worldwide. In Latin 
America, this was no different. Nevertheless, the use 
of HPC in science affected the countries in the region 
in a heterogeneous way. Since the first edition in 1993 
of the TOP500 list of most powerful supercomputing 
systems in the world, only Mexico and Brazil (with 18 
appearances each) made the list with research-oriented 
supercomputers. As of June 2020, Brazil was the only 
representative of Latin America on the list.

HPC represents a strategic re-
source for Latin American research-
ers to respond to the economical and 
societal challenges in the region and 
to cross-fertilize with researchers in 
the rest of the world. Nevertheless, 
the Latin American countries still lag 
behind other countries in terms of 
size and regularity of investments in 
HPC. The table here compares the 
HPC capacity of the BRICS countries, 
which together represent almost half 
of the world population. As a refer-
ence, in 2018, South Africa’s GDP was 
29.1% lower than Argentina’s and only 
11.2% higher than Colombia’s, the two 
countries in Latin America with largest 
GDPs after Brazil and Mexico. In spite 
of the overall picture described here, 
the landscape of the Latin American 
HPC ecosystem for science is promis-
ing, with many initiatives and out-
standing concrete results.

HPC in Latin America: The Cases 
of Brazil, Mexico, and Uruguay
Comparing the situation of HPC in 
three different countries in Latin 
America helps understanding the 
region’s distinctions, not only in terms 
of overall capacity, but also in terms 
of adopted policies for creating and 
operating this kind of scientific instru-
mentation systems. The presented 
examples are representative of other 
important initiatives in the region, for 
example, NLHPC in Chile, Tupac in 
Argentina, SC3UIS in Colombia, and 
CeNAT in Costa Rica.

In Brazil, the National Laboratory 
for Scientific Computing (LNCC) is the 
major player for HPC services to the 
scientific community. LNCC is a public, 
interdisciplinary research center with a 
mission-oriented approach to compu-
tational and mathematical modeling 
and simulation of complex problems. 
LNCC coordinates a network of 10 HPC 
centers (SINAPAD) funded by the Bra-
zilian Ministry of Science, Technology 
and Innovations (MCTI) (see Figure 1). 
The SINAPAD centers offer resources, 
training, and scientific portals9,11 to the 
Brazilian community.

The Latin 
American  
Supercomputing 
Ecosystem  
for Science

DOI:10.1145/3419977

BY ISIDORO GITLER, ANTÔNIO TADEU A. GOMES,  
AND SERGIO NESMACHNOW

http://dx.doi.org/10.1145/3419977


The Santos Dumont 
supercomputer at LNCC, 
Brazil (www.lncc.br). 

Cluster-UY at Massera 
datacenter, Uruguay 
(cluster.uy). 

The ABACUS Laboratory  
at CINVESTAV, Mexico  
(www.abacus.cinvestav.mx). 
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LNCC hosts Santos Dumont, which 
until June 2020 was the largest super-
computer dedicated to research in 
Latin America. With a performance of 
4.2 petaflops and a storage capacity of 
2.3 petabytes, Santos Dumont plays a 
central role in promoting high-quality 
research initiatives in Brazil.

The Santos Dumont supercom-
puter has housed more than 160 
peer-reviewed projects from institu-
tions spread throughout Brazil, which 
together have consumed more than 
500 million CPU hours, produced 
more than 300 scientific papers in 
scholarly articles in journals, and 
supported more than 60 Ph.D. gradua-
tions since its inauguration in August 
2016. An example of a strategic project 
on Santos Dumont is the computa-
tional modeling of key aspects of the 
operation of Sirius, the new fourth 
generation Brazilian synchrotron light 
source (see https://www.lnls.cnpem.
br/sirius-en/). Besides, Santos Dumont 
has fostered important international 
collaborations, such as in the rational 
design of Zika vaccine candidates.7 
The LNCC research staff also uses 
Santos Dumont’s capacity to develop 
high-impact projects, including the 
development of efficient computation-
al models that quantify the functional 
severity of coronary artery stenosis,3 
and the genome sequencing, at the 
beginning of the COVID-19 pandemic, 
of 19 viruses from different regions 
of Brazil, demonstrating the state of 
community transmission.

In Mexico, ABACUS, the Laboratory 
for Applied Mathematics and HPC at 
the Center for Research and Advanced 
Studies (CINVESTAV) exemplifies the 
diverse HPC initiatives grouped in the 
Mexican Network in HPC (REDMEX-
SU), whose main members are shown 
in Figure 2.

CINVESTAV is a public institution 

ranked within the top Mexican Nation-
al Research Centers and Postgraduate 
Education Institutions and through 
ABACUS and LANCAD a prime pro-
vider of HPC resources to the scientific 
and technological communities in 
Mexico. CINVESTAV has an outstand-
ing record regarding initiatives to 
foster interaction between academia, 
government, industry and society, in 
conjunction, with a very successful 
track of worldwide collaboration. ABA-
CUS houses one of the principal Latin 
American research supercomputers, 
placed 255th in the TOP500 list of July 
2015, with an updated total perfor-
mance of ~0.5 petaflops and a storage 
capacity of 1 petabyte.

Since 2016, ABACUS has supported 
scientific efforts to solve complex 
problems through collaborative work 
between different research com-
munities spread throughout Mexico. 
ABACUS has assisted more than 140 
research projects and over 250 aca-
demic articles. Examples of projects 
are: numerical simulation of vascular 
malformations in the brain; studies 
of racemization of molecular helices; 
numerical simulation of environmen-
tal hazards;6 sandpile simulations 
and applications;5 covering arrays 
and software testing; cryptographic 
algorithms; simulation of subatomic 
processes; simulation of astrophysical 
phenomena;4 and the ENERXICO Proj-
ect: Supercomputing and Energy for 
Mexico (see https://enerxico-project.
eu). Some projects have direct impact 
in daily life and industry, for example, 
the numerical simulation of volcanic 
ash dispersion near important air-
ports of the country and early warning 
systems for coastal floods.

In Uruguay, National Supercomput-
ing Center (Cluster-UY) is an initiative 
for operating a collaborative scientific 
HPC infrastructure to foster research 

Comparing the 
situation of HPC 
in three different 
countries in Latin 
America helps 
understanding 
the region’s 
distinctions, not 
only in terms of 
overall capacity, 
but also in terms 
of adopted policies 
for creating and 
operating this 
kind of scientific 
instrumentation 
systems.

GDP and investment in supercomputing in the BRICS countries  
(sources: World Bank, TOP500 List).

Nominal GDP 2018  
(millions of Dollars)

Entries in Top500 List

Nov. ’16 Nov. ’17 Nov. ’18 Nov. ’19

Brazil 1,885 3 0 1 3

Russia 1,658 3 3 3 3

India 2,719 5 4 4 2

China 13,608 171 202 227 228

South Africa 368 1 1 2 0

https://www.lnls.cnpem.br/sirius-en/
https://www.lnls.cnpem.br/sirius-en/
https://enerxico-project.eu
https://enerxico-project.eu
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centers are all members of the Mexican 
Network in HPC, which offers coordi-
nated HPC resources and training to 
diverse communities in the country.

Finally, in Uruguay a collaborative 
model has been applied. The benefits 
of this model are twofold: on the one 
hand, it allows implementing an egali-
tarian model for access to the provided 
services and incorporating users (scien-
tists, partners, companies) as real own-
ers of the Center; on the other hand, it 
provides a way to get the much-needed 
funds for operation, maintenance, and 
growth in small countries, where funds 
for research are scarce. This model can 
be replicated in other small countries 
in Latin America.

Networking in Support of 
Supercomputing Activities
Networking is also a crucial com-
ponent of collaborative efforts to 
build an ecosystem for science in 
Latin America, in particular for 
sharing HPC infrastructures among 
its countries. RedCLARA is a Latin 
American organization created and 
led by National Research and Educa-
tion Networks (NRENs), with the main 
goal of strengthening the develop-
ment of science, education, culture 
and innovation in the region through 
the innovative use of advanced net-
works (see Figure 4). Created in 2003, 
RedCLARA led, operated, maintained 
and developed several infrastructure 
projects to support research and 
education (ALICE, ALICE 2, the Bella 
Program), which allowed the creation 
of an advanced high-bandwidth net-

and innovation projects with high 
computing demands. The platform 
and services provided by Cluster-UY are 
available to all research and develop-
ment efforts by scientific institutions, 
academia, and public/private compa-
nies. Important institutions support 
the initiative, as described in Figure 3.

Cluster-UY applies a collabora-
tive self-managed and self-financed 
model based on work and support 
agreements, signed with institutions, 
organizations, and companies, to 
guarantee sustainability. Partnerships 
allow consolidating the collaborative 
model and are very valuable to open 
the Center to a wide variety of users, 
with special emphasis on promoting 
inclusive development in areas with 
social impact (health, education, re-
search for development, and so forth), 
under the “University of Development” 
model.8 The approach encourages 
and consolidates an open data model, 
closely linked to the ideal of collabora-
tive systems. Furthermore, an egalitar-
ian model is applied for access to the 
provided services. The same benefits 
are offered to all users. In turn, all 
users have the same responsibili-
ties regarding the correct utilization, 
maintenance, and updating of the 
platform and services.

Cluster-UY supported more than 50 
research projects that used more than 
11 million hours, produced more than 
250 articles, and supported 100 post-
graduate theses since 2018. Relevant 
projects have been developed using 
the computing capabilities of Cluster-
UY, including: the development of 

forecasting tools for renewable energy 
management in Uruguay (Energy);10 
socioeconomic analysis of short and 
long-term prices and the impact on 
welfare of low-income citizens (Econo-
my/Social Sciences); free and publicly 
available database of biomolecular 
simulations of SARS-CoV2 proteins 
(Bioinformatics, Institut Pasteur Mon-
tevideo & Cluster-UY);8 and analysis 
of dumping of La Teja oil refinery in 
Montevideo Bay (Environment/Sea Hy-
draulics/Water quality), among others. 
These projects have been significant 
contributions to the aforementioned 
research lines in Uruguay.

The aforementioned descriptions 
demonstrate different approaches 
have been applied for developing and 
operating HPC facilities in Brazil, 
Mexico, and Uruguay.

In Brazil, its territory size and 
federative political model led to dif-
ferent initiatives for fostering HPC in 
the country. Among them, the most 
prominent was SINAPAD. Initially de-
vised as a network of HPC centers with 
similar capacity, the SINAPAD gradu-
ally changed to a tiered model with the 
Santos Dumont supercomputer being 
its Tier-0.

Mexico has fostered different HPC 
public infrastructures according to 
specific regional research and tech-
nological needs. As a consequence, 
at least 10 HPC centers are housed in 
state universities, federal research cen-
ters, and National Council for Science 
and Technology (CONACYT) centers, 
among them four with computational 
capacities similar to ABACUS. These 

Figure 2. Main members of the Mexican HPC Network—REDMEXSU 
(www.redmexsu.mx).

Figure 1. The main centers of SINAPAD, Brazil  
(www.lncc.br/sinapad).

http://www.redmexsu.mx
http://www.lncc.br/sinapad
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nect the other Latin American coun-
tries with the main ring. In turn, the 
connection with Europe (via France 
and U.K.) is over 10Gbps, similar to the 
connection to the U.S. from Mexico.

International Research 
Collaborations
Latin America has a long tradition of 
international collaborations in areas 
related to e-Infrastructures for sci-
ence, including grid computing, cloud 
computing, and HPC. Because of the 
cultural ties between Latin America 
and Europe, a large part of these 
collaborations involved countries in 
these two regions. Noteworthy is the 
sequence of projects EELA, EELA-2, 

work, interconnecting Latin American 
NRENs and with NRENs worldwide. 
RedCLARA also supported other proj-
ects (ComGridLatAm, RISC, RICAP) in 
order to create a continental ecosys-
tem in accordance with the Advanced 
Computing System for Latin America 
and Caribe (SCALAC), a non-profit 
civil association that, as of June 2020, 
brings together nine countries in the 
region.

Regarding connectivity, the current 
situation of Latin America is that the 
main ring of the RedCLARA network 
(in orange in Figure 4), connecting 
Brazil, Chile, and Panama with the 
U.S., has a bandwidth of 100Gbps, and 
links from 500Mbps to 20Gbps con-

and GISELA, partially funded by the 
European Commission (EC), whose 
goals were to deploy and consolidate 
grid computing infrastructures pres-
ent in almost all Latin American coun-
tries, and connect them to similar 
European initiatives. Recently, a differ-
ent initiative from the RICAP project 
aimed at integrating Latin American 
e-Infrastructures (both HPC and feder-
ated clouds) in a sustainable network. 
The RICAP project coordinates its 
activities with SCALAC, agreeing to de-
ploy HPC calls for accessing comput-
ing resources via RedCLARA as one of 
their thematic services. Such initiative 
has been exercised during the COVID-
19 pandemic, when SINAPAD and 
SCALAC together have made available 
to researchers prioritized access to 
HPC and AI resources for pandemic-
related projects.

At the national level, Brazil has 
participated in international collabo-
rations on e-Infrastructure with the 
BRICS countries, the U.S., and Europe. 
With the latter, in particular, Brazil 
co-funded e-Infrastructure projects 
carried out by large consortia involving 
research centers and private compa-
nies, with MCTI funding the Brazilian 
partners, while the EC funded the 
European ones. In the area of cloud 
computing for science, the EUBra-
zil Cloud Connect project involved 
12 partners to produce technology 
for the federation of heterogeneous 
cloud infrastructures in Brazil and 
Europe, followed by others in this area 
(EUBra-BIGSEA, SecureCloud, and 
ATMOSPHERE). In the area of HPC for 
science, the HPC4e project brought 
together 13 partners in Brazil and 
Europe, aiming at going beyond the 
state-of-the-art in the required HPC 
simulations for wind energy produc-
tion and design, efficient combustion 
systems for biomass-derived fuels, and 
exploration geophysics for hydrocar-
bon reservoirs.

Mexico has been involved with 
advanced computing international 
collaborations through several 
projects, for example, at the Large 
Hadron Collider (CERN), at the HAWC 
Gamma Ray Observatory (Mexico)1 
and at the Pierre Auger Observatory 
(Argentina). Recently, the ENERXICO 
project builds upon the expertise of a 
consortium of 15 institutions distrib-

Figure 4. RedCLARA connections (www.redclara.net).  

Figure 3. Institutions supporting Cluster-UY, Uruguay. 

http://www.redclara.net
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ing, genomic analysis, astrophysics, 
climate models, smart cities, and digi-
tal agriculture, to mention a few. More-
over, situations like the COVID-19 
pandemic calls Latin America for agile 
collaboration arrangements—such as 
the one proposed by SCALAC—that 
cross institutional and governmental 
boundaries.
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uted between Mexico and Europe to 
deliver groundbreaking new energy 
solutions, from wind turbine simula-
tions to improve the efficiency of wind 
farms and make wind energy more 
competitive, to geophysics explora-
tion and oil reservoir modeling, to 
thermo- and fluid-dynamic processes 
of biofuel combustion for transporta-
tion. Mexican partners are develop-
ing exascale-ready application codes, 
among them, the first Smoothed 
Particle Hydrodynamics based code 
that has ever been elaborated for the 
numerical simulation of oil reservoirs. 
Furthermore, to reduce the uncertain-
ties, novel applications of AI are being 
implemented to mimic the acumen 
and experience of the experts who 
need to make an inference based on 
field characteristics.

Several international collaborations 
including Uruguayan partners have 
been developed at the National Su-
percomputing Center. Some relevant 
recent projects are: “Geophysics and 
cosmic rays detection using Hubble 
Space Telescope (HST)” (National 
Space Telescope, U.S.), to exploit dark 
images from HST for cosmic ray detec-
tor to analyze Earth’s external mag-
netic field, applying HPC and cloud 
computing, to complement measure-
ments from 93 geophysical obser-
vatories; Energy efficiency projects 
with LA/EU partners, ranging from 
machine learning for data analysis to 
design of new technologies for renew-
able energy sources; “Urban transport 
planning in smart cities” (LA/EU, 
Mexico/Cuba/Spain/France), studying 
and implementing methodologies for 
mobility planning in modern cities, 
applying computational intelligence 
and reliable/secure processing of 
large volumes of data, to assist users 
and authorities in mobility decision-
making (data collection, mobility 
patterns identification, route/frequen-
cies planning, sustainable mobility, 
traffic lights synchronization); and the 
already commented SYRAH-COVID 
initiative for building a free database 
of biomolecular simulations of SARS-
CoV2 proteins.

The Way Forward
The current situation of HPC in Latin 
America is very promising for develop-
ing new initiatives and strengthening 

existing ones for further growth of 
science and education.

Regarding infrastructure, the re-
gion counts with several platforms and 
centers that not only provide comput-
ing power, but also new-generation 
services for developing complex 
research projects. Many of the exist-
ing platforms support some degree of 
interconnection with similar ones in 
the continent, or even with larger plat-
forms in Europe and the U.S. These 
systems are focused on high-impact 
research efforts, especially those 
related with the current social and 
economic situation of the countries in 
this region. It is also expected that by 
the end of the year 2021, connectivity 
will be significantly enhanced by the 
installation of a new submarine cable 
connecting Europe directly to Latin 
America at 2Tb/s. This will foster col-
laboration and allow the development 
of new capabilities and the access of 
NRENs to additional HPC resources, 
using services provided by RedCLARA.

These are exciting times for HPC 
development, with exascale compu-
tational capabilities at the turn of the 
corner. There is a convergence under 
way; bringing together HPC and AI, 
along with data analytics (DA), in what 
may become the profile of a single, 
integrated system. What is manifest 
in recent years is that it is becoming 
difficult to reach specific research 
and technological goals without the 
interplay among these three technolo-
gies. Aligned with this trend, LNCC 
and members of the Mexican Network 
in HPC including CINVESTAV have re-
cently expanded their infrastructures 
to provide better support for AI-orient-
ed research.

All the advancement in these new 
integrated systems will trickle down 
to society through smaller systems 
that will incorporate landmark in-
novations developed in the way to the 
exascale era and allow researchers to 
collectively benefit from these new 
technologies. Latin American public 
and private centers for research and 
technology will certainly be using 
these new systems to solve highly de-
manding HPC numerical simulations 
of complex problems, running innova-
tive AI applications and confronting 
intricate DA challenges. Examples 
include those involving medical imag-

http://creativecommons.org/licenses/by-sa/3.0/
http://creativecommons.org/licenses/by-sa/3.0/


72    COMMUNICATIONS OF THE ACM    |   NOVEMBER 2020  |   VOL.  63  |   NO.  11

big trends

I
M

A
G

E
 B

Y
 C

E
N

T
R

O
 D

E
 I

N
V

E
S

T
I

G
A

C
I

Ó
N

 C
I

E
N

T
Í

F
I

C
A

 Y
 D

E
 E

D
U

C
A

C
I

Ó
N

 S
U

P
E

R
I

O
R

 D
E

 E
N

S
E

N
A

D
A

 

THE HEALTHCARE SYSTEM in Latin America (LATAM) 
has made significant improvements in the last 
few decades. Nevertheless, it still faces significant 
challenges, including poor access to healthcare 
services, insufficient resources, and inequalities in 
health that may lead to decreased life expectancy, 
lower quality of life, and poor economic growth.

Digital Healthcare (DH) enables the convergence 
of innovative technology with recent advances in 
neuroscience, medicine, and public healthcare policy.a 
In this article, we discuss key DH efforts that can help 
address some of the challenges of the healthcare 
a https://bit.ly/36l8J6O

system in LATAM focusing on two 
countries: Brazil and Mexico.

We chose to study DH in the context 
of Brazil and Mexico as both countries 
are good representatives of the situ-
ation of the healthcare system in LA-
TAM and face similar challenges along 
with other LATAM countries. Brazil 
and Mexico have the largest econo-
mies in the region and account for ap-
proximately half of the population and 
geographic territory of LATAM.11

Brazil and Mexico each have a 
government-run public healthcare 
system that is universal in Brazil and 
fragmented in Mexico. Most Brazil-
ians and Mexicans depend on the 
public healthcare system exclusively, 
and those who can afford it often 
pay for private health insurance. The 
demographics of Brazil and Mexico 
pose significant challenges to health. 
While life expectancy has experienced 
a significant increase in recent years, 
unhealthy lifestyles, poor environmen-
tal health, and low adherence to treat-
ments have shifted causes of mortality 
toward chronic diseases. Thus, Brazil 
and Mexico are experiencing an in-
creasing demand for uncompensated 
informal care that is higher than what 
is reported in developed countries;15 
lower diagnostic and treatment costs 
are urgently needed.

Research efforts on DH in Bra-
zil and Mexico involve a diversified 
composition of activities ranging from 
telehealth to mathematical modeling. 
Here we discuss several research proj-
ects showcasing how DH, using major 
computing science paradigms, may 
enhance the efficiency of healthcare 
delivery in a LATAM context.

Healthcare Analytics
Although healthcare analytics is a 
global trend,14 in LATAM it gains par-
ticular relevance given its specificities 
in demographic and socioeconomic 
aspects and in the adopted healthcare 
system. Healthcare analytics enables 
different projects tailored for the 
LATAM reality, such as the evaluation 
of public healthcare policies, big data 
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A young child undergoing music 
therapy using Bendable Sound. 
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system of almost 25,000 pregnant 
women. The results promote under-
standing of how the system is being 
used, its bottlenecks, and where they 
emerge, thus offering knowledge to 
build upon for better management 
and resource allocation.

Research using data-driven analysis 
and mathematical models to analyze 
epidemiological data has also been 
active in Mexico. One ongoing project 
led by the Institute of Research in 
Applied Mathematics and Systems at 
the National Autonomous University 
of Mexico (UNAM), including col-
laborations with the Mexican Min-
istry of Health, has explored the use 
of time-dependent epidemiological 
models to make reliable predictions 
on the evolution of influenza6 and the 
COVID-19 pandemics. Results indicate 
the potential of the sanitary measures 
in reducing outbreaks.

Overall, these projects contribute to 
evaluating public healthcare policies 
to eventually cope with healthcare 
disparities that are common in LATAM 
due to an unequal distribution of eco-
nomic income and assets.

AI for Healthcare
Artificial intelligence (AI) has shown 
a growing impact in key categories 
of healthcare mainly involving the 
screening and the early detection of 
different health disorders. Screening 
is a strategy adopted by health au-
thorities in order to identify a health 
problem at initial stages and enable 
early intervention. However, current 
methods used as the gold standard for 
screening present multiple limita-
tions including high false positive 
classification rate or using data that 
is subject to clinicians’ interpreta-
tion and often inaccurate and biased. 
Furthermore, due to having limited 
equipment in LATAM hospitals, spe-
cialized exams for screening includ-
ing imaging exams, like mammog-
raphy, magnetic resonance (MR) or 
computed tomography (CT) are hardly 
available; so there is a huge need for 
alternative low-cost exams.

Moving in this direction, a research 
project, developed by VisualLab at 
Fluminense Federal University (UFF), 
proposes thermography image pro-
cessing using AI techniques for breast 
cancer screening. Breast cancer is the 

analytics for public health research, or 
the data-driven analysis of the health-
care system.

An example of an ongoing project 
in Brazil for the evaluation of public 
healthcare policies is the assessment 
of the impact of hospital-based breast-
feeding interventions on infant health. 
Brazil has over three million births 
per year, 10% of which are premature 
births.b About 25% of the Brazilian 
hospitals implement at least one of 
the three initiatives that promote 
breastfeeding in maternal hospitals. 
This on-going project,3 led by the 
Institute of Scientific and Technologi-
cal Communication and Information 
in Health/Fiocruz with the National 
Laboratory for Scientific Computing 
(LNCC) and CEFET-RJ as partners, 
assesses the impact on neonatal 
mortality of breastfeeding programs 
(alone or in combination), in particu-
lar considering that breastfeeding 
offers newborns increased protection 
against infectious diseases.2 This as-
sessment is performed using spatial 
and temporal analyses that integrate 
epidemiological, statistical, and data 
science tools. To that end, the project 
analyzes more than 60 million deliver-
ies and about 320,000 neonatal deaths 
in maternity hospitals in Brazil for 
over 20 years to better understand the 
cost-effectiveness of the combined 
adoption of these public policies 
promoting breastfeeding. The results 
thus help define integrated guidelines 
for the future implementation of 
these initiatives.

Another ongoing project in Brazil 
focuses on data-driven analysis and 
it involves the evaluation of patient 
trajectories through the healthcare 
system by using time-varying graphs 
and process mining tools.12,13 To that 
end, this project, involving partner 
researchers from LNCC, the Fed-
eral University of Juiz de Fora, and 
the Brazilian Ministry of Health, 
comprises data of almost 60 million 
healthcare consultations or health 
procedures delivered to about 6.5 mil-
lion unique patients in the city of São 
Paulo over two years (2014–2015). In 
a case study, the project analyzed the 
trajectories through the healthcare 

b https://www.who.int/pmnch/media/news/2012/ 
201204_borntoosoon-report.pdf

Healthcare 
analytics, pervasive 
healthcare, and 
artificial intelligence 
solutions have 
lowered diagnostic 
and treatment 
costs to enhance 
the efficiency of the 
healthcare delivery 
in LATAM.

https://www.who.int/pmnch/media/news/2012/201204_borntoosoon-report.pdf
https://www.who.int/pmnch/media/news/2012/201204_borntoosoon-report.pdf
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leading cause of cancer deaths among 
women in Brazil and Mexico, reach-
ing almost 30% of cancer deaths in 
both countries. Since cancerous tissue 
temperature is generally higher than 
healthy surrounding tissues, thermog-
raphy has been considered a promis-
ing screening method for breast can-
cer detection, by generating images 
that reveal the heat distribution on the 
skin surface.9 VisualLab has developed 
image analysis methods to assess the 
risk of breast cancer, using dynamic 
infrared thermography,16 a method 
for monitoring the dynamic response 
of skin temperature after thermal 
stress. Breast images of UFF’s Univer-
sity Hospital patients were analyzed 
to build time series. Those tempera-
ture time series are then clustered 
by the k-means algorithm and evalu-
ated by clustering validation indices. 
Indices values are treated as features 
and submitted to a feature selection 
step. As the last step, classification is 
performed considering the feature 
vector for each patient. The method 
was tested with 1,400 images from 70 
different patients (35 healthy and 35 
with breast anomalies) acquired with 
a FLIR SC620 thermal camera. Among 
several classifiers, the best results 
were achieved by K-Star, obtaining 
98.57% accuracy using tenfold cross-
validation.17

The Neuroimaging Laboratory at 
Universidad Autónoma Metropolitana-
Iztapalapa, a leading group on image 
and signal processing for healthcare in 
Mexico, has also shown how image pro-
cessing can be used for the screening 
and monitoring of cognitive decline by 
identifying anatomical and functional 
connectivity of the brain from electro-
encephalogram recordings.1

As deep learning makes inroads in 
medical image processing, being able 
to explain the results of a machine 
learning algorithm—a field referred 
to as explainable AI, or XAI—becomes 
paramount and has become an im-
portant trend for DH systems. For ex-
ample, an ongoing project, developed 
by MídiaCom Lab at UFF, involves 
the use of AI for early detection of 
patients with mild cognitive impair-
ment (MCI)4 to promote early interven-
tions and avoid dementia. As patients 
attending public hospitals in Brazil 
usually do not have MR or CT imaging 

exams, the proposed dynamic deci-
sion model uses clinical data, includ-
ing symptoms and neuropsychological 
tests. Periodically an ML process is 
run and evaluates different kinds of AI 
techniques, combining discretization 
and balancing methods applied to the 
available patient dataset, in order to 
select an updated decision model with 
the best performance. The model was 
trained and tested with 319 patients 
from the Center for Alzheimer’s Dis-
ease at the Federal University of Rio 
de Janeiro, and the Center for Atten-
tion to Health of the Elderly at UFF, 
achieving 94% accuracy. In addition to 
indicating the diagnostic probability, 
the proposed decision model also 
informs the physician about which 
test results have most influenced the 
system decision and which additional 
tests can be made to increase diagnos-
tic probability.

Such projects illustrate how ML 
and image processing can be used for 
early, low-cost non-invasive breast can-
cer, Alzheimer’s, and MCI screenings 
in LATAM. The projects from Brazil 
are part of the research network of the 
National Institute of Science and Tech-
nology in Medicine Assisted by Scien-
tific Computing, covering a diverse set 
of activities related to DH.

Pervasive Healthcare
For more than a decade, pervasive 
healthcare (PH) research in LATAM 
has focused on the development and 
pilot-testing of pervasive sensing 
solutions, natural user interfaces, and 

remote care management. Several 
researchers have proposed mobile and 
wearable sensing platforms, involving 
either user or environment instrumen-
tation, to collect patient data that is 
relevant for clinical case assessment 
and could be used to train machine 
learning models for the early detection 
and diagnosis of different disorders 
and diseases. A recent trend is to use 
digital markers to quantify physi-
ological and behavioral data collected 
through wearable and mobile sensing, 
or through the tracking of interaction 
patterns with digital devices.

One example is an ongoing project 
from a Mexican autism network that 
has deployed the first living labora-
tory10 actively using PH technology in 
the everyday activities of a specialized 
school-clinic. The network is currently 
being led by the Ensenada Center for 
Scientific Research and Higher Educa-
tion (CICESE) and includes academic 
institutions like Centro de Enseñanza 
Técnica Y Superior University and 
UNAM, and different public and 
private schools located in northwest 
Mexico. This project explores if elastic 
displays can uncover force-related 
gestural interactions that can be used 
as a digital marker to support autism 
screening.

The elastic display BendableSound, 
developed at the Mobile and Ubiqui-
tous Computing Lab at CICESE-Mex-
ico, runs a 3D background of space-
based elements that play sounds when 
users touch them.5 A study of children 
with autism and neurotypicals who I
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niscence, cognitive games, and relax-
ation. It incorporates new knowledge 
from the user after each session of use. 
While following a somewhat limited, 
but personalized script, the robot can 
autonomously lead a therapy session 
with minimal conversation break-
downs. The robot has been evaluated 
with individuals with mild to moder-
ate dementia for the last three years 
in a geriatric residence. The results 
show older adults with dementia learn 
to interact with Eva with no previous 
training in one or two sessions. After 
nine weeks of using Eva, older adults 
significantly decreased their neuro-
psychiatric symptoms associated with 
dementia and increased their quality 
of life.8 Some of the technical chal-
lenges facing the widespread use of 
social robots for dementia include 
developing proper adaptation strate-
gies based on disease progression and 
inferencing user mood. In addition, 
the continuous use of a conversational 
agent could be used to assess the 
course of the disease and the effective-
ness of interventions through paralin-
guistic or verbal analysis.

These efforts represent projects 
showing PH can make digital health-
care solutions increasingly available in 
the homes, geriatric residences, and in 
the school-clinics in LATAM.

Challenges and Trends
DH research is representative in 
Mexico and Brazil due to the par-
ticularities of their demographics, 
culture, economic, and geographic 
territory. In this article, we showed 
how healthcare analytics, AI, and PH 
may improve their healthcare system. 
Here we discuss major challenges as a 
springboard for a new focus on DH in 
LATAM.

Health data collection is very chal-
lenging and expensive. The LATAM 
context imposes significant shortcom-
ings to collect and maintain large 
public datasets with consistent and 
reliable information. Current key chal-
lenges involve the homogenization 
of diverse levels of data quality and 
accuracy as well as the integration of 
data fragments from diverse sources. 
The key to showing the current value 
of such large datasets involves the 
challenging process of converting big 
data into valuable insights which may 

used BendableSound uncovered atypi-
calities in the amount of force and 
gestural interactions used by children 
with autism. Machine learning models 
using the more dominant features and 
the more relevant gestures show good 
performance in classifying children 
with autism from neurotypicals with 
97.3% of precision and recall.

Other research initiatives in LATAM 
have proposed the use of telemedi-
cine, social media, and crowdsourcing 
for remote care management, as Brazil 
and Mexico have large territories with 
remote rural and unplanned metro-
politan areas that are hard to reach. 
This research shows how PH can be 
used to improve patient-clinician 
communication and support remote 
patient monitoring. Telehealth con-
sultations, whose regulation faced a 
long history in Brazil and Mexico, was 
suddenly regulated in Brazil and was 
being offered to those socially isolated 
at home during the pandemic of 2020.c

PH research in LATAM has also 
been actively studying the use of natu-
ral user interfaces to support thera-
peutic interventions. Solutions range 
from the use of brain-computer inter-
faces to the use of gesture therapy,18 a 
term coined at the Robotics Lab at the 
National Institute for Astrophysics, 
Optics, and Electronics to reduce the 
gap between cost and accessibility, 
lowering therapeutic costs and lessen-
ing the burden of informal caregivers 
in LATAM.

A success story is the use of socially 
assistive robots (SARs) to assist in 
the care of older adults with demen-
tia. SARs are interactive, intelligent 
systems that employ hands-off social 
interaction strategies, including the 
use of speech, facial expressions, and 
communicative gestures, to assist in a 
particular healthcare context.

The robot Eva, developed at the Mo-
bile and Ubiquitous Computing Lab at 
CICESE-Mexico, is an open source SAR 
using conversational strategies for 
people with dementia as proposed by 
organizations such as the Alzheimer 
Association.7 Eva relies on knowledge 
about the user, including their capa-
bilities and preferences, to personalize 
and guide cognitive stimulation thera-
py using activities such as music, remi-

c https://perma.cc/EF7X-Y3PX

Socially assistive 
robots are 
interactive, 
intelligent systems 
that employ hands-
off social interaction 
strategies, including 
the use of speech, 
facial expressions, 
and communicative 
gestures, to assist 
in a particular 
healthcare context.

https://perma.cc/EF7X-Y3PX
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be limited due to the low number of 
cases, class imbalance, and nonuni-
form misclassification in current AI 
models. Risks associated with the 
tensions of collecting data in the lab 
versus in naturalistic conditions have 
resulted in solutions divorced from 
practical applications when working 
with real-world scenarios resulting in 
poor performance due to using unreli-
able data.

The feasibility of the collection of 
health data during everyday activi-
ties will only be possible through the 
use of innovative technology that 
individuals are using on a daily basis. 
This opens up opportunities for the 
creation of natural and intuitive forms 
of interaction and innovative devices 
to ease data gathering and the analysis 
of large datasets in naturalistic condi-
tions. Development challenges involve 
exploring novel input and output 
mechanisms through custom-built 
wearable and sensing devices, the use 
of natural user interfaces to mea-
sure novel gestural interactions, and 
techniques to indirectly infer health 
data. In LATAM, healthcare clinics and 
hospitals have limited equipment, 
making it difficult to deploy innovative 
technology without an appropriate 
information technology backbone; 
understanding what infrastructure 
and architectures are needed to use 
built-in sensors and innovative tech-
nology will help healthcare providers 
deal with troubles of upscaling and 
scalability.

Moreover, general DH solutions 
have not been developed to treat the 
diverse healthcare needs of Latin 
American citizens. Most DH solutions 
have typically offered a “one-size-fits-
all” solution in which personalization 
of healthcare services to the particular 
needs and capabilities of its patients 
has been largely neglected. A current 
trend in AI involves the development 
of predictive and adaptive decision 
models to be used in different health-
care scenarios. Applying a particular 
model to a different set of data will not 
be able to adapt itself; however, one of 
the main drawbacks of these models is 
that they do not take into account the 
context of its use and of that of their 
users.

Descriptions of the development 
and empirical study of DH in concrete 

scenarios are scarce and urgently 
needed. The actual deployment of DH 
in the healthcare system infrastruc-
ture poses a variety of social, cultural, 
legal, and policy-based issues. The ar-
ea’s average investment in healthcare 
is below that of developed countries.d 
In particular, clinical and computing 
methods for the development and 
evaluation of the impact of DH solu-
tions in concrete scenarios are also 
different. The low number of partici-
pants enrolled in pilot studies and the 
lack of replication studies have also 
reduced the possibilities of convinc-
ing clinicians and the pharmaceutical 
industry to invest in transforming DH 
solutions that come out of research 
projects into commercial products, 
and are also limiting research in 
healthcare analytics and AI.

At the time of writing, Brazil and 
Mexico, like the rest of the world, were 
facing the outbreak of the novel coro-
navirus (SARS-CoV-2). At the center of 
the resulting health, economic, and 
social crisis, an urgent call for actions 
on the application of information 
and communication technologies to 
healthcare has emerged, in addition 
to the more obvious demands for 
research on epidemiological surveil-
lance and models, drug and vaccine 
development, and multi-omics analy-
sis. Some initiatives are investigating 
the feasibility of detecting COVID-19 
through AI-based lung image analysis 
or how AI may accelerate the process 
of in silico drug design. These are just 
some examples out of many possible 
ones. Despite the hard outcomes, this 
crisis has put computing applied to 
healthcare in the front line, overcom-
ing a tipping point and boosting DH 
in Brazil and Mexico, with innovative 
technology playing a key role in en-
abling better and low-cost healthcare 
services and assistance.
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THE MILLENNIUM INSTITUTE for Foundational 
Research on Dataa (IMFD) started its operations 
in June 2018, funded by the Millennium Science 
Initiative of the Chilean National Agency of Research 
and Development.b IMFD is a joint initiative led by 
Universidad de Chile and Universidad Católica de 
Chile, with the participation of five other Chilean 
universities: Universidad de Concepción, Universidad 
de Talca, Universidad Técnica Federico Santa María, 
Universidad Diego Portales, and Universidad Adolfo 
Ibáñez. IMFD aims to be a reference center in Latin 
America related to state-of-the-art research on the 
foundational problems with data, as well as its 
a https://imfd.cl/en/
b http://www.iniciativamilenio.cl/en/home_en

applications to tackling diverse issues 
ranging from scientific challenges to 
complex social problems.

As tasks of this kind are interdis-
ciplinary by nature, IMFD gathers 
a large number of researchers in 
several areas that include traditional 
computer science areas such as data 
management, Web science, algo-
rithms and data structures, privacy 
and verification, information retriev-
al, data mining, machine learning, 
and knowledge representation, as 
well as some areas from other fields, 
including statistics, political science, 
and communication studies. IMFD 
currently hosts 36 researchers, seven 
postdoctoral fellows, and more than 
100 students.

We at IMFD are convinced the 
development of a science of data 
requires producing a virtuous 
amalgamation of all the aforemen-
tioned areas, in order to cope with 
ever-increasing societal demands 
for taking full advantage of available 
information. A dramatic example 
of such needs has been given to 
humanity by the current COVID-19 
pandemic, but there are clearly many 
others. At IMFD, we are carrying out 
several projects that aim to produce 
such interdisciplinary crossings. 
More importantly, we have worked to 
develop a common research agenda 
for the Institute, integrating the 
efforts of its members into interdis-
ciplinary teams whose goal is solving 
some fundamental problems in data 
science. Specifically, the research 
agenda of IMFD has been organized 
into five long-term and transversal 
emblematic research projects, each 
of which requires input from several, 
if not all, the research areas men-
tioned previously. These emblematic 
projects are:

 ˲ Data for the study of complex social 
problems. This project seeks to encour-
age the combination of methodologi-
cal strategies and techniques based on 
data analysis to develop novel diag-
noses about relevant socio-political 
issues.
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Research  
on Data
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each territorial enclave through com-
putational social science techniques 
like agent-based modeling, drawing 
key parameters from the four territo-
rial enclaves.

We currently are working on sever-
al lines of research in this project. In 
what follows, we explain one of them 
to exemplify the methodology men-
tioned earlier. In 2019, we designed 
and launched the “Monitor” project, 
which aims to produce a white paper 
each year on specific public policy 
challenges and their manifestations/
implications in/for each type of 
territorial enclave. Our first coordi-
nated fieldwork was conducted in the 
Quinteros bay area, one of the zones 
of environmental sacrifice in Chile. 
A sacrifice zone is a concept that 
emerged in the U.S. during Nixon’s 
presidency as a result of the installa-
tion of coal and nuclear power plants 
in Utah, New Mexico, Arizona, and 
Colorado. Today, a sacrifice zone is 
a term used by different scholars to 
characterize specific places where the 
population (generally poor) coex-
ists with industries whose activities 
are mainly based on coal, oil, gas, or 
nuclear energy. The aim of this field-
work was twofold. On the one hand, 
we conducted in-depth interviews 

 ˲ Development of systems for graph 
and network analysis. This project 
focuses on developing an efficient, 
correct implementation of standard 
languages to extract information 
from graph-structured data, as a way 
to retrieve valuable analytic informa-
tion from large networks of intercon-
nected data.

 ˲ Query answering methods for emerg-
ing requirements. This project seeks to 
develop theoretical foundations for 
information extraction tasks capable 
of integrating data management, 
data analysis, and machine learning 
techniques, while also making them 
scalable and verifiable.

 ˲ Explainable artificial intelligence. 
This project aims to develop new 
techniques that allow understanding 
of the inference processes of machine 
learning algorithms, where this under-
standing is embodied in the ability to 
provide explanations for learned pat-
terns, as well as to create higher-level 
abstractions and procedures based on 
them.

 ˲ Development of robust information 
structures. This project pursues un-
derstanding of whether it is possible 
to create systems that allow people 
to have a more-accurate, less-biased 
view of reality, and whether the 

volume of data generated by users 
in digital platforms can be used to 
obtain a clearer picture of the social 
uses and communication phenomena 
of the Web.

The goal of this article is to show 
the achievements of IMFD along these 
lines of research, as well as to briefly 
reflect on the future of the Institute.

Some Achievements of the Institute
Data for the study of complex social 
problems. To meet the goal of this 
project, we have been developing 
a methodology for gathering and 
maintaining thick data,c which is data 
gathered by using qualitative meth-
ods, and for combining such data 
with large online sources to study 
the socio-political and economical 
dynamics within Chilean territory. 
Such thick data is usually collected 
from surveys, so we have focused on 
four territorial enclaves in contem-
porary Chile that concentrate a host 
of sociopolitical and socioeconomic 
challenges related to crucial dimen-
sions of social life. Moreover, we 
have worked to produce prospective 
scenarios for public policy-making in 

c https://medium.com/ethnography-matters/
why-big-data-needs-thick-data-b4b3e75e3d7

Members of the Millennium Institute for Foundational Research on Data at a workshop held on Viña del Mar, Chile, in 2019.

https://medium.com/ethnography-matters/why-big-data-needs-thick-data-b4b3e75e3d7
https://medium.com/ethnography-matters/why-big-data-needs-thick-data-b4b3e75e3d7
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aimed at understanding how socio-
political dynamics are carried out in 
these zones, identifying key chal-
lenges for public policies, and under-
standing why these challenges are 
not addressed. On the other hand, it 
served us as a way of producing more 
input to address some of the research 
questions we are working on, such 
as how environmental sacrifice areas 
are created. Faithful to our thick-
data methodology, we combined this 
information with a large database of 
Chilean news about the area, in order 
to understand public opinion about 
zones of sacrifice. The results of this 
combination were promising; in par-
ticular, we have learned many lessons 
from them on how to combine thick 
data with online sources.

Development of systems for graph 
and network analysis. Graph databas-
es are a fast-growing technology for 
modeling data and extracting infor-
mation, in particular, because of the 
large number of applications where 
data can be naturally represented 
as a graph (as examples, consider 
social, crime detection, scientific, 
and bibliographic networks). This 
has created great interest from aca-
demia and industry in standardizing 
languages for extracting information 
from graph databases. The research 
background of our group, including 
several foundational papers in the 
area,6 as well as our participation in 
standardization processes, gives us a 
comparative advantage to become key 
actors in the future of graph database 
theory and practice.

The main goal of this project 
is to develop languages to extract 
information from graph databases. 
In particular, we aim to develop a 
full-scale graph database system 
that encompasses state-of-the-art 
techniques for all aspects of data 
management, from data storage 
and indexing to concurrent access, 
querying, and graph analytics, and 
which can deal with large volumes 
of data. To this end, we have consoli-
dated several lines of research, two 
of which will be discussed later.

Development of a standard graph 
query language. We actively led an ef-
fort between industry and academia 
to develop a standard graph database 
query language. As a result of this ef-

fort, we proposed the query language 
G-CORE,1 which fulfills three funda-
mental principles for graphing such 
languages: to have a careful balance 
between expressiveness and evalu-
ation complexity; to be composable 
(meaning that graphs are both the 
input and the output of queries), and 
to treat paths as first-class citizens. We 
are convinced that G-CORE will play a 
key role in shaping the future of graph 
query languages. In fact, the Interna-
tional Organization for Standardiza-
tion (ISO) has launched an initiative 
to standardize graph query languages; 
two members of IMFD are participat-
ing, and G-CORE is considered one of 
the role models.

Creation of efficient algorithms 
for query answering. Joins are the 
costliest operation in query process-
ing, and they have been the subject 
of intense research. Recent stud-
ies show that joins can be handled 
optimally by using appropriate data 
structures, which unfortunately are 
computationally hard to build.2 One 
of the central lines of research of this 
project is the development of new 
techniques to handle joins within 
compact space and with provable 
performance guarantees. In particu-
lar, we have developed an algorithm 
to process join queries over a com-
pressed representation of graphs 
and show that its running time is 
worst-case optimal,3 and we have 
shown how worst-case optimal join 
algorithms can significantly speed up 
the performance of the graph query 
language SPARQL,4 the standard 
query language for Semantic Web 
data. Moreover, we have explored new 
paradigms for answering queries over 
large volumes of data; in particular, 
we have studied the problems of 
enumerating, uniformly generating, 
and counting the answers to a query, 
proposing a simple yet general unify-
ing framework to investigate these 
fundamental algorithmic problems, 
in particular for the case of graph 
databases.5

Query answering methods for 
emerging requirements. As the 
requirements for data management 
systems continue to evolve at an accel-
erating rate, the diversity of proposed 
solutions addressing these require-
ments likewise continues to grow. 

IMFD aims to be a 
reference center 
in Latin America 
related to state-of-
the-art research on 
the foundational 
problems with 
data, as well as 
its applications to 
tackling diverse 
issues ranging 
from scientific 
challenges to 
complex social 
problems.
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from different angles, and to discuss 
ways in which all this work could be 
assembled toward the construction 
of more robust data management 
systems.

Explainable artificial intelligence. 
This project focuses its efforts on the 
development of new techniques that 
allow understanding of the infer-
ence processes behind some artificial 
intelligence (AI) algorithms, where 
this understanding is embodied in the 
ability to provide an explanation for 
such processes. Since the launching 
of our Institute, we have consolidated 
our progress into three main lines of 
research:

 ˲ Visual Query Answering, by devel-
oping an AI system capable of applying 
natural language to explain the rea-
soning behind the answer to a visual 
question.14 This has been enhanced 
recently through the incorporation 
of a common-sense knowledge base, 
with promising results.15

 ˲ Visualization, by exploring the in-
tersection between information visual-
ization and explainable AI techniques; 
in particular, the effect of different 
types of explanations on the reliability 
of AI systems, both in recommender 
systems16 and in document classifica-
tion systems. Our work in visualization 
is receiving special attention for medi-
cal applications.

 ˲ Social media, by focusing on the 
extraction of information from social 
media, with the aim of providing ex-
planations of when and why polarizing 
and controversial effects occur. In the 
work of this project, early detection 
of users’ stances, harassment detec-
tion, early fake news detection, and 
the study of polarization dynamics in 
social media occupy central roles.17,18

Development of robust information 
structures. This project focuses on 
two prominent information disorders; 
that is, problems that work against the 
development of robust information 
structures. These disorders are the 
spread of misinformation (for ex-
ample, rumors, conspiracies, hoaxes, 
and unverified news) and fabricated 
content (for example, “fake news,” 
propaganda) on online social net-
works, and hate speech and incivility 
on digital media.

The spread of misinformation. 
Informed by social scientific theories, 

While technology is rapidly advanc-
ing in sub-areas such as databases, 
machine learning, data analytics, 
information retrieval, privacy, and 
so on, the techniques developed are 
becoming increasingly specialized and 
divergent from each other. This proj-
ect aims to help unify those currently 
disparate techniques by looking into 
several specific directions.

The ultimate goal of our project is 
to provide theoretical grounds for the 
next generation of database systems, 
trying to make them more flexible, 
scalable, secure, and robust. We have 
started, however, by pursuing some 
objectives that are more at-hand, 
and that can be seen as the first steps 
toward our more ambitious goals. 
These first steps have been achieved 
by bringing together researchers with 
different expertise in areas relevant 
to the project and making them work 
in specific projects that contribute 
toward a particular unexplored aspect 
of data management and its relation-
ship with neighboring fields. Among 
others, we have started working on de-
veloping formal methods for verifying 
the semantics of query languages in 
systems like Coq;20 building and study-
ing languages for expressing analytical 
queries, like languages that combine 
features from relational and linear 
algebra;7 characterizing the expressive 
and computational power of modern 
neural network architectures, includ-
ing Transformers and Neural GPUs,13 
as well as Graph Neural Networks;8 
formalizing the notion of in-database 
classification of entities by developing 
and studying a framework that classi-
fies entities based on features defined 
as relational database queries;9 and, fi-
nally, building efficient algorithms for 
evaluating complex analytical queries 
over streams of data.10,11,12

An important stepping stone to-
ward the full realization of the objec-
tives of this project was the organiza-
tion of an international workshop, 
called Emerging Challenges in Data-
bases and AI Research (DBAI), in Santa 
Cruz, Chile, during November 2019.d 
The main objective of the workshop 
was to bring together a number of dif-
ferent communities to work on several 
of the problems mentioned here but 

d http://dbai2019.imfd.cl/

We carried out the 
first empirical study 
of public opinion on 
false news in Chile. 
This work outlines 
who spreads, and 
how they spread, 
false news in the 
country. 

http://dbai2019.imfd.cl/
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make the virtual world of data a contri-
bution to improve people’s lives.

Please join us on this ambitious 
project, IMFD is an open environment 
for collaboration!
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computational methods, surveys, 
and quantitative content analysis 
techniques, this research group 
continued examining the problem 
of the spread of incorrect informa-
tion on social media platforms with 
several projects that bring together 
computer scientists, communication 
scholars, and political scientists. We 
carried out the first empirical study 
of public opinion on false news in 
Chile.19 This work outlines who and 
how they spread false news in the 
country, among other issues related 
to disinformation. Also, via a proj-
ect funded by The Social Science 
Research Council (SSRC) on fake 
news on Facebook during elections, 
we have started studying elections 
in three countries in Latin America: 
Chile, Colombia, and Mexico. This 
project aims to characterize the scope 
and diffusion of fake news in Span-
ish-speaking countries with respect 
to verified news, and to delineate the 
threat of digital disinformation in the 
region. Finally, we launched a project 
that takes a social scientific approach 
to the study of exposure, beliefs, and 
sharing of conspiracies and fake news 
in Chile during the social unrest that 
started in October 2019. Using longi-
tudinal public opinion surveys, this 
project covered the social uprising 
and protests to study the sociodemo-
graphic, psychological, and media 
orientations that predict exposure to 
false information on social media.

Promoting healthy civic conver-
sations on online social networks. 
Through an interdisciplinary perspec-
tive, we are studying how conversa-
tions take place on social media. 
Research into the area of incivility and 
social networks is organized around 
three projects. The first one analyzes 
incivility in commentaries posted by 
users on news media websites. The 
second project aims to train a classi-
fier to tag comments and classify them 
as civil/uncivil, within a certain margin 
of error. The third project studies the 
relationship between the use of politi-
cal memes and the presence of incivil-
ity in Chilean Twitter accounts.

The Future
We mentioned in the introduction 
the current COVID-19 pandemic as 
a dramatic example of the role that 

data is taking in contemporary society. 
Besides the classical tasks such as de-
velopment of algorithms and tools to 
analyze data, deep debates have arisen 
on fundamental questions about data, 
such as its public availability; owner-
ship; auditability of the processes used 
to collect, curate, integrate, analyze, 
and publish data; balance between 
transparency and privacy, and the 
roles that states, universities, research 
institutions, private organizations, 
and the general public should play in 
such issues.

We are convinced IMFD must play 
a key role in these discussions at the 
Latin American regional level. In 
particular, scientific discoveries and 
technological advances at IMFD must 
be placed at the service of the develop-
ment of an integrated Chilean data 
infrastructure and governance. Hence, 
in the coming years, we will work on 
such development, paying special 
attention to the following five issues: 
to improve the ways in which data is 
collected by the Chilean government; 
to provide unified, integrated access 
to the data collected and the informa-
tion developed from it, which should 
include data curation, but at the same 
time be auditable; to define different 
degrees of access to such informa-
tion, taking into account the tension 
between transparency and privacy, as 
well as the different local uses of data; 
to improve the ways in which such 
information is analyzed, considering 
that such processes should be trans-
parent and auditable; and to make this 
infrastructure one of the first places 
where the algorithms and techniques 
developed in IMFD are applied.

The virtual world, and its most 
basic support, data, came to the 
forefront with the COVID-19 crisis. 
This new world is the goal of IMFD 
research in the immediate future. We 
are dedicated to helping build the 
global data governance system (that is, 
the technical and legal infrastructure), 
and the social, political, and ethical 
practices to be observed in the virtual 
world. Our Institute will follow closely 
how this new reality is transforming 
the material practices of areas such 
as health and education, human life 
research, digital automation of work, 
and environmental research. We will 
focus on the development of areas that 
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DESPITE BEING A poor and unequal country, Costa Rica 
has managed to close the gap in access to technology 
for its citizens, and it is now leading the way in the 
region. The country started the process of admission 
for the Organization for Economic Cooperation and 
Development (OECD) several years ago with reforms on 
laws, the creation of policies and the use of Computer 
Technologies to improve education, information 
access, financial markets, competitiveness, and a more 
open government. In May 2020, Costa Rica became the 
first Central American or Caribbean country invited to 
become an OECD member.

The OECD has almost 60 years of existence, and its 
members are many of the world’s more developed 
countries that work together to shape policies that 

foster prosperity, equality, opportu-
nity, and well-being for their citizens. 
Costa Rica will become the 38th mem-
ber, the fourth of Latin America.

Education and public investment, 
linked by the political career of a 
father and son, are part of the 
background that explains how Costa 
Rica’s accomplishment was possible 
in the Central America and Caribbean 
region’s complicated landscape for 
the development of computer 
technologies.

Central America and the Carib-
bean countries are the poorest of Latin 
America, which, at the same time, is 
the most unequal region in the world. 
“Costa Rica bets on education” is a 
common saying in the region, and 
dates back to the founding of the 
Second Republic in 1948, which after 
a civil war resulted in the abolition of 
the Armed Forces and a very strong 
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investment in public education. Fifty 
years later, the son of one of the main 
actors in that event (the political lead-
er José Figueres), President José María 
Figueres inaugurated in 1998 the first 
Intel factory in Central America that 
quickly began to assemble 33% of the 
microprocessors of the Celeron line.

Leading the Way
At that same time (1998) in the rest of 
the countries of Central America and 
the Caribbean the economy was still 
highly dependent on the production 
and export of fruits, and the clothing 
manufacturing industry was barely 
accommodating, when Costa Rica 
made the leap. Investment in technol-
ogy, infrastructure, and highly skilled 
labor (thanks to decades of support 
for education) attracted companies 
like Hewlett-Packard (HP) and oth-
ers to Costa Rica. The government 

decided that universal access to the 
Internet was the way to continue, 
and now, more than 20 years later, 
the harvest of that investment has 
become more evident.

Costa Rica’s National Learning 
Institute and the Technical College 
offer permanent computer courses 
for free, and people register aiming to 
find a job in the country’s technology 
industry. There are also many courses 
for computer programming, and the 
development of apps and software. 
There are bilingual courses such as 
Information Technological Support, 
and Computer Networking, that every 
day become more popular.

The high quality of public and 
private education systems is one of 
the country’s main offers to attract 
international investment. The most 
important in recent years are Con-
sumer Electronics (Noxtak, Matthews 

International), Contract Manufactur-
ers (Zollner Electronics, ClamCleat), 
Electronic Components (Electro-
technik) Engineering, Design Camp 
Software (INTEL Megalab, INTEL Na-
tional Instruments), Digital Services 
(Catalina, Cheetah Digital), Digital 
Technologies (GBT Technologies, 
Microsoft, NTT Data Inc.) and Engi-
neering Camp (Design: NCI Building 
Group, Smile Direct).4

Technology exportation is mainly 
focused to the U.S. and even though 
since 2011 they signed a Trade Agree-
ment with China, there is still not a 
significant increase in their market ex-
change with that country, nor presence 
of Chinese investment in Costa Rica 
or transcendent commercial relations 
with Asia. This clear site opportunity is 
conditioned by political tensions from 
internal and external groups that have 
even called to cancel the agreement.
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governments to begin the preparation 
of more qualified employees that can 
attract international investment, and 
considering that the World Bank and 
the International Development Bank 
are pushing for programs that can 
help move the existing clothing facto-
ries’ infrastructure and begin to create 
industrial parks for the manufacture 
of computer parts or the development 
of technology companies outside 
Costa Rica, the region still does not 
attract much international industrial 
technology investment.

There are many small investments 
focused on app development and com-
puter technology assistance for gov-
ernments or international programs 
in the region. Many new companies 
have been created mainly by young 
engineers that studied in the several 
universities in the region that started 
offering many bachelor’s and master’s 
degrees on computer programming, 
computer systems, mechatronics, and 
robotics 15 or 20 years ago. Many of 
them earned their bachelor’s degree 
in their homeland and then traveled to 
the U.S. for master’s and Ph.D’s.5

Computer technology development 
has been related more to academia 
and research than to productivity or 
investment. The region’s first comput-
er center was created in Cuba in the 
early 1960s and then Costa Rica had 
also the use of computers in the mid 
1960s in the National University. Both 
countries have maintained their tradi-
tion and currently offer strong Doctor-
ates in computer science, specially 
Cuba that this year in April organized 
a World Forum on Computer Technol-
ogy with the intention to strengthen 
the relationship with China and Latin 
American Universities and Scientific 
Centers.11

Puerto Rico, Dominican Republic, 
and the Bahamas also are pushing 
strong in their Ph.D. programs, and 
now almost all the countries have mas-
ter’s degrees for programing, TICs, 
or computer science. The problem 
remains that the economic sector does 
not have the capacity to correctly ab-
sorb all this high skilled workforce.

Most graduates get certified in the 
use of programs, because in the search 
for clients or a job, certifications are 
more profitable than masters. “Cours-
era” is one of the many platforms that 

San Jose, the country’s capital, was 
the host of the 43rd meeting of the In-
ternet Corporation of Assigned Names 
and Numbers (ICANN 43) in 2012; and 
the country has reaffirmed its posi-
tion in favor of a multi-stakeholder 
model of Internet governance in the 
International Telecommunications 
Union (ITU), and World Conference 
on International Telecommunications 
(WCIT) meeting in Dubai during 2012; 
the Internet Governance Forums (IGF) 
meetings in 2013–2016; and recent 
meetings of the Freedom Online Co-
alition (FOC).

The Costa Rican National Tele-
communications Development Plan 
(PNDT) 2015–2021 for populations 
in vulnerable conditions includes 
“Connected Communities” with a 
budget of $168 million, aimed to 
provide Internet services to public 
education and health institutions in 
184 districts throughout Costa Rica. 
“Connected Homes” with a budget of 
$100 million, for subsidized Inter-
net access to 140,000 households in 
states of poverty and extreme poverty 
(some 507,000 people), covering 
about 46% of Costa Rican households 
in state of poverty and extreme pov-
erty. “Equipping Public Centers” with 
a budget of $20 million, is a program 
that provides computers to public 
centers for people with disabilities, 
children, youth, elderly, indigenous 
people, and women who are heads of 
household and micro-entrepreneurs. 
“Connected Public Spaces” has a $10 
million budget to connect 240 public 
access points (hotspots) with free In-

ternet around the country. “Solidarity 
Broadband Network” targets public 
service centers that have higher con-
nectivity needs and aims to improve 
the speed/quality of their services. 
“ICT Population Empowerment” 
program improves digital literacy 
and focuses on education and online 
security. “National Teachers Train-
ing Program on ICTs” is a program 
to train teachers on using ICTs in the 
classroom and in return, teaching 
their students ICT use. “Technology 
Platform” program is designed to 
increase the use of digital technolo-
gies by children and young people at 
317 schools of the Ministry of Public 
Education.10

Technology in Difficult Terrain
Central America has a considerably 
smaller market and development of 
computer technology than the rest 
of Latin America. According to the 
OECD, the biggest investments are 
concentrated in Costa Rica (manufac-
ture of computer parts, representation 
of important worldwide companies), 
Panama (representation of important 
worldwide companies) and Guatemala 
(creation of new successful software 
companies).

The lack of development of com-
puter technologies in the Central 
American countries is due to their 
economic situation, given that few 
companies have the capacity or are 
willing to invest in such technologies. 
Even though many universities have 
started with mechatronic degrees 
and have created alliances with their 
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young engineers and programmers are 
using to certify themselves.

Another option is entrepreneur-
ship. According to the Manifest count 
down of the top 100 mobile app de-
velopers in Latin America (May 2020) 
Central America has 10 companies 
in that list: Gorilla Logic (Costa Rica), 
Hatchworks Technologies (Costa 
Rica), Modus Create (Costa Rica), 
Creativa Consultores (El Salvador), R/
Cs (Costa Rica), Applaudo Studios, 
Rootstack (Panamá), Paralleldevs 
(Costa Rica), Lionmane Software, Inc. 
(Guatemala) and Central American 
Software Services (El Salvador).13

These companies have some 
clients in their own countries that are 
pushing for an increase in the use of 
technologies in the population and 
the growth of e-commerce, however, 
most of their customers are outside 
Central America, that rely on them for 
app development at a lower costs.

Another important difficulty in the 
region is judicial security; few coun-
tries have approved laws to protect 
and incentive technology investment 
and business. El Salvador is about to 
approve new laws in that matter, and 
it has become so important that it was 
a key part in the political campaigns. 
If they do so, the country will match 
up with Guatemala, Costa Rica, and 
Panama that have important advances.

The Caribbean has these laws since 
1999 with the approval of the Electron-
ic Transactions Act of Barbados, that 
has been followed for 13 other island 
states. Another important law was 
the Electronic Communications and 
Transactions Act of Bahamas in 2003 
that was also created in the Cayman Is-
lands. And finally, the Electronic Com-
merce and Digital Signature Law has 
already been created in Dominican 
Republic and Puerto Rico. The growth 
of e-commerce and the expansion of 
computer technologies are pressuring 
governments to move faster in legisla-
tion.8

Fiber optic is still important in 
the region, but in 2019 there was a 
decrease of $8 million in comparison 
to the previous year. Costa Rica is the 
main importer along with Panamá, 
but last year they decreased their 
purchase in approximately 30% while 
Honduras, Guatemala and El Salvador 
increased them in more than 60%. 

The Caribbean has multimillionaire 
submarine optic fiber like the East 
Caribbean Fiber System (ECFS) that 
interconnects 14 eastern Caribbean 
islands. They are also looking to de-
velop, with the help of the World Bank, 
5G technology in the midterm. China 
is the most important supplier.6

Internet access has increased but it 
basically still moves through poverty, 
in 2018 and 2019 the migrant caravans 
of hundreds of thousands of Central 
Americans walking to the U.S. were 
registered through the cellphones of 
the people that lived in extreme pov-
erty but still managed to have a profile 
in a social network.

Social and Gender Inequality
Computer technology moves at quite 
different speeds in Central America 
and the Caribbean, and it is not always 
related to connectivity. The gender 
inequalities are evident and in coun-
tries like Honduras or Haiti men can 
have over three times mores access 
to technology than women living in 
rural areas. Even in countries with 
higher range for technology access like 
Costa Rica there has been a drop in 
the participation of women working in 
computer technology companies from 
almost a 40% of participation 10 years 
ago to less than 30% three years ago.8

Central American and Caribbean 
women have important responsibili-
ties over their shoulders, almost three 
of every five houses are supported by 
single women that do not have the 
money and cannot access credit to 
develop entrepreneurship companies, 
and is the reason why almost 70% 
of women work in the service or the 
clothing sector for very low salaries.

It is ironic but in comparison with 
other parts of the world, in Latin 
America women have a higher rate of 
attainment of master’s or doctorate 
degrees. They graduate but there are 
fewer spaces for them in the markets. 
Gender inequality has also made its 
way to the computer technology world 
in the region. Several universities have 
started to develop studies on Cyber 
Feminism to identify these inequali-
ties and to find ways to face them with 
economic and political changes that 
avoid the reproduction of the same 
historical behavior of other sectors.1

Cyber feminism in the region has 

Computer 
technology moves 
at quite different 
speeds in Central 
America and the 
Caribbean, and it is 
not always related 
to connectivity.
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wireless networks. Second-generation 
(2G) mobile/cellular networks cover 
most of the population, providing 
basic telecommunications (voice and 
text messaging) services. Increasingly, 
newer third-generation (3G), fourth-
generation (4G) and long-term evolu-
tion (LTE) mobile technologies that 
support mobile broadband Internet 
are being deployed. Internet access 
varies, in Haiti 11% of people are con-
nected, and in Barbados and the Ba-
hamas 80% are connected. There are 
great advances in computer technol-
ogy in Barbados, Trinidad and Tobago, 
Bahamas, the Dominican Republic, 
and Jamaica, which are countries that 
are increasing their investment in new 
software companies and presence of 
worldwide companies.

The World Bank is financing several 
programs to unify various investments 
in the different countries: “Internet to 
unify the islands” they assure. They are 
focusing on computer science, Inter-
net access, and engineering to develop 
a stronger market in the Caribbean 
and attract international investors to 
tourism, banking, and technology.

The World Bank’s Caribbean 
Regional Communications Infrastruc-
ture Program (or CARCIP, for short), 
is a program that aims to promote 
digital skills training and business 
development. The goal is to create jobs 
while strengthening the countries’ 
entrepreneurial base. With a well-
trained population and a solid digital 
infrastructure, the Caribbean could 
position itself as a destination for IT 
services. The project offers resources 
to train and certify young people in 
courses of study ranging from software 
and apps development to database 
management and Web development.12

Approximately 40% of the Caribbe-
an small States population still lacks 
access to the Internet, and affordabil-
ity remains a challenge even for those 
connected. The digital economy is 
expected to reach 25% of global GDP 
in less than a decade, making it one 
of the main sources of growth and 
job creation. Moreover, studies show 
a significant positive relationship 
between digital technology adoption 
and GDP growth.7

Many developing countries have 
made ambitious strides to take 
advantage of these opportunities. In 

also focus on using computer tech-
nologies to reduce the economical gap 
that affects more women than men. 
Projects like Women’s P2P Network 
in Haiti has created new markets for 
thousands of women that can reach 
new customers, find alliances, and 
built networks with women all over 
the country using voice commands 
to overcome illiteracy. Or KOFAVIV 
that helped gathered thousands of 
testimonies of women that had been 
victims and abused and were afraid to 
speak out. El Salvador and Nicaragua 
have created intensive programs to 
help poor rural women to get close to 
computer technologies and apply it in 
their daily activities.

In Guatemala, georeferencing is 
being used to alert on places with 
high numbers of attacks against 
women, and in Cuba is used to help 
single mothers to look for jobs. In the 
Dominican Republic, CIPAF is helping 
international and national compa-
nies to identify professional women 
specialized in computer technology to 
help them get jobs and are overseeing 
that salaries of men and women in the 
same positions are equal.

In the Caribbean, many govern-
ments are applying a sort of tax called 
the Universal Service that charge 
telecommunication and technology 
international companies and uses the 
resource to help people with the low-
est incomes to be able to access tech-
nology and education. Many of these 
programs are focused on helping girls 
to reduce social and gender inequality 
in technology access.

Unifying the Islands
In the Caribbean, development is 
more spread out than in Central 
America, but it is also a very unequal 
region. The nations (island-states) of 
the Caribbean region are scattered 
over an area of more than 27.5 mil-
lion square kilometers. These small, 
developing countries are mostly 
isolated from each other by the Carib-
bean Sea and Atlantic Ocean. As such, 
they have greater Internet connec-
tivity challenges than do mainland 
developing nations.2

The islands depend on submarine 
cable for Internet connectivity via a 
combination of fiber-optic, coaxial 
and copper cables, and fixed or mobile 

For the island-
states, digital 
connectivity 
has become as 
important as roads 
and electricity.
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underprepared to apply for employ-
ment for housework or to the technol-
ogy industry and live in countries that 
are struggling to become attractive to 
this kind of investment, or to develop 
computer technologies by themselves. 
Their possibilities of success vanish by 
the second.

Millions of young men and women 
are missing out on the technological 
development experienced in other 
regions of the world due to the lack of 
education and working opportunities. 
As in the Costa Rica example, educa-
tion and investment seem to be the 
keys that could allow Central America 
and the Caribbean to change their cur-
rent situation. 
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fact, many low to lower middle-in-
come countries have embraced digi-
tal technologies to transform public 
services and reduce transaction costs 
for their citizens. In the last years all 
the island-states in the Caribbean 
have been focusing on the creation of 
State programs and new laws to help 
the development of information and 
communication technologies (ICTs). 
Large and medium-sized enterprises 
generally have access to the Internet, 
but the adoption of advanced ICTs is 
low for all firms in these economies, 
and small and micro enterprises lag 
way behind. The backwardness in ICT 
adoption is exacerbated when only a 
small fraction of society has high con-
nectivity broadband. Only two of the 
24 jurisdictions surveyed appear to be 
without laws targeted at e-commerce: 
those are Cuba and Guyana (as of 
April 2020).3

For Grenada, St. Lucia, St. Vin-
cent and the Grenadines, broadband 
Internet access is a way to tie small, 
somewhat isolated island populations 
to each other and to the rest of the 
world. Fast, on-demand digital con-
nections to business opportunities, 
information, even to friends and rela-
tives is even more crucial when you are 
perched on a small island in the Carib-
bean Sea. For the island-states, digital 
connectivity has become as important 
as roads or electricity.

And while many Caribbean coun-
tries are now middle-income coun-
tries, unemployment rates have stayed 
high, above 20% in St. Vincent and 
the Grenadines and St. Lucia. Better 

broadband access should help the 
poorest to share the prosperity of their 
neighbors. This regional partner-
ship was kicked off with a workshop 
co-hosted by the Eastern Caribbean 
Central Bank (ECCB) and the World 
Bank. This was the first time ever such 
a comprehensive and holistic dialogue 
on the topic took place between the 
World Bank and regional/country 
partners.2

This engagement will build on the 
ongoing Caribbean Regional Com-
munications Infrastructure Program, 
supporting the deployment of over 
1,200km of terrestrial and submarine 
fiber-optic cables to strengthen digital 
connectivity in select Eastern Carib-
bean countries. It also complements 
the Grenada Digital Governance for 
Resilience project, approved by the 
World Bank Board in August 2019. The 
first Caribbean project of this nature 
seeks to enhance the efficiency, usage, 
and resilience of select government 
services in Grenada.

The Keys to Succeed
In 2020, the COVID-19 pandemic 
and the extended quarantine in the 
Central American and the Caribbean 
countries has brought a burst in the 
growth of e-commerce especially in 
the middle and the upper class, but 
it has meant a whole new series of 
problems for the poor (50% of the 
population) whom—for example—in 
most of these countries, have not had 
access for public education during the 
pandemic, and probably will not have 
for the remainder of the year. They are 
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WE USE THE term imaging sciences to refer to the 
overarching spectrum of scientific and technological 
contexts which involve images in digital format 
including, among others, image and video processing, 
scientific visualization, computer graphics, animations 
in games and simulators, remote sensing imagery, 
and also the wide set of associated application 
areas that have become ubiquitous during the last 
decade in science, art, human-computer interaction, 
entertainment, social networks, and many others. 
As an area that combines mathematics, engineering, 
and computer science, this discipline arose in a few 
universities in Argentina mostly in the form of elective 
classes and small research projects in electrical 
engineering or computer science departments. Only in 
the mid-2000s did some initiatives aiming to 

generate joint activities and to provide 
identity and visibility to the discipline 
start to appear. In this short paper, 
we present a brief history of the three 
laboratories with the most relevant 
research and development (R&D) ac-
tivities in the discipline in Argentina, 
namely the Imaging Sciences Labora-
tory of the Universidad Nacional del 
Sur, the PLADEMA Institute at the 
Universidad Nacional del Centro de la 
Provincia de Buenos Aires, and the Im-
age Processing Laboratory at the Uni-
versidad Nacional de Mar del Plata.

The Imaging Sciences Laboratorya 
of the Electrical and Computer En-
gineering Department of the Univer-
sidad Nacional del Sur Bahía Blanca 
began its activities in the 1990s as 
a pioneer in Argentina and Latin 
America in research and teaching in 
computer graphics, and in visualiza-
tion. The facility currently is staffed by 
six National Research and Technology 
Council (CONICET) fellows (Clau-
dio Delrieux, Alejandro Vitale, Felix 
Thomsen, Natalia Revollo, Marina 
Cipolletti, and Noelia Revollo), plus 
three postdocs and 13 Ph.D. candi-
dates, who are actively researching 
novel image analysis methods includ-
ing multifractality, complexity theory, 
and deep learning in the hope of 
generating breakthroughs in research 
contexts including three-dimensional 
(3D) medical images,1 3D shape 
analysis,2 biometrics,3 biomedical 
signal analysis,4 microscopy,5 remote 
sensing,6 satellite imagery,7 and 
environmental monitoring,8 while 
maintaining research and develop-
ment activities in scientific visualiza-
tion and computer graphics.

In Figure 1, we show novel 3D 
texture analysis techniques applied 
to brain MRIs in mild and moderate 
Alzheimer’s disease patients (and in 
comparison with a control population 
of subjects of similar age and condi-
tion). The proposed operators detect 
compromised areas of the subjects’ 
brains that correlate to their actual 

a www.imaglabs.org
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neurocognitive impairments, and are 
able to identify compromised areas 
even before the subjects actually 
experience any abnormality with high 
statistical significance.1 In Figure 2, 
we show the results of a demographic 
analysis of body shape and obesity, 
using inexpensive smartphones to 
acquire 3D body shapes. Specialists 
scanned a total of 250 people using 
LIDAR devices and measured them 
using standard anthropometric pro-
cedures. Also, we developed a deep-
learning-based photogrammetric 
procedure to compute point clouds 
from short-range videos taken with 
smartphones; the anthropometric 
measurements were similar in quality 
and accuracy to those obtained with 
LIDAR. An obesity and body-shape 
analysis of this population shows that 
Body Mass Index (BMI) and similar 
indices may be misleading, and our 

study proposes a different assessment 
strategy.3

Apart from these research activi-
ties, the Imaging Sciences Laboratory 
is a nationwide reference in I+D+i 
(Investigacion, desarollo, e innovacion, 
or research, development, and in-
novation) and technological transfer 
to other stakeholders. Since 2006, 
the lab has participated significantly 
in the development and deployment 
of innovative products for more than 
20 companies and institutions, and 
has been awarded several national in-
novation prizes. Among this group of 
applied projects, we note the develop-
ment of Agroinfintiy, an information 
management platform commissioned 
by the Chamber of Crop Producers 
of Bahía Blanca,b which includes the 
monitoring and productive assess-

b www.bcp.org.ar

ment of more than 200.000 sq.km. of 
agro-productive areas. This platform 
is able to register and process rel-
evant indicators from global scale to 
producer-focused scales, using satel-
lite and airborne imagery, weather 
information, and field observations, 
taking into account all the economic 
variables to elaborate a full recom-
mendation. The group is involved in 
several ongoing collaborations with 
internationally renowned groups, 
including the Zentrum für Virtual 
Reality und Visualisierung (VrVis) and 
Vienna University of Technology (TU 
Wien) in Austria, the Universidade 
Federal Rural de Pernambuco and 
Universidade Federal de Alagoas in 
Brasil, the Universidad de Valladolid 
in Spain, the University of Denver in 
the U.S., and several other national 
centers in Argentina. The group also 
regularly organizes graduate classes 

http://www.bcp.org.ar
http://IMAGLABS.ORG
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with invited professors from these 
and other internationally recognized 
research groups.

The PLADEMA Institute
The PLADEMA Institutec depends on 
the School of Sciences of the Univer-
sidad Nacional del Centro de la Pro-
vincia de Buenos Aires (UNCPBA), the 
National Atomic Energy Commission 
(CNEA) and the Scientific Research 
Commission (CIC) of the Buenos 
Aires Province. It began its activities 
in 1997, standing out for providing 
solutions to applied problems using a 
multidisciplinary approach, provid-
ing its main contributions in the 
areas of simulation, mathematical 
modeling, high-performance comput-
ing, and graphics computing. These 
fields apply cross-cutting method-
ological tools to tackle different 
problems using complementary ap-
proaches, fostering the development 
of novel solutions of great impact 
from the social and productive point 
of view at the local, regional, and 
national levels. Currently, PLADEMA 
has six research teams focused on 
specific topics. The whole team 
consists of more than 100 members 
(20 Ph.D.’s, 18 doctoral fellows, four 
support personnel, and more than 
60 interns). Three groups are actively 
working in image processing or com-
puter graphics: Yatiris, researching 
problems related to medicine, includ-
ing the processing of medical images; 
MediaLab, which specializes in com-
puter graphics, virtual reality, and the 
development of training simulators; 
and RedDot, which focuses on video 
analysis, computer vision, and signal 
processing. The main researchers 
of these groups are Marcelo Vénere, 
Alejandro Clausse, Ignacio Larra-
bide, Cristian García-Bauza, and Juan 
D’Amato.

Some results from the Yatiris 
team in image processing include: 
automatic segmentation in magnetic 
resonance imaging (MRI) and com-
puted tomography (CT) images for 
the detection and discretization of 
arteries and intravascular ultrasound 
images in order to perform hemody-
namic modeling, and the use of deep 
learning techniques to detect retino-

c www.pladema.net

Figure 1. Per-voxel statistical significance of different novel three-dimensional texture 
analyses and their correlation to different degrees of Alzheimer’s disease. The operators 
detect compromised areas in the subjects’ brains that correlate to their actual neurocogni-
tive impairments.1

Figure 2 (Left): A point cloud generated with handheld devices using photogrammetry and 
deep learning. (Right): A 250-person body shape and overweight analysis shows that BMI 
and similar indices may be misleading, and proposes different assessment strategies.3

Figure 3. Subway train simulators for the Buenos Aires city network.

http://www.pladema.net
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blastomas in ocular images.16 Interest-
ing advances were achieved in training 
areas with the implementation of an 
abdominal ultrasound simulator17 and 
the construction of anatomical tables 
for the teaching of anatomy.

The MediaLab team is a main-
stay within Argentina when it comes 
to work in computer graphics and 
virtual reality. Innovative techniques 
to achieve highly realistic modeling 
effects have been developed by the 
group for use in real-time applications 
and video games;18 also, a comput-
ing platform that allows the real-time 
management of multiple projection 
surfaces was built, based on which the 
first Cave Automatic Virtual Environ-
ments (CAVEs) were developed in Ar-
gentina; MediaLab’s multidisciplinary 
team achieved the successful CAVE 
implementation using Virtual Reality 
techniques. Interactive applications 
using video game concepts applied to 
the social and cognitive development 
of children with intellectual disabili-
ties also have been used at the lab to 
allow learning through play.19

Finally, the RedDot team special-
izes in real-time image processing 
applied to computer vision and 
security applications. Through the 
use of deep learning techniques, the 
team has developed algorithms able 
to monitor scenes and detect the 
behavior of certain objects.20 Solu-
tions have been implemented for 
urban traffic, movement of people, 
and detection of equipment failures 
in industrial plants.

PLADEMA is a strong actor in the 
transfer and development of ap-
plied technological products. Since 
2001, PLADEMA has implemented 
more than 30 innovative products for 
Ministries, other government entities, 
and private companies, winning many 
national innovation awards. A good 
example of this kind of applied project 
is the development of a simulator 
covering the entire subway network 
of the city of Buenos Aires to train the 
drivers of subway trains how to handle 
system failures (Figure 3). Training 
with the simulator enables drivers 
to practice solving various types of 
faults on a varied set of trains, within 
a simulated virtual environment that 
emulates real processes. The project 
faced great technological challenges at 

the national and international levels, 
including the accurate modeling of the 
physical behavior of the trains, simula-
tion of the movement of large crowds, 
representation of many kilometers of 
tunnels and tracks, and of the geom-
etry of more than 100 railway stations. 
Furthermore, everything must work in 
real time.

The implementation of the RUBIKA 
platform is another success story that 
includes the construction of nine 
CAVEs, installed at different institu-
tions in our country, along with the 
development of software packages 
for training in several areas, such as 
teaching in petroleum engineering 
careers, and the design of nuclear 
power plants (Figure 4). The goal was 
to design, build, and fully develop a 
local solution for several applications 
with the same quality as its interna-
tional equivalents, taking advantage 
of working with local knowledge and 
lower costs. This required solving 
complex technical challenges con-
cerning the hardware and software 
that make up the environment using 
low-cost projectors so the device can 
be easily maintained, and required the 
development of a software platform 
with substantial added value in terms 
of calibration, distributed processing, 
and optical corrections. The structure 
has to allow the adjustment of the four 
surfaces (three walls and the floor) 
and the calibration of the projectors 

to ensure that the projected images 
are less than one pixel in error. Each 
surface is handled by a separate com-
puter, and all four processes must run 
synchronously. Finally, the position 
of the user’s head must be detected in 
real time to generate the correctly cor-
responding projection.

PLADEMA keeps close collabora-
tive relationships with internationally 
well-known groups and with several 
R&D institutions in Argentina. Also, 
the institute regularly holds postgrad-
uate classes given by professors from 
these and other outstanding research 
groups. PLADEMA is also a bench-
mark for local and regional training 
offers, especially regarding the imple-
mentation of academic proposals 
such as technical and short careers, 
which are planned and designed to-
gether with government and business 
stakeholders, such as the Municipal-
ity of Tandil City and the Chamber of 
Companies of the Computer Pole of 
Tandil (CEPIT).

The Image Processing Laboratory
The Image Processing Laboratory 
(PILab) is part of the Institute of Sci-
entific and Technological Research 
in Electronics (ICYTE)d of the Uni-
versidad Nacional de Mar del Plata 
(UNMdP) and CONICET. It started in 
1987 as part of the Image Analysis and 

d https://icyte.conicet.gov.ar

Figure 4. RUBIKA is a software and hardware platform that generates immersive virtual 
environments for training. 

https://icyte.conicet.gov.ar
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is not always direct.9,10 The PILab is 
developing theoretical advances in 
this direction, defining color morpho-
logical operators in a novel fuzzy color 
space (Figure 5).11,12 The automatic de-
sign of w-operators in gray levels and 
in color space is not only a theoretical 
approach of the lab, but these tech-
niques also are being used to develop 
medical applications.13

2. Deep learning models for seg-
mentation and knowledge discovery in 
medical images. From previous experi-
ence in discovering knowledge from 
data clustering using fuzzy systems,14 
the new challenge regarding this para-
digm is to be able to answer important 
questions about networks based on 
deep learning. Many of these ques-
tions have not been analyzed in the 
research literature. This research will 
allow us to study in depth the type of 
knowledge that can be extracted from 
answering questions such as:

 ˲ Is it possible to use the data rep-
resentation contained in the internal 
parameters of the networks to extract 
interpretable knowledge?

 ˲ What is the meaning of these pa-
rameters, and how can we take advan-
tage of them to extract knowledge?

 ˲ What does the internal data of the 
network describe regarding the prob-
lem addressed?

 ˲ How are changes in the input data 
reflected in the internal parameters of 
the networks?

3. Tracking moving objects in 
image sequences. Object tracking 
systems in image sequences have been 

Coding Group (COANIM) of UNMdP, 
which later was dissolved since most 
members moved to the private sector. 
The remaining members created the 
Image Processing Group in the early 
1990s. This group was strengthened 
with the addition of CONICET and 
CIC fellows, later formally becoming 
the PILab.

Since its creation, PILab has been 
nourished by numerous scholar-
ships of all kinds, undergraduate 
students, CONICET and CIC Doctoral 
Scholarships, always maintaining a 
high number of junior participants 
(currently 50%). More than half of 
the scholarship holders come from 
abroad, mainly from Ecuador and Co-
lombia. Argentine scholarship holders 
typically decide to join as CONICET 
fellows, thus staying at the lab. The 
PILab currently has 20 members: eight 
seniors (Virginia Ballarin, Juan Pas-
tore, Guillermo Abras, Eduardo Blotta, 
Agustina Bouchet, Marcel Brun, Diego 
Comas, and Inti Pagnucco), two post-
docs, six Ph.D. candidates, and four 
interns. Its initial area of expertise was 
mathematical morphology, pioneer-
ing this topic in Argentina. Over time, 
the lab’s goals shifted to the develop-
ment of applications in medical imag-
ing. Currently, three main research 
approaches coexist at the lab:

1. Design of color morphological 
operators and fuzzy morphological 
operators. Color is a very important 
visual feature in computer vision and 
image processing. The extension of 
grayscale image algorithms to color 

Figure 6. Sperm motility tracker software.

Figure 5. W-operators of the math-
ematical color morphology using diffuse 
definitions of color spaces: example of 
erosion and dilation applied to a color im-
age. (a) Original color image. (b) Situation 
of the representative crisp colors in the 
RGB color space. (c) Volumes of colors 
in the 0.5-cut for the fuzzy colors yellow, 
blue, green, and gray obtained from the 
Voronoi diagram in the RGB cube. (d) 
Dilation. (e) Erosion.

(a)

(b)

(c)

(d)

(e)
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restricted to rigid objects. The image 
sequences from biological experimen-
tation do not fit these models, which 
is why the PILab has increased its re-
search efforts in tracking objects with 
other modes of movement, develop-
ing efficient methods to segment and 
quantify these objects.15

Apart from these research activities, 
the PILab has participated in vari-
ous technological transfer initiatives 
ranging from fingerprints restoration 
for the Argentine Forensic Anthropol-
ogy Team (EAAF), and DNA Images 
for Human Identification software 
for the Mar del Plata Human Genetics 
Foundation, to Sperm Motility Tracker 
software (Figure 6) for the Biological 
Research Institute (IIB).

The group maintains close col-
laboration with internationally 
renowned groups, including the 
College of Engineering of Texas A&M 
University, U.S.; the Image processing 
Lab of the Instituto de Matemática e 
Estatística of the Universidade de São 
Paulo, Brazil; the CEATIC Center for 
Advanced Studies in Communication 
Technologies of the Universidad de 
Jaen, Spain, and the Uncertainty and 
Imprecision Modelling in Decision 
Making group of the Universidad de 
Oviedo, Spain. The PILab also main-
tains close collaboration with local 
centers of excellence to which the 
PILab transfers technology, such as 
the Institute of Biological Research 
(IIB-CONICET), the Plant Physiol-
ogy Laboratory of the INTA Balcarce, 
and especially with the Institute of 
Research in Technology and Materi-
als Science (INTEMA).

Joint Activities and Conclusion
Aiming to gain visibility as a dis-
cipline, these three groups jointly 
sponsor other activities which include 
the organization of a yearly School 
and Workshop in Imaging Sciences 
(ECIMAG),e and a joint Ph.D. program 
in medical imaging. The ECIMAG was 
held from 2008 until 2014, after which 
the financial situation of the scientific 
communities in Argentina suffered a 
huge shortage. During these years, the 
event was organized by universities in 
some of the major cities of Argentina, 
including Buenos Aires, Tandil, Bahía 

e www.ecimag.org

Blanca, and Santa Fe. Apart from regu-
lar paper and poster presentations, 
the school would bring between two 
and four renowned invited professors 
from international research centers 
to deliver intensive courses focused 
on advanced topics related to image 
processing.

During these events, it became 
apparent that medical imaging was 
an important common research topic 
of the three research groups, while 
all three faced similar difficulties in 
developing Ph.D. programs in the 
area, due to the lack of critical mass 
in faculty. For this reason, a project 
for developing a joint Ph.D. program 
in the topic was presented and finally 
approved. In late 2018, the degree was 
opened at the Universidad Nacional 
del Sur, obtaining official accredita-
tion from the corresponding Ministry 
Agency (CONEAU). Currently there are 
three candidates in the program at 
that university, with other candidates 
submitting applications. During 2019, 
the degree was opened at the Universi-
dad Nacional de Mar del Plata and the 
Universidad Nacional del Centro de la 
Provincia de Buenos Aires, and their 
respective accreditations are due in 
the months to come.

While the field of imaging sciences 
started as a fringe area in engineer-
ing departments, it has matured and 
developed into a discipline in its own 
right in Argentina, as evidenced by 
the accomplishments of the three 
research groups. In spite of financial 
limitations, the groups have grown in 
research, development, and extended 
collaborations internationally, mak-
ing the future of imaging science in 
Argentina look bright indeed. 
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C O M P U T I N G  T E C H N O L O G Y  H A S  become pervasive and 
with it the expectation for its ready availability when 
needed, thus basically at all times. Dependability is 
the set of techniques to build, configure, operate, 
and manage computer systems to ensure that they 
are reliable, available, safe, and secure.1 But alas, 
faults seem to be inherent to computer systems. 
Components can simply crash or produce incorrect 
output due to hardware or software bugs or can 
be invaded by impostors that orchestrate their 
behavior. Fault tolerance is the ability to enable a 
system as a whole to continue operating correctly 
and with acceptable performance, even if some of its 
components are faulty.3

Fault tolerance is not new; von Neumann himself 
designed techniques for computers to survive faults.4 

The premiere conference in the area, 
the IEEE/IFIP International Confer-
ence on Dependable Systems and 
Networks (DSN), held its 50th edition 
in 2020. In Latin America, the first 
edition of the Brazilian Symposium 
on Fault-Tolerant Computers (SCTF) 
was held in 1985 and took place for 18 
consecutive years. In 2003 it evolved 
into the Latin American Symposium 
on Dependable Computing, which has 
since been held in multiple countries. 
Today, research groups are firmly es-
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tablished, and premier international 
events have been held in the region, 
such as DSN in Rio de Janeiro in 2015, 
the ACM Principles of Distributed 
Computing (PODC) conference in 
Mexico in 1998, and the IEEE Inter-
national Symposium on Reliable 
Distributed Systems, which has been 
held twice in Brazil, in Florianópolis in 
2004, and in Salvador in 2018, among 
others.

The first research efforts on de-
pendable computing in Latin America 

were focused on aerospace systems. 
Safety is a dependability property that 
ensures that a system is capable of 
avoiding catastrophic consequences. 
It must be assessed for applications 
that perform life- or material-critical 
tasks and is thus a strict requirement 
of aerospace systems. Established in 
São Paulo, Brazil, in the early 1960s, 
the National Institute for Space 
Research (INPE) has since fostered 
research in multiple fields includ-
ing space, climate, and computer 

science. At the same time, the aero-
space industry took large strides in 
Brazil, which included the creation 
of airplane maker Embraer. It is no 
coincidence that the first SCTF was 
held at INPE in 1985, chaired by Ald-
erico Rodrigues de Paula Jr., who led 
the project that developed the fault-
tolerant computer launched with the 
SCD-1 satellite in 1993.a

a http://www.inpe.br/scd1/site_scd/historico.
htm (Portuguese)

http://www.inpe.br/scd1/site_scd/historico.htm
http://www.inpe.br/scd1/site_scd/historico.htm
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sively addressed in research in LATAM, 
ranging from theoretical foundations 
to system engineering and tools.

In the computability and complex-
ity theory realm, handling faults, 
either by masking or recovering from 
them, brings additional challenges 
in algorithm design, especially when 
systems are distributed, not only in 
understanding computability limits 
such as the impossibility of solving 
certain fault-tolerant problems, but 
also to proposing, analyzing, and prov-
ing solutions for problems such as 
distributed consensus, renaming, and 
mutual-exclusion, to cite a few. Thus, 
a great deal of research in LATAM 
has been dedicated to the search for 
appropriate system models, data, and 
control structures to handle these 
basic fault-tolerant problems.

At the system and networking 
management level, other challenges 
arise. Today systems are widely distrib-
uted, concurrent, mobile, and often 
involve the composition of heteroge-
neous components, usually requir-
ing autonomous coordination and 
monitoring. Several pieces of research 
in LATAM addressed these challenges, 
proposing new approaches to handle 
typical problems such as distributed 
diagnosis, message broadcast, and 
failure detection, among other prob-
lems. Furthermore, theoretical as well 
as practical approaches to modeling, 
reasoning, and implementing adap-
tive and self-adaptive dependable 
systems in such complex distributed 
scenarios have been proposed, aiming 
for autonomous properties such as 
self-optimization, self-organization, 
and self-management.

The overall challenges and main 
topics addressed in dependable com-
puting research in LATAM are shown 
in the accompanying figure.

A Non-Exhaustive Look into Results
Some of the early dependability 
projects developed at INPE included 
robustness testing of satellites, 
including altitude and orbit control, 
for which data mining was applied 
to detect anomalies. Space software 
was also a major subject, such as the 
field investigation of errors on space 
software requirements, done in coop-
eration with Emilia Villani from the 
nearby Institute of Aeronautical Tech-

Since then, research in dependable 
computing in Latin America (LATAM) 
has covered many topics, including 
hardware, software, and communi-
cations, from both a practical and 
theoretical perspective. This article 
gives a general view of LATAM research 
in the field and highlights some main 
results. Please note that we have set 
up a Web page with an accompanying 
bibliography.b

An Overview of Dependable 
Computing Research in LATAM
The development of dependable 
systems requires a combination of 
fault prevention and fault tolerance 
techniques to achieve the desired level 
of reliability, availability, and safety, 
among other attributes. As such, a 
major focus of research in LATAM 
has been the design of hardware and 
software fault-tolerant architectures to 
protect systems against faults, either 
accidental or malicious, comple-
mented by dependability assessment 
analysis. Code inspection, model-
checking, and testing have been widely 
applied on various LATAM projects, 
and model-based testing has some-
times been used to generate test cases. 
Special attention has been devoted to 
fault injection techniques, not only 
to dynamically verify the efficacy of 
fault-tolerant mechanisms, but also to 
estimate parameters used in analytical 
models for quantitative evaluation.

On the other hand, architecting 
dependable systems usually requires 
the understanding and construction 
of basic common building blocks or 
patterns to be reused across multiple 
application scenarios. Replicating 
servers over computer networks is one 
of those building blocks commonly 
applied to improve the reliability and 
availability of distributed services—
the so-called state machine approach. 
At the core of this approach are basic 
problems such as consensus, group 
communication, group membership, 
and failure detection. The actual 
characteristics and behavior of the 
underlying communication networks, 
computers, system software, applica-
tions, and users impose a myriad of 
distinct challenges for solving these 
problems, which have also been exten-

b http://www.inf.ufpr.br/elias/BibDepLA.html

Replicating 
servers over 
computer 
networks is one 
of the building 
blocks commonly 
applied to improve 
the reliability 
and availability 
of distributed 
services.

http://www.inf.ufpr.br/elias/BibDepLA.html
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nology. INPE also fostered projects 
on integrating model checking and 
model-based testing for industrial 
software development. The Brazilian 
pioneer in this field is Eliane Martins 
(UNICAMP, Brazil), who has led several 
projects on dependable computing in 
cooperation with INPE, in particular 
with Ana Maria Ambrosio and Fátima 
Mattielo-Francisco. One of their 
projects on a Test Environment with 
Fault Injection by Software (ATIFS)c 
proposed the combination of confor-
mance testing with fault injection. 
They also worked on the automation 
of specification-based test case gen-
eration for communication systems, 
and effective testing strategies for the 
interoperability and robustness of 
real-time embedded software. Com-
bining model-driven engineering and 
model-based testing has been recently 
explored to cope with dynamically 
evolving systems, with the contribu-
tion of Leonardo Montecchi.

Earlier work on fault injection 
for dependability validation was 
developed by Martins with Jean Arlat 
(France). That work included the 
development of estimators of the 
coverage of fault-tolerant mecha-
nisms computed using statistical 
analysis of data obtained with fault 
injection. Later, Martins also worked 
on fault injection strategies based 

c http://www3.inpe.br/atifs/ (Portuguese)

on reflective programming and on 
patterns. With Regina Moraes (UNI-
CAMP), Henrique Madeira (Portugal), 
and Marco Vieira (Portugal), they 
proposed a strategy based on fault 
injection for risk assessment. A Java 
framework to specify fault-loads 
for fault injection campaigns was 
proposed by Taisy Weber and Sergio 
Cecchin (UFRGS, Brazil). They also 
developed the FIONA tool, a fault in-
jector for dependability evaluation of 
Java-based network applications.

The development of dependable 
software based on exception handling 
mechanisms was pioneered by Cecilia 
Rubira (UNICAMP), who has worked 
on different aspects of this problem. 
A comparison of exception han-
dling techniques for object-oriented 
software with Alessandro Garcia 
(PUC-Rio, Brazil), Alexander B. Ro-
manovsky, and Jie Xu (U.K.) is highly 
cited. An architectural approach for 
effectively representing and analyz-
ing fault-tolerant software systems 
has been proposed with Rogerio de 
Lemos (U.K.) that relies on exception 
handling to tolerate diverse types of 
faults. Rubira has worked with An-
drea Bondavalli (Italy) on the depend-
ability of dynamic software product 
lines (SPLs) and SPLs for supporting 
fault-tolerant composite services.

An evaluation of air traffic control-
ler workloads considering manned 
and unmanned aircraft systems is 

one of several projects on the safety 
of critical cyber physical systems by 
João Batista Camargo (USP, Brazil). 
Other projects include anomaly detec-
tion in railway and subway systems. 
As confidence in safety analysis is 
essential, Camargo has proposed 
practical analytical approaches to 
increase confidence in systems based 
on programmable logic devices, and 
on safety-critical software.

The TANGRAM-II tool for modeling 
system performance and availability, 
which has been widely used in both 
academia and industry worldwide, 
was developed by Edmundo de Souza 
e Silva (UFRJ, Brazil). Among his many 
contributions are strategies to com-
pute availability and performability 
measures of repairable computer 
systems using randomization.

Armando Castañeda and Sergio 
Rajsbaum (UNAM, Mexico) are well-
known for their work on the theo-
retical foundations of fault-tolerant 
distributed systems. Together with 
Achour Mostefaoui and Michel 
Raynal (France) they investigated the 
conditions that identify sets of input 
vectors for which it is possible to solve 
consensus despite the occurrence 
of up to t process crashes, extended 
later with Roy Friedman (Israel) to the 
relationship of asynchronous agree-
ment with error-correcting code. In 
collaboration with Idit Keidar (Israel), 
Rajsbaum investigated the cost of solv-

Topics of dependable computing research in Latin America.

http://www3.inpe.br/atifs/
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tion with his previous Ph.D. students 
Alysson Bessani (Portugal), Eduardo 
Alchieri (UnB, Brazil), and the late Lau 
Cheuk-Lung, they proposed relevant 
algorithms and tools for distributed 
systems that tolerate Byzantine faults. 
DepSpace is a system to improve the 
dependability of tuple spaces. Con-
nectivity requirements for solving 
Byzantine consensus with unknown 
participants was studied with Fabiola 
Greve (UFBA, Brazil).

The well-known BFT-Smart sys-
tem for state machine replication 
was proposed by Alchieri together 
with Bessani. With Fernando Pedone 
(Switzerland) they have investigated 
strategies to boost the concurrency of 
parallel state machine replication.

Raimundo Macêdo (UFBA, Brazil) 
proposed the concept of causal blocks 
to represent group message order-
ing. Based on this concept, with Paul 
Ezhilchelvan (England) and Santosh 
Shrivastava (England), they proposed 
the early and well-cited fault-tolerant, 
general-purpose Newtop protocol 
for partitionable and overlapping 
process groups, as well as pioneering 
mechanisms for flow control in group 
communication. The investigation of 
mobile process groups with virtual syn-
chrony was an innovative contribution 
with Flavio Assis-Silva (Brazil). Distinct 
prominent aspects of consensus have 
been investigated: such as mobile 
systems with Michel Hurfin (France) 
and Nadjib Badache (Algeria); general 
agreement framework with Hurfin, 
Raynal, and Frederic Tronel (France); 
and adaptive message patterns with 
Hurfin, Mostefaoui, and Raynal. Macê-
do addressed adaptive failure detection 
in asynchronous systems and the use of 
neural networks and Simple Network 
Management Protocol for adaptive 
detectors with his supervised student 
Fabio Ramon (Brazil).

Macêdo proposed alternative 
hybrid distributed system models 
that welded both synchronous and 
asynchronous assumptions under 
the same framework, initially with 
his Ph.D. student Sérgio Gorender 
(Brazil), and later with Raynal and 
Gorender. Group communication and 
simulation tools in this hybrid model 
have been developed in the Ph.D. 
thesis of Allan Freitas (Brazil). Macêdo 
also proposed the partitioned-syn-

ing consensus in failure-free execu-
tions. A recent innovative result is on 
generalizing linearizability to interval-
linearizability, allowing specifications 
of concurrent problems. Robotics has 
also been a topic of recent research, 
including an investigation of robots 
under the Asynchronous Luminous 
Robots model operating in look-com-
pute-move rounds in connection with 
shared-memory wait-free algorithms. 
Together with Pierre Fraigniaud 
(France) and Corentin Travers (France) 
they initiated the study of runtime 
distributed monitors, which while 
monitoring the correctness of the 
underlying system, tolerated failures 
of the monitors themselves.

Castañeda in his Ph.D. work 
studied the renaming problem, in 
which processes start with unique 
input names from a large space and 
must choose unique output names 
taken from a smaller name space. 
This corrected a result of a paper that 
had won the 2004 Gödel Prize on the 
topological structure2 of asynchronous 
computability and showed that the 
solvability of the renaming problem 
in asynchronous systems depends on 
whether the number of processes is a 
power of a prime number. Castañeda 
won the Best Student Paper Award 
at PODC 2008, and the paper was 
included in the ACM list of Notable 
Computing Books and Articles of 
2012.The Babel file system is a soft-
ware defined, massive, scalable and 
fault-tolerant distributed storage 
system developed by Ricardo Mar-
celín Jiménez (UAM, Mexico). Babel is 
a middleware for managing repli-
cated databases, based on Paxos, and 
includes several innovations. Early 
research in Brazil on dependable 
distributed systems started perhaps 
with Rogerio Drummond (UNICAMP), 
who with Ozalp Babaoglu (then in the 
U.S.) published seminal work on clock 
synchronization, as well as the “Streets 
of Byzantium” paper on implement-
ing reliable broadcasts in distributed 
systems with broadcast networks.

It was a Brazilian researcher, Joni 
Fraga (UFSC, Brazil), who coined the 
term “intrusion tolerance” in 1985. 
The term has been adopted worldwide 
and became truly popular years later 
with the growth of the Internet and 
related security problems. In coopera-

The development 
of dependable 
systems requires 
a combination of 
fault prevention 
and fault tolerance 
techniques to 
achieve the desired 
level of reliability, 
availability, and 
safety.
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routing strategy for the Internet led 
to the development of connectivity 
numbers, which are centrality metrics 
that reflect network node connectivity, 
proposed with Jaime Cohen (UEPG, 
Brazil). The two also proposed paral-
lel algorithms for cut trees, a very 
relevant combinatorial data structure. 
Recent work includes a strategy to 
improve the dependability of cloud 
systems based on replicating the cloud 
manager itself. With Rogerio Turchetti 
(UFSM) and Edson Camargo (UTFPR), 
they have investigated the dependabil-
ity of programmable/virtualized net-
works, including the usage of network 
function virtualization technologies 
to implement in-network distributed 
services, including failure detectors, 
reliable and ordered broadcast, and 
consensus.

Conclusion
To conclude, we must remark that 
the article is far from exhaustive, not 
only in terms of results of the research 
groups mentioned, but also because 
there are many other groups that 
could not be discussed due to space 
restrictions. In particular, security is 
a dependability attribute and there is 
a very large number of groups work-
ing in that field. Most of the research 
groups presented here are at universi-
ties that are forming a good number of 
young researchers who are very enthu-
siastic about dependable computing 
research. The future looks bright! 
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chronous model with Gorender, and 
some problems have been addressed 
under this model like failure detec-
tion, mutual-exclusion, and with his 
supervised students Marcos Ramos, 
Anne Blagojevic, and Wellington Silva, 
Byzantine failures.

Self-manageable distributed system 
protocols inspired by the feedback 
control theory, where protocol’s objec-
tives can be modified and controlled at 
runtime, were also innovative contri-
butions by Macêdo and his supervised 
students. The Ph.D. theses of Alirio Sá 
(Brazil), Freitas, and Sandro Andrade 
(Brazil) have applied these principles 
to QoS-based self-configuring failure 
detectors, self-manageable group 
communication, adaptive Byzantine 
replication, and self-adaptive software 
architecture design. Finally, an initial 
effort to secure IoT-based cyber-physi-
cal human systems against collabora-
tive attacks has been undertaken with 
Sathish Kumar, Bharat Bhargava, and 
Ganapathy Mani (U.S.).

Multiple other groups have worked 
on diverse aspects of dependable dis-
tributed systems. Improving the preci-
sion of failure detectors using time se-
ries to predict communication delays 
was proposed by Ingrid Jansch-Porto 
(UFRGS, Brazil) with Raul Ceretta 
(UFSM, Brazil). Ceretta has led mul-
tiple projects on security and has had 
a partnership with the Universidad de 
Paraguay for more than 10 years. The 
Impact Failure Detector, which takes 
into account both process relevance 
and confidence in the system to assess 
the state of monitored processes, was 
proposed by Cláudio Geyer (UFRGS, 
Brazil) with Luciana Arantes (France) 
and Anubis Rossetto (IFSUL, Brazil). 
In cooperation with Pedone, Fernando 
Dotti (PUCRS, Brazil) has worked 
on several aspects of parallel state 
machine replication, also in coopera-
tion with Odorico Mendizabal (UFSC). 
Among the several relevant results of 
this fruitful cooperation is the Byzan-
tine fault-tolerant atomic multicast 
strategy proposed with Bessani. The 
dependability of streaming systems 
has been investigated by Andrey Britto 
(UFCG), with Christof Fetzer (Germa-
ny). Britto’s main focus is on security. 
Total order broadcast and consensus 
have been investigated by Luiz Buzato 
(UNICAMP). Together with Islene 

Garcia (UNICAMP) they have proposed 
relevant strategies for checkpoint and 
rollback.

Dynamic distributed systems with 
unknown participants have been 
investigated by Greve, including failure 
detection and eventual leader elec-
tion in evolving mobile networks in 
cooperation with Arantes. A consensus 
algorithm for systems with unknown 
participants in shared memory was 
developed with Catia Khouri (IFBA, 
Brazil) and Sébastien Tixeuil (France). 
Also, with Tixeuil, Greve has investigat-
ed the knowledge connectivity versus 
synchrony requirements for consensus 
in unknown networks. A solution to 
the group priority inversion problem 
in the timed asynchronous model 
was proposed by Greve in cooperation 
with Francisco “Fubica” Brasileiro 
(UFCG, Brazil), Emmanuelle Anceaume 
(France), and Hurfin. Earlier, Greve and 
Brasileiro, with Mostefaoui and Raynal, 
in a seminal work proposed consensus 
in one communication step. Brasileiro, 
with Livia Sampaio (UFCG), proposed 
an adaptive process ordering module 
to improve the performance of adaptive 
indulgent consensus protocols. The 
implementation of fail-silent nodes for 
distributed systems was an early work 
of Brasileiro with Neil Spears (U.K.).

Working on the frontier of dis-
tributed systems and networking, 
Elias P. Duarte Jr. (UFPR, Brazil) has 
proposed with Luis Bona (UFPR) the 
VCube virtual topology for distrib-
uted systems. VCube is a hypercube 
when all processes are correct, but as 
processes fail and recover the struc-
ture reorganizes itself, keeping several 
logarithmic properties. The topology 
was first introduced in the context of 
distributed diagnosis with Takashi 
Nanya (Japan). Multiple distributed 
algorithms have been proposed for the 
VCube, including reliable broadcast 
and distributed mutual exclusion with 
Luiz A. Rodrigues (UNIOESTE, Brazil) 
and Arantes, and a publish-subscribe 
algorithm, with Pierre Sens.

Duarte has also worked on the diag-
nosis of dynamic partitionable general 
topology networks and comparison-
based diagnosis. Results include a 
survey covering 30 years of research 
in this field, as well as a nearly op-
timal algorithm for general topolo-
gies. The search for a fault-tolerant 
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THEORETICAL COMPUTER SCIENCE is everywhere, for 
TCS is concerned with the foundations of computing 
and computing is everywhere! In the last three 
decades, a vibrant Latin American TCS community has 
emerged: here, we describe and celebrate some of its 
many noteworthy achievements.

Computer science became a distinct academic 
discipline in the 1950s and early 1960s. The first CS 
department in the U.S. was formed in 1962, and by 
the 1970s virtually every university in the U.S. had 
one. In contrast, by the late 1970s, just a handful of 
Latin American universities were actively conducting 
research in the area. Several CS departments were 
eventually established during the late 1980s. Often, 
theoreticians played a decisive role in the foundation 
of these departments.

One key catalyst in articulating 
collaborations among the few but 
growing number of enthusiastic theo-
reticians who were active in the inter-
national academic arena was the foun-
dation of regional conferences. The 
first one was LATIN in 1992 followed 
by LAGOS and Latincrypt as well as 
other more specialized or local meet-
ings (see the sidebars in this article 
for details). These conferences have 
fostered regional and international 
collaboration and helped consolidate 
TCS research groups in Argentina, 
Brazil, Chile, Mexico, and Uruguay, 
and their impact is felt in other Latin 
American countries.

In this article, we briefly discuss 
some of the most notorious research 
topics in TCS in Latin America. Our 
perspective is inspired by the re-
search scope of LATIN, LAGOS, and 
Latincrypt; we have grouped them 
into nine topics.

Automata Theory and Networks
One of the main instigators of inter-
est and research in TCS in Brazil was 
Imre Simon, whose work in automata 
theory was very influential (for details 
see Pin1). Owing to Simon’s research, 
a semiring and some of its variants 
were dubbed tropical semirings, 
and the name has endured as they 
became fashionable in algebraic ge-
ometry. São Paulo’s theory group grew 
in several directions under Simon’s 
leadership. In 1992, he launched the 
first Latin American theory confer-
ence (LATIN), thus fostering the 
emergence of a vibrant regional com-
munity. In Chile, a somewhat similar 
story took place. Eric Goles returned 
from Grenoble in the early 1980s 
and continued his Ph.D. thesis work 
on dynamics of cellular automata 
via discrete Lyapunov functions. He 
mentored several of the first Chilean 
TCS researchers, who, together with 
his more recent students, are ac-
tive throughout several institutions 
in Chile, working in graph theory, 
distributed computing, Boolean 
networks, and so forth. Not surpris-
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ingly, the second edition of LATIN 
took place in Chile in 1995 and was 
co-chaired by Goles.

Graph Theory
Another main source of TCS develop-
ment in the region has been graph 
theory, which started about 50 years 
ago. The pioneering work by the late 
Victor Neumann-Lara and Jayme 
Szwarcfiter (UFRJ, Rio de Janeiro) has 
had great influence in Latin America.

The research interests and achieve-
ments of Latin American graph theo-
rists are too broad to be highlighted 
briefly. Undoubtedly, the beautiful 
Lucchesi-Younger minimax theorem 
on directed cuts,6 by Cláudio L. Luc-
chesi (Unicamp, Campinas), is one of 
the best-known graph theory results 
by a Latin American. In addition to 

Unicamp, in São Paulo, research in 
graph theory has a long tradition at 
USP.4 Much of the graph theory in 
Argentina and Brazil can be traced 
back to UFRJ, where Szwarcfiter works. 
In Rio de Janeiro (at UERJ, UFF, UFRJ) 
the main areas are graph convexity, 
graph classes, and graph algorithms.2,5 
Furthermore, there are important re-
searchers at UFC (Fortaleza) and active 
groups at UFABC (São Paulo), UFMG 
(Belo Horizonte), UFMS (Campo 
Grande), and UFPE (Recife). In Argen-
tina, significant contributions have 
been made on intersection graphs 
and graph complexity, both at UBA 
(Buenos Aires) and UNLP (La Plata). 
The collaboration of Flavia Bonomo 
(UBA) and Maya Stein (UCh, Santiago) 
has recently resulted in a noteworthy 
success in classical algorithmic graph 

theory, namely, in graph coloring.3 
Graph theory is now a major area of 
research in Chile, with Martín Mata-
mala (UCh) as one of its senior leaders. 
There are many strong active research-
ers in Mexico City working in graph 
theory, among others at UAM, UNAM, 
CINVESTAV and ITAM, and in several 
other cities, especially Gelasio Salazar 
at UASLP (San Luis Potosi).

Pattern Matching and  
Information Retrieval
Latin America has a strong tradition 
in research on string searching and 
information retrieval (IR), most of 
which can be traced back to the group 
led by Gaston Gonnet (from Uruguay) 
at Waterloo. Two of Gonnet’s Ph.D. 
students, Nivio Ziviani (UFMG, Belo 
Horizonte) and Ricardo Baeza-Yates 
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interest of Yahoo! and Google to settle 
in Chile and Brazil, respectively. In 
the mid-1990s, Berthier Ribeiro-Neto 
joined UFMG, bringing his experience 
in core IR and ranking to the group. In 
1999, with Baeza-Yates, he published 
the book Modern Information Retrieval.7 
This is one of the most-cited publica-
tions in the history of IR, with close to 
19K citations at the time of this writ-
ing, according to Google Scholar Cita-
tions. Since 2000, Navarro’s research 
has focused on compressed data struc-
tures,8 which is described in the article 
by Arroyuelo et al. on p. 64.

A number of young researchers in 
the area now populate various regional 
universities, especially in Chile and 
Brazil but also in Colombia, Ecuador, 
and Mexico.

(UCh, Santiago) started a very fruitful 
and productive collaboration in the 
1990s. They co-founded, in 1993, the 
International Symposium on String Pro-
cessing and Information Retrieval and 
pioneered the use of a novel technique 
called bit-parallelism in string match-
ing algorithms. Gonzalo Navarro (UCh, 
Santiago), a Ph.D. student of Baeza-
Yates, extended and implemented the 
technique, publishing a well-received 
book,9 and developing the public 
software nrgrep. In the late 1990s, the 
groups at UFMG and Universidad de 
Chile developed a new area: direct 
search on compressed natural lan-
guage text.10 Those developments were 
applied in novel Web search engines 
devised in Chile and Brazil, which 
were eventually instrumental in the 

One key catalyst 
in articulating 
collaborations 
among the few but 
growing number 
of enthusiastic 
theoreticians who 
were active in 
the international 
academic arena 
was the foundation 
of regional 
conferences.  

LATIN. The Latin American Theoretical INformatics Symposium started in 1992. It is 
currently in its 14th edition. Since 1998 it has been held each two years. More than 1,900 
papers have been submitted to these meetings and 719 have been accepted. The authors 
of the published papers come from nearly 50 countries and about 1/6 of these papers 
have an author with a Latin American affiliation and 1/12 have all their authors affiliated 
to Latin American institutions. Many other articles are written by the Latin American 
diaspora working mostly in Europe and North America. In terms of worldwide reach 
measured by origin of accepted articles, the top 10 list is dominated by the U.S., France, 
and Germany, and is complemented by Canada, Brazil, Chile, Italy, U.K., Israel, and 
Switzerland. Among the strong research areas for which LATIN is a thoroughfare are 
algorithms, computational complexity, data structures, pattern matching, and random 
structures.

Although effectively a four-full-day meeting, LATIN plays out over five days. This, 
coupled with its single session format gives ample time for interaction among attendees. 
Another distinctive aspect of the conference is its relatively large lineup of invited 
speakers that includes ACM Fellows, ACM A.M. Turing Award and Nevanlinna Prize 
recipients. Although LATIN keeps its Latin American nature, it is a meeting that reaches 
the world.

Latincrypt. The International Conference on Cryptology and Information Security in 
Latin America and the Advanced School on Cryptology and Information Security in Latin 
America (ASCrypto) have been held several times since 2010. Latincrypt enjoys the 
“In cooperation with” status granted by the International Association for Cryptologic 
Research (IACR). Both events are the leading cryptographic periodic meetings in 
Latin America. One distinctive aspect of Latincrypt is its outstanding list of invited 
speakers, which includes several IACR Fellows and ACM A.M. Turing Award recipients. 
Furthermore, during all of its editions, ASCrypto has served more than 1,000 students 
from all over the world, most of them from Latin America.

Over 320 papers have been submitted to Latincrypt and 113 have been accepted for 
publication. Among the latter papers, 1/5 have at least one author while 1/8 have all 
authors affiliated to a Latin American institution. The authors of the published papers 
come from nearly 30 countries and many of them, while not working in Latin America, 
are originally from the region.

LAGOS. The Latin American Algorithms, Graphs and Optimization Symposium has been 
held on 10 occasions, all but once in Latin America. The meeting per se arose in 2005 
as the merger of two regional events that were taking place since 2001. Its proceedings 
were first published in Electronic Notes in Discrete Mathematics and later in Electronic 
Notes in Theoretical Computer Science.

The average number of submitted papers has been approximately 130. The average 
acceptance rate is approximately 45%. Each edition of LAGOS attracts authors from 
approximately 20 distinct countries. Outside Latin America, the largest number of 
submissions and participants are affiliated with French institutions.

Main Meetings
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Algorithms
Algorithms research in Latin America 
is particularly successful in the areas 
of approximation algorithms, online 
algorithms, and algorithmic game 
theory. Excellent groups are found 
in Chile and Brazil. The community 
in Chile has been growing steadily 
and today the main groups are based 
in UCh, PUC-Chile, USACH, and 
UOH. Recent outstanding results are 
summarized next. Andreas Wiese 
(UCh, Santiago) obtained a (1 + ε)-
approximation algorithm for finding 
a maximum weight independent 
set of polygons in quasi-polynomial 
time,11 José Correa (UCh) resolved 
an open problem from the 1980s 
related to the IID prophet inequal-
ity,13 while José Soto (UCh) and Victor 
Verdugo (UOH, Rancagua) proposed 
the best current algorithms for the 
secretary problem on some classes of 
matroids.17 In Brazil, the main groups 
are at PUC-Rio, Unicamp, and USP. At 
PUC-Rio, algorithms research mainly 
focuses on algorithms under uncer-
tainty and learning. Marco Molinaro 
(PUC-Rio, Rio de Janeiro) has been ex-
ploring connections between online 
and stochastic problems and online 
learning.12 Eduardo Laber (PUC-Rio) 
has been working on decision tree 
problems and its connections with 
machine learning.14 The groups at 
Unicamp and USP collaborate regu-
larly. For instance, Flávio Miyazawa 
(Unicamp, Campinas) and Yoshiko 
Wakabayashi (USP, São Paulo) have 
a long history of collaboration on 
approximation algorithms for geo-
metric packing problems,16 while 
Cristina Fernandes (USP), Flávio 
Miyazawa, Luis Meira, and Lehilton 
Pedrosa (Unicamp) have developed a 
systematic technique to bound factor-
revealing linear programs and used 
it to obtain approximation results for 
facility location problems.15 Also in 
São Paulo, Marcel de Carli Silva (USP) 
and Cristiane Sato (UFABC, Santo An-
dré) have worked on spectral sparsifi-
cation algorithms.

Distributed Algorithms
In Mexico, there is an active research 
group in distributed algorithms since 
the early 1990s, started by Sergio 
Rajsbaum, which later incorporated 
Armando Castañeda, both at UNAM 

(Mexico City). They are internation-
ally recognized as some of the main 
experts on the topological approach 
to distributed computing. This 
perspective was born in 1993 when 
Maurice Herlihy and Nir Shavit and 
others, uncovered a deep connection 
with algebraic topology, showing that 
communication among unreliable 
concurrent processes is actually de-
forming a geometric representation 
of the possible inputs to the system, 
and the topological properties in 
turn determine computability and 
complexity of the corresponding dis-
tributed algorithms. The long-term 
collaboration since the early 1990s 
especially with Herlihy resulted in the 
2013 book22 and the organization in 
Mexico of the 10th Geometric and To-
pological Methods in Computer Sci-
ence conference. Close international 
collaborations have been maintained, 
especially with the U.S., France, and 
Israel. Some research highlights of 
the topological approach demon-
strate its interaction with formal 
methods, with network algorithms,20 
with robot algorithms,18 and with 

epistemic logic.21 In Chile, distrib-
uted computing research is done by 
Iván Rapaport (UCh, Santiago), Pedro 
Montealegre (UAI, Santiago) and 
Karol Suchan (UDP, Santiago), who 
have worked on communication com-
plexity,19 cellular automata, routing, 
and distributed property testing.

Combinatorics  
and Random Structures
There is solid collaboration among re-
searchers from Argentina and Uruguay 
in analytic combinatorics and dynami-
cal analysis of algorithms. An illustra-
tion of the research done in this area is 
Alfredo Viola’s complete distribution-
al analysis of linear probing,26 general-
izing Donald Knuth’s work from 1962, 
considered to be the origin of analysis 
of algorithms.

Asymptotic and probabilistic 
combinatorics are important top-
ics of study in Brazil and Chile. The 
research in this area in Chile is led 
by Marcos Kiwi and Maya Stein (UCh, 
Santiago) and Hiê̇p Hàn (USACH, San-
tiago). Among noteworthy contribu-
tions are the proof of an approximate 

SPIRE. The International Symposium on String Processing and Information Retrieval, 
held annually since 1993 (initially under a different name), alternates its venues 
between Latin America and the rest of the world. While it focuses on string processing, 
it also features relevant articles on information retrieval and computational biology, 
particularly on algorithmic and efficiency aspects. SPIRE is a key meeting point 
between the Latin American and the international communities working around its 
topics of interest.

LAWCG. The Latin American Workshop on Cliques of Graphs is a biennial meeting 
originally focused on clique graphs (the intersection graphs of the maximal cliques 
of a graph) a research topic that mostly originated in Latin America. However, it soon 
broadened its spectrum and became a forum for research in graph theory. The workshop 
attracts about 150 participants from Argentina, Brazil, Chile and Mexico, and is being 
held alternately in these countries.

ACCOTA. The biennial International Workshop on Combinatorial and Computational 
Aspects of Optimization, Topology and Algebra is a meeting at the crossroads of TCS, 
combinatorics, graph theory, geometry, topology, and algebra. Started in 1996, it has 
always taken place in Mexico, exerting great influence on the mathematics community 
both within and beyond Mexican borders. ACCOTA has benefited from the often regular 
participation of researchers of the highest level, including some of the best living graph 
theorists and computer scientists.

Schools. Many high-level schools are held periodically in the region. One of the longest 
running and more prestigious is the Discrete Mathematics Summer School, launched in 
2004 by researchers at Universidad de Chile. It takes place annually on a scenic hilltop 
overlooking the port of Valparaiso, Chile. It has become a lively and consolidated event 
that attracts students from all over the region and beyond. Since 2008, the biennial 
Encuentro Colombiano de Combinatoria brings together the world’s top researchers in 
algebraic and geometric combinatorics and undergraduate and graduate students from 
all over Latin America and the world.

Other Meetings
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senior researcher in this area is Jorge 
Urrutia (UNAM, Mexico City) who 
works with David Flores-Peñaloza and 
Adriana Ramiréz-Vigueras (UNAM), 
Ruy Fabila-Monroy and Dolores Lara 
(CINVESTAV, Mexico City) and Marco 
Heredia (UAM, Mexico City). This 
group works in several areas such as 
those surveyed by Urrutia,32 with well-
known results in routing in ad hoc 
wireless networks, geometric graphs 
on colored point sets,30 orthogonal 
convex hulls, and discrete geometry.28 
The group maintains strong interna-
tional collaborations, especially with 
research groups in Austria, Spain, 
Canada, and Japan, and in particular 
in Chile with Pablo Pérez-Lantero 
(USACH, Santiago). An independent 
research group that includes Jeremy 
Barbay (UCh, Santiago) has developed 
instance optimal algorithms for geo-
metric problems such as computing 
the convex hull of a point set.29

We close by mentioning an interest-
ing and early chapter of computational 
geometry involving a Latin American: 
Jorge Stolfi (Unicamp, Campinas) 
developed the celebrated quad-edge 
data structure31 as a graduate student 
at Stanford in the 1980s.

Computational Algebra  
and Algebraic Geometry
Buenos Aires has a strong research 
group in computational algebra, com-
plexity, and algebraic geometry. Their 
focus is on the complexity of natural 
algebraic problems, such as solving 
systems of polynomial equations and 
related enumeration questions. Joos 
Heintz (UBA, Buenos Aires) has been 
a leader in these areas for decades, 
substantially contributing to the 
complexity of equation solving.33 He 
co-founded the international meet-
ings MEGA and TERA, and has strong 
collaborations with Spain, France, 
and Germany. The algebraic geom-
eter Guillermo Matera (UBA, UNGS, 
Buenos Aires) works on computational 
and enumeration problems.34 Eda 
Cesaratto’s (UNGS) work focuses on 
computational number theory. In 
Colombia, there is a very active group 
of young researchers who have made 
important contributions in algebraic 
and geometric combinatorics, particu-
larly in matroid theory, polytopes, and 
tropical geometry.

tainers” by Morris and co-authors.24 
These objects were in fact indepen-
dently and simultaneously born in 
two places: in Rio de Janeiro and at 
Cambridge, U.K., and the authors 
were jointly awarded the Pólya Prize 
in Applied Combinatorics in 2016 for 
their far-reaching discovery.

Computational Geometry
Computational geometry has been 
present in Latin America for at least 
20 years, mainly in Mexico and more 
recently in Chile. In Mexico, the 

version of a celebrated mid-1990s 
conjecture25 and the development of 
the theory of random models of com-
plex networks.27 In Brazil, Yoshiharu 
Kohayakawa (USP, São Paulo) and 
Rob Morris (IMPA, Rio de Janeiro) 
and their collaborators work in this 
area. An example of a USP/IMPA col-
laboration on this front is a paper on 
the structure of dense graphs with 
high chromatic number,23 which was 
awarded the Fulkerson Prize in 2018. 
A striking regional research success is 
the discovery of “hypergraph con-

 ˲ CINVESTAV: Centro de Investigación y de Estudios Avanzados del IPN, Mexico

 ˲ IMPA: Instituto de Matemática Pura e Aplicada, Brazil

 ˲ IPN: Instituto Politécnico Nacional, Mexico

 ˲ ITAM: Instituto Tecnológico Autónomo de México, Mexico

 ˲ PUC-Chile: Pontificia Universidad Católica de Chile, Chile

 ˲ PUC-Rio: Pontifícia Universidade Católica do Rio de Janeiro, Brazil

 ˲ UAI: Universidad Adolfo Ibáñez, Chile

 ˲ UAM: Universidad Autónoma Metropolitana, Mexico

 ˲ UASLP: Universidad Autónoma de San Luis Potosí, Mexico

 ˲ UBA: Universidad de Buenos Aires, Argentina

 ˲ UCh: Universidad de Chile, Chile

 ˲ UdelaR: Universidad de la República, Uruguay

 ˲ UDP: Universidad Diego Portales, Chile

 ˲ UERJ: Universidade do Estado do Rio de Janeiro, Brazil

 ˲ UFABC: Universidade Federal do ABC, Brazil

 ˲ UFC: Universidade Federal do Ceará, Brazil

 ˲ UFF: Universidade Federal Fluminense, Brazil

 ˲ UFMG: Universidade Federal de Minas Gerais, Brazil

 ˲ UFMS: Universidade Federal do Mato Grosso do Sul, Brazil

 ˲ UFPE: Universidade Federal de Pernambuco, Brazil

 ˲ UFRJ: Universidade Federal do Rio de Janeiro, Brazil 

 ˲ UFSC: Universidade Federal de Santa Catarina, Brazil

 ˲ UNAL: Universidad Nacional de Colombia, Colombia

 ˲ UNAM: Universidad Nacional Autónoma de México, Mexico

 ˲ UNGS: Universidad Nacional de General Sarmiento, Argentina

 ˲ Unicamp: Universidade Estadual de Campinas, Brazil

 ˲ UNLP: Universidad Nacional de La Plata, Argentina

 ˲ UOH: Universidad de O’Higgins, Chile
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 ˲ USACH: Universidad de Santiago de Chile, Chile
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Cryptology
The main Latin American crypto-
graphic research groups are concen-
trated in Brazil, Chile, Colombia, 
Mexico, and Uruguay.

The pioneering work on pairing-
based cryptography of Paulo Barreto 
(USP, São Paulo) culminated with 
the discovery of the Barreto-Naehrig 
elliptic curves.35 Several elegant al-
gorithmic improvements introduced 
by Diego Aranha, Ricardo Dahab and 
Julio López (Unicamp, Campinas) 
produced some of the fastest and 
most compact software implemen-
tations of elliptic curve cryptogra-
phy.36,38 Ricardo Custódio (UFSC, 
Florianópolis) has contributed to 
digital signature systems. Jeroen van 
der Graaf (UFMG, Belo Horizonte) 
has worked in cryptographic proto-
cols and electronic voting. Nicolas 
Thériault (USACH, Santiago) has 
worked on index calculus cryptanaly-
sis attacks. Recently, Alejandro Hevia 
(UCh, Santiago) and collaborators 
developed the randomness beacon. 
John Baena and Daniel Cabarcas 
(UNAL, Bogotá) and Valérie Gauthier 
(UR, Bogotá) are junior research-
ers whose main interests lie in 
multivariate-based and code-based 
cryptography. In Mexico, Nareli Cruz-
Cortés (IPN, Mexico City), Francisco 
Rodríguez-Henríquez (CINVESTAV, 
Mexico City), and their collaborators, 
currently hold the record for comput-
ing discrete logarithms on fields of 
characteristic three.39 Cuauhtemoc 
Mancillas (CINVESTAV) has designed 
authenticated encryption schemes. 
Alfredo Viola (UdelaR, Montevideo) 
has worked on the cryptanalysis of 
historical Uruguayan documents and 
in combinatorial constructions of 
Boolean cryptographic functions.

Conclusion
We have surveyed some of the Latin 
American achievements in TCS focus-
ing on the scope of LATIN, LAGOS, 
and Latincrypt. We look forward to the 
future of Latin American research in 
TCS, and hope that sooner than later 
we will not only be able to celebrate 
that a Turing Award winner was born 
in the region (as Manuel Blum), but 
also that she or he was educated and 
produced major work in the Latin 
American academic environment.
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practice

THIS ARTICLE REVEALS five nonobvious techniques 
that make remote work successful at Stack Overflow.

Remote work has been part of the engineering culture 
at Stack Overflow from the outset. Some 80% of the 
engineering department works remotely. This enables 
the company to hire top engineers from around the 
world, not just from the New York City area (40% of 
the company worked remotely prior to the COVID-19 
lockdown; 100% during the lockdown). Even employees 
who do not work remotely must work in ways that are 
remote-friendly.

For some companies, working remotely was a new 
thing when the COVID-19 pandemic lockdowns began. 
At first the problems were technical: IT departments 
had to ramp up VPN (virtual private network) capacity, 
human resources and infosec departments had to

adjust policies, and everyone struggled 
with microphones, cameras, and vid-
eoconferencing software.

Once those technical issues are re-
solved, the social issues become more 
apparent. How do you strike up a con-
versation as you used to do in the of-
fice? How do you know when it is appro-
priate to reach out to someone? How do 
you prevent loneliness and isolation?

Here are my top five favorite tech-
niques Stack Overflow uses to make re-
mote work successful on a social level.

Tip #1: If Anyone is Remote, 
We’re All Remote
Meetings should be either 100% in-per-
son, or 100% remote; no mixed meetings.

Ever been in a conference room 
with a bunch of people plus one person 
participating by phone or videoconfer-
ence? It never works. The one remote 
participant can’t hear the conversa-
tion, can’t see what everyone else is 
seeing, and so on. He or she can’t au-
thentically participate.

At Stack Overflow we recognized 
this years ago and adopted a rule: If 
one person is remote, we’re all remote. 
This means everyone who is physically 
present leaves the conference room, 
goes back to their desks, and we con-
duct the meeting using desktop video-
conferencing.

During the COVID-19 lockdown 
your entire company may be remote, 
but this is a good policy to adopt when 
you return to the office.

This may not be an option for com-
panies with open floor plans, however, 
where participants videoconferencing 
from their desks may disturb their 
neighbors. How can you make mixed 
meetings work? Where I’ve observed 
them working well required two in-
gredients: First, the conference-room 
design was meticulously refined and 
adjusted over time (this is rarer—and 
more expensive—than you would 
think); second, and the biggest deter-
minant, was the degree to which all 
those in the meeting were aware of 
the remote participants. It requires a 
learned skill of being vigilant for clues 
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that someone is having difficulty in 
participating and then taking correc-
tive action. Everyone, not just the fa-
cilitator, needs to be mindful of this.

Tip #2: Accurate Chat Status
Set your chat status to away when you 
are away. Set it to available when you 
are available.

A chat system isn’t just about text 
chatting. It fulfills the subtler purpose 
of indicating if a participant is present.

In meatspace you don’t walk up to 
someone’s desk and start talking. First 
you notice if the person is there. Talking 
to an empty chair is ineffective and may 
worry your coworkers who witness it.

Instead, you look for social clues. 
A shut door indicates someone needs 
privacy. A worker in a cubicle wear-
ing headphones may be indicating 
a need for extreme focus. Someone 
standing up to stretch is signaling 
a break. Two people talking about 
last night’s game indicates that oth-
ers may join in, or may interrupt for 
work-related matters.

The status presented in your chat 
system conveys similar information. I 
prefer to have my status set automati-
cally. For example, I use a feature that 
automatically changes my status to 
“In a meeting” if my Google Calendar 
indicates that. People get automated 
warnings if they try to chat to me out-
side of normal working hours. A “Do 
not disturb” feature helps control 
when my phone beeps for new mes-
sages or when I can simply sleep.

Since many schools and child-care 
facilities are closed now, parents are 
balancing child care and work in 
unexpected ways, often with highly 
dynamic schedules. One way we can 
support them is to respect status 
messages such as “Child care... be 
back in an hour” or simply “Child 
care,” more likely to be used when 
there is no time to set a more detailed 
explanation because the kid is paint-
ing the cat with chocolate milk.

Set your status to indicate if you are 
away, present, present but too busy to 
be disturbed, and so on. Encourage 
your team to do the same.

Speaking of chat rooms, don’t make 
finding the right room a guessing 
game. Yes, it’s cute and funny to have 
#kittens as the chat room of the team 
run by a manager known for loving 
cats. A month later, however, nobody 
is laughing and it’s just annoying to re-
member the name.

At Stack Overflow we’re not super 
strict about names, but most rooms 
have prefixes such as #team-, #proj-
ect-, #account-, #fun-, and so on. 
Need to find the SRE team? You can 
bet we’re in #team-sre. Very little 
guessing. By using prefixes, not suf-
fixes, the long list of room names sorts 
related names together.

Tip #3: The Quick Chat Protocol
Establish a low-overhead way to start a 
quick conversation.

In meatspace you can ask a quick 
question by just blurting it out. You 

are sitting near a coworker, so you can 
just say, “Got a second? Let’s talk about 
the Tomato Incident.” If the person is 
available, you just start talking about it.

Chat rooms are good for quick ques-
tions that can be explained in a few sen-
tences. Some questions, however, are 
more easily explained conversationally. 
In such situations people often do a com-
plicated dance in an attempt to be polite.

Me: Hi!
You: Hi.
Me: Got a sec?
You: Yeah.
Me: I have a question about the To-

mato Incident.
You: OK.
Me: Can we chat by video?
You: Sure. Want me to make the 

room or should you?
Me: I’ll do it.
Me: [link]
By the time we’ve negotiated when, 

how, and where we’re going to talk, 
we’ve lost momentum.

Take all that overhead, multiply it by 
the number of casual conversations you 
have with coworkers, and it totals to a big 
waste of time. Such etiquette is useful 
when talking to someone you don’t know 
well. For a direct coworker, however, you 
need a protocol with low overhead—as 
low as peeking over a cubicle wall.

At Stack Overflow, we follow some 
easy rules to avoid the extended con-
versations. We say in chat, for example, 
“Quick hangout? Tomato Incident.” If 
available, your contact replies with a 
link to a chatroom. No formalities, no 

The author (top center) and his co-workers not talking to each other.
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I’ve noticed that some people 
spend an inordinate amount of time 
apologizing in videoconferences for 
technical problems, difficulty find-
ing the mute button, or children run-
ning into the room unexpectedly. In 
the new world of remote work these 
events are normal. Until videoconfer-
ence software works perfectly, makes 
the mute button easier to find, and 
schools reopen, these situations will 
just be part of everyday life. If they are 
normal, we shouldn’t have to apolo-
gize for them. It is a waste of time, 
multiplied by the number of people in 
the meeting.

Instead, we should simply acknowl-
edge what happened and move on by 
saying something like “Thank you for 
waiting while I fixed my camera” or 
“Ah, there’s the unmute button,” or 
“That’s my kid who just ran by singing 
the Lego song, no need to applaud.”

Conclusion
The physical world has social conven-
tions around conversations and com-
munication that we use without even 
thinking. As we move to a remote-
work world, we have to be more in-
tentional to create such conventions. 
Developing these social norms is an 
ongoing commitment that outlasts 
initial technical details of VPN and 
desktop videoconference software 
configuration.

Companies that previously forbade 
remote work can no longer deny its 
benefits. Once the pandemic-related 
lockdowns are over, many people will 
continue working remotely. Those 
who return to the office will need to 
work in ways that are compatible with 
their remotely working associates.

Every company is different. The 
techniques discussed in this article 
work for Stack Overflow but might not 
work everywhere. Give them a try and 
see what works for you.
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small talk, no confusion over who cre-
ates the session. Otherwise, the contact 
responds, “Not now,” and it is up to the 
requester to make an appointment.

It looks like this:
Me: Quick chat? Tomato Incident.
You: https://link_to_a_chat_room
or
Me: Quick chat? Tomato Incident.
You: Busy right now, put something 

on my gcal please.
When teams have prearranged to 

compress conversations that way, ev-
eryone benefits.

In general, we want the overhead 
of starting a conversation to match 
the type of meeting. Important meet-
ings with many people require plan-
ning, careful scheduling, and perhaps 
even a rehearsal. That’s an appropri-
ate amount of overhead. Impromptu 
meetings should have minimal start-
up overhead. If a brief conversation 
requires custom-printed invitations 
with embossed lettering, a save-this-
date card, and a return envelope, 
you’re doing it wrong.

The quick chat protocol has become 
the virtual equivalent of social customs 
such as visiting someone’s office, strik-
ing up a quick conversation when you 
pass by someone in the hallway, or 
spotting someone at the water cooler 
and approaching with a question.

One feature that enables low-over-
head conversations is a video-chat sys-
tem that supports permanent meeting-
room URLs. This eliminates the need 
to pause and “create a room.” Zoom 
has PMIs (personal meeting IDs). As of 
this writing, Google Meet doesn’t have 
an equivalent, but you can schedule 
a meeting in Google Calendar in the 
future and use the embedded Meet 
URL as your PMI. (There are services 
that will automate this for you, as well 
as one open source project; https://
github.com/g3rv4/GMeet.)

Tip #4: Idling in a 
Videoconference Room
Work silently together in a videoconfer-
ence room.

Working remotely can be lonely. 
Chat rooms and video conferences go 
only so far.

At Stack Overflow many teams hang 
out together in a videoconference even 
when not having a meeting. This is 
in addition to their regular text chat 

room. People just stay connected to 
the video chat, often with audio mut-
ed, and silently work independently. 
They unmute for quick questions or to 
consult on an idea. People drop out if 
they have another meeting, need to be 
alone, or need to focus.

Think of this as emulating the 
physical world where many people 
work in the same room or work in an 
open floor plan. A manager who con-
sistently hangs out in the videocon-
ference is simulating an open-door 
policy, signaling permission to go in 
and talk. A friend who works in child 
care calls this “nerd parallel play.” 
I’m going to assume she means it as 
a compliment.

It may seem like a waste of band-
width to be in a videoconference when 
nobody is talking, but it helps fight 
loneliness and builds team cohesion.

Some teams do this more than oth-
ers. Some do it during specific hours 
of the day. The phrase “I’m idling in 
perma” translates to “I’m working. I’ll 
be in the permanent video chat room. 
Feel free to join and not talk.”

Tip #5: Schedule Video-Chat  
Social Events
Create social events specifically for re-
mote workers.

Stack hosts regular social events via 
videoconference. During the lockdown 
your family might be doing this for hol-
idays, birthdays, anniversaries, and so 
on. Why not do it at work too?

A coworker set up daily video chats 
during lunch. Volunteers have been do-
ing weekly cooking lessons. A film club 
has popped up; they agree to all watch 
the same film during the week and then 
discuss it during lunch on Friday. Diver-
sity employee resource groups and affin-
ity groups host regular video meetups 
with no agenda other than to be social.

Like many startups, we normally 
have a “beer bash” at the end of the 
week. Our virtual version of this is 
called “the remote bev bash.” Before 
the lockdown this was a smaller event; 
now it is companywide. It is interesting 
to see what new concoctions people 
bring each week.

Let’s Stop Apologizing for Normality
While this is not an official Stack Over-
flow policy, I advocate that we should 
stop apologizing for normality.

http://EverythingSysadmin.com
https://github.com/g3rv4/GMeet
https://github.com/g3rv4/GMeet


NOVEMBER 2020  |   VOL.  63  |   NO.  11  |   COMMUNICATIONS OF THE ACM     111

R E C E N T LY,  T H E R E  H A S  been a lot of interest in 
services. These can be microservices or just services. 
In each case, the service provides a function with its 
own code and data and operates independently of 
partners. This article argues that there are a number 
of seminal differences between data encapsulated 

inside a service and data sent into the 
space outside of the service boundary.

SQL data is encapsulated within a ser-
vice to ensure it is protected by applica-
tion code. When sending data across ser-
vices, it is outside that trust boundary.

The first question this article asks is 
what trust means to a service and its en-
capsulated data. This is answered by 
looking at transactions and boundar-
ies, data kept inside versus data kept 
outside of services. Also, to be consid-
ered is how services compose using op-
erators (requesting stuff) and operands 
(refining those requests). Then the arti-
cle looks at time and service boundar-

ies. When data in a database is un-
locked, it impacts notions of time. This 
leads to an examination of the use of 
immutability in the composition of ser-
vices with messages, schema, and data 
flowing between these boundaries.

The article then looks at data on the 
outside of these trust boundaries 
called services. How do you structure 
that data so it is meaningful across 
both space and time as it flows in a 
world not inside a service? What about 
data inside a service? How does it re-
late to stuff coming in and out?

Finally, the characteristics of SQL 
and JavaScript Object Notation (JSON), 
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on the Inside 
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and business logic. Data is, in general, 
never allowed out of a service unless it 
is processed by application logic.

For example, when using your 
bank’s ATM, you expect to have only a 
few supported operations such as 
withdrawal, deposit, among others. 
Banks do not allow direct access to 
database connections via ATMs. The 
only way to change the bank’s data-
base is through the bank’s applica-
tion logic in the ATM and the back-
end system. This is how a service 
protects its data.

Encapsulating both changes and 
reads. Services encapsulate changes to 
their data with their application logic. 
The app logic ensures the integrity of 
the service’s data and work. Only the 
service’s trusted application logic can 
change the data.

Services encapsulate access to read 
their data. This controls the privacy of 
what is exported. While this autonomy 
is powerful, it can also cause some 
challenges.

Before your business separated its 
work into independent services, all of 
its data was in a big database. Now you 
have a bunch of services, and they have a 
bunch of databases running on a bunch 
of computers with a bunch of different 
operating systems. This is awesome for 
the independent development, sup-
port, and evolution of the different ser-
vices, but it’s a royal hassle when you 
want to do analytics across all your data.

Frequently each service will choose 
to export carefully sanitized subsets of 
data for consumption by partner ser-
vices. Of course, this requires some 
work ensuring proper authorization to 
see this data (as well as authenticating 
the curious service). Still, the ability to 
sanitize and control the data being ex-
posed is crucial.

Trust and transactions. Participat-
ing in an ACID (atomic, consistent, iso-
lated, durable) transaction means one 
system can be locked up waiting for an-
other system to decide to commit or 
abort the transaction. If you are stuck 
holding locks waiting for another sys-
tem, that can really cause trouble for 
your availability. With rare exceptions, 
services don’t trust other services like 
that.

In the late 1990s, there were efforts 
to formalize standards for transaction 
coordination across trust boundaries. 

and other semi-structured representa-
tions, are considered. What are their 
strengths and weaknesses? Why do the 
solutions seem to use both of them for 
part of the job?

Essential Services
Services are essential to building 
large applications today. While there 
are many examples of large enter-
prise solutions that leverage ser-
vices, the industry is still learning 
about services as a design paradigm. 
This section describes how the term 
service is used and introduces the no-
tions of data residing inside services 
and outside services.

Services. Big and complex systems 
are typically collections of independent 
and autonomous services. Each service 
consists of a chunk of code and data 
that is private to that service. Services 
are different from the classic applica-
tion living in application silos, in that 
services are primarily designed to inter-
act with other services via messaging. 
Indeed, that interaction, its data, and 
how it all works is an interesting topic.

Services communicate with each 
other exclusively through messages. 
No knowledge of the partner service is 
shared other than the message formats 
and the sequences of the expected 
messages. It is explicitly allowed (and, 
indeed, expected) that the partner ser-
vice may be implemented with hetero-
geneous technology at all levels of the 
stack including hardware, operating 
system, database, middleware, pro-
gramming language, and/or applica-
tion vendor or implementation team.

The essence of a service lies in its in-
dependence and how it encapsulates 
(and protects) its data.

Bounding trust via encapsulation. 
Services interact with a collection of 
messages whose formats (schema) and 
business semantics are well defined. 
Each service will do only limited things 
for its partner services based upon well-
defined messages. The act of defining a 
limited set of behaviors provides a firm 
encapsulation of the service. An impor-
tant part of trust is limiting the things 
you’ll do for outsiders.

To interact with a service, you must 
follow its rules and constraints. Each 
message you send fits a prescribed 
role. The only way to interact with data 
in another service is through its rules 

The essence  
of a service lies  
in its independence 
and how it 
encapsulates  
(and protects)  
its data.
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Fortunately, these standards died a 
horrible death.

Data inside and outside services. 
The premise of this article is that data 
residing inside a service is different in 
many essential ways from data residing 
outside or between services:

 ˲ Data on the inside refers to the en-
capsulated private data contained with-
in the service itself. As a sweeping state-
ment, this is the data that has always 
been considered “normal”—at least in 
your database class in college. The clas-
sic data contained in a SQL database 
and manipulated by a typical applica-
tion is inside data.

 ˲ Data on the outside refers to the in-
formation that flows between these in-
dependent services. This includes 
messages, files, and events. It’s not 
your classic SQL data.

Operators and operands. Messages 
flowing between services contain op-
erators, which correspond to the in-
tended purpose of the message. Fre-
quently the operator reflects a 
business function in the domain of 
the service. For example, a service im-
plementing a banking application 
may have operators in its messages for 
deposits, withdrawals, and other 
banking functions. Sometimes opera-
tors reflect more mundane reasons for 
sending messages, such as “Here’s 
Tuesday’s price list.”

Messages may contain operands to 
the operators, shown in Figure 1. The op-
erands are additional stuff needed by the 
operator message to qualify the intent of 
the message fully. Operands may be ob-
tained from reference data, published to 
describe those operands. A message re-
questing a purchase from an e-com-
merce sit e may include product IDs, re-
quested numbers to be purchased, 
expected price, customer ID, and more. 
This is covered in more detail later.

Data: Then and Now
This section examines the temporal im-
plications of not sharing ACID transac-
tions across services and examines the 
nature of work inside the boundaries 
of an ACID transaction. This provides 
a crisp sense of “now” for operations 
against inside data.

The situation for data on the out-
side of the service, however, is differ-
ent. The fact it is unlocked means the 
data is no longer in the now. Further-

more, operators are requests for oper-
ations that have not yet occurred and 
actually live in the future (assuming 
they come to fruition).

Different services live in their own 
private temporal domains. This is an 
intrinsic part of using distrusting ser-
vices. Trust and time carry implications 
of how to think about applications.

Transactions, inside data, and now. 
Transactions have been historically de-
fined using ACID properties.1 These 
properties reflect the semantics of the 
transaction. Much work has been done 
to describe transaction serializability, 
in which transactions executing on a 
system or set of related systems per-
ceive their work as applied in a serial 
order even in the face of concurrent ex-
ecution.2 Transactional serializability 
makes you feel alone. A rephrasing of 
serializability is that each transaction 
sees all other transactions to be in one 
of three categories:

 ˲ Those whose work preceded this one.
 ˲ Those whose work follows this one.
 ˲ Those whose work is completely 

independent of this one.
This looks just like the executing 

transaction is all alone.
ACID transactions live in the now. 

As time marches forward and transac-
tions commit, each new transaction 
perceives the impact of the transac-
tions that preceded it. The executing 
logic of the service lives with a clear 
and crisp sense of now.

Blast from the past. Messages may 
contain data extracted from the local 
service’s database. The sending appli-
cation logic may look in its belly to ex-
tract that data from its database. By the 
time the message leaves the service, 

that data will be unlocked.
The destination service sees the 

message; the data on the sender’s ser-
vice may be changed by subsequent 
transactions. It is no longer known to 
be the same as it was when the mes-
sage was sent. The contents of a mes-
sage are always from the past, never 
from now.

There is no simultaneity at a dis-
tance. Similar to the speed of light 
bounding information, by the time you 
see a distant object, it may have 
changed. Likewise, by the time you see 
a message, the data may have changed.

Services, transactions, and locks 
bound simultaneity:

 ˲ Inside a transaction, things are si-
multaneous.

 ˲ Simultaneity exists only inside a 
transaction.

 ˲ Simultaneity exists only inside a 
service.

All data seen from a distant service 
is from the “past.” By the time you see 
data from a distant service, it has been 
unlocked and may change. Each ser-
vice has its own perspective. Its inside 
data provides its framework of “now.” 
Its outside data provides its frame-
work of the “past.” My inside is not 
your inside, just as my outside is not 
your outside.

Using services rather than a single 
centralized database is like going from 
Newton’s physics to Einstein’s physics:

 ˲ Newton’s time marched forward 
uniformly with instant knowledge at 
a distance.

 ˲ Before services, distributed com-
puting strove to make many systems 
look like one, with RPC (remote proce-
dure call), two-phase commit, and so on.

Figure 1. Operands.
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Consider, for example, what’s in-
volved when a business accepts an or-
der: The business may publish daily 
prices, but it probably wants to accept 
yesterday’s prices for a while after mid-
night. Therefore, the service’s applica-
tion logic must manually cope with the 
differences in prices during the overlap.

Similarly, a business that says its 
product “usually ships in 24 hours” 
must consider the following: Order 
processing has old information; the 
available inventory is deliberately 
fuzzy; both sides must cope with differ-
ent time domains.

The world is no longer flat:
 ˲ Services with private data sup-

port more than one computer work-
ing together.

 ˲ Services and their service boundar-
ies mean multiple trust domains and 
different transaction domains.

 ˲ Multiple transaction domains 
mean multiple time domains.

 ˲ Multiple time domains force you 
to cope with ambiguity to allow coexis-
tence, cooperation, and joint work.

Data on the Outside: Immutability
This section discusses properties of 
data on the outside. First, each data 
item needs to be uniquely identified 
and have immutable contents that do 
not change as copies of it move around. 
Next, anomalies can be caused in the 
interpretation of data in different lo-
cations and at different times; the 
notion of “stable” data avoids these 
anomalies. The section also discusses 
schemas and the messages they de-
scribe. This leads to the mechanisms 
by which one piece of outside data can 
refer to another piece of data and the 
implications of immutability. Finally, 
what does outside data look like when 
it is being created by a collection of in-
dependent services, each living in its 
own temporal domain?

Immutable and/or versioned data. 
Data may be immutable. Once immuta-
ble data is written and given an identifi-
er, its contents will remain the same for 
that identifier. Once it is written, it can-
not be changed. In many environments, 
the immutable data may be deleted, 
and the identifier will subsequently be 
mapped to an indication of “no present 
data,” but it will never return data other 
than the original contents. Immutable 
data is the same no matter when or 

 ˲ In Einstein’s universe, everything 
is relative to one’s perspective.

 ˲ Within each service, there is a 
“now” inside, and the “past” arriving in 
messages.

Hope for the future. Messages contain 
operators that define requests for work 
from a service, shown in Figure 2. If Ser-
vice A sends a message with an operator 
request to Service B, it is hopeful that Ser-
vice B will do the requested operation.

In other words, it is hopeful for the 
future. If Service B complies and per-
forms the work, that work becomes 
part of Service B’s future, and its state is 
forever changed. Once Service A re-
ceives a reply describing either success 
or failure of the operation, Service A’s 
future is changed.

Life in the “then.” Operands may 
live in either the past or the future, de-
pending on their usage pattern. They 
live in the past if they have copies of un-
locked information from a distant ser-
vice. They live in the future if they con-
tain proposed values that hopefully 
will be used if the operator is success-
fully completed.

Between the services, life is in the 
world of “then.” Operators live in the 
future. Operands live in either the past 
or the future. Life is always in the then 
when you are outside the confines of a 
service. This means that data on the 
outside lives in the world of then. It is 
past or future, but it is not now.

Each separate service has its own 
separate “now,” illustrated in Figure 3. 
The domains of transaction serializabil-
ity are disjoint, and each has its own 
temporal environment. The only way 
they interact is through data on the out-
side, which lives in the world of then.

Dealing with now and then. Servic-
es must cope with making the now 
meet the then. Each service lives in its 
own now and interacts with incoming 
and outgoing notions of then. The ap-
plication logic for the service must 
reconcile these.

Figure 2. Requests for work.
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where it is referenced. Versioned data is 
immutable. If you specify a specific ver-
sion of some collection of data, you will 
always get the same contents.

In many cases, a version-independent 
identifier is used to refer to a collection 
of data. An example is the New York 
Times. A new version of the newspaper 
is produced each day (and, indeed, be-
cause of regional editions, multiple 
versions are produced each day). To 
bind a version-independent identifier 
to the underlying data, it is necessary 
first to convert to a version-dependent 
identifier. For example, the request for 
a recent New York Times is converted 
into a request for the New York Times 
on Jan. 4, 2005, California edition.

This is a version-dependent identi-
fier that yields the immutable contents 
of that region’s edition of that day’s pa-
per. The contents of this edition for 
that day will never change no matter 
when or where you request it. Either 
the information about the contents of 
that specific newspaper is available or 
it is not. If it is available, the answer is 
always the same.

Immutability, messages, and out-
side data. One reality of messaging is 
that messages sometimes get lost. To 
ensure delivery, the message must be 
retried. It is essential that retries have 
the same contents. The message itself 
must be immutable. Once a message is 
sent, it cannot be unsent any more 
than a politician can unsay something 
on television. It is best to consider each 
message as uniquely identified, and 
that identifier must yield immutable 
contents for the message. This means 
the same bits are always returned for a 
given message.

Stability of data. Immutability isn’t 
enough to ensure a lack of confusion. 
The interpretation of the contents of 
the data must be unambiguous. Stable 
data has an unambiguous and un-
changing interpretation across space 
and time.

For example, a monthly bank state-
ment is stable data. Its interpretation 
is invariant across space and time. On 
the other hand, the words President 
Bush had a different meaning in 2005 
than they did in 1990. These words are 
not stable in the absence of additional 
qualifying data. Similarly, anything 
called current (for example, current in-
ventory) is not stable.

To ensure the stability of data, it is 
important to design for values that are 
unambiguous across space and time. 
One excellent technique for the cre-
ation of stable data is the use of time-
stamping and/or versioning. Another 
important technique is to ensure that 
important identifiers such as customer 
IDs are never reused.

Immutable schema and immutable 
messages. As discussed previously, 
when a message is sent, it must be im-
mutable and stable to ensure its cor-
rect interpretation. In addition, the 
schema for the message must be im-
mutable. For this reason, it is recom-
mended that all message schemas be 
versioned and that each message use 
the version-dependent identifier of the 
precise definition of the message for-
mat. Alternatively, the schema can be 
embedded in the message. This is pop-
ular when using JSON or other semi-
structured formats.

References to data, immutability, 
and DAGs. Sometimes it is essential to 
refer to other data. When referencing 
data from outside, the identifier used 
for the reference must specify data 
that is immutable.

If you find an immutable document 
that tells you to read today’s New York 
Times to find out more details, that 
doesn’t do you any good without more 
details (specifically the date and region 
of the paper).

As new data is generated, it may 
have references to complex graphs of 
other data items, each of which is im-
mutable and uniquely identified. This 
creates a directed acyclic graph (DAG) 
of referenced data items. Note that this 
model allows for each data item to re-
fer to its schema using simply another 
arc in the DAG.

Over time, independent services, 
each within its own temporal domain, 
will generate new data items blithely 
ignorant of the recent contributions of 
other services. The creation of new im-
mutable data items that are interrelat-
ed by membership in this DAG is what 
gives outside data its special charm.

Data on the Outside: Reference Data
Reference data refers to a type of 
information that is created and/or 
managed by a single service and pub-
lished to other services for their use. 
Each piece of reference data has both 

To ensure  
the stability  
of data, it is 
important  
to design  
for values that  
are unambiguous 
across  
space and time.
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 ˲ Changing the address may affect 
the sales district.

 ˲ Shipments may need to be rerouted.

Data on the Inside
As described previously, inside data is 
encapsulated behind the application 
logic of the service. This means the only 
way to modify the data is via the service’s 
application logic. Sometimes a service 
will export a subset of its inside data for 
use on the outside as reference data.

This section examines the following 
facets of data on the inside: (1) the tem-
poral environment in which SQL’s 
schema definition language operates; 
(2) how outside data is handled as it ar-
rives at a service; and (3) the extensibil-
ity seen in data on the outside and the 
challenges inherent in storing copies of 
that data inside in a shredded fashion 
to facilitate its use in relational form.

SQL, DDL, and serializability. SQL’s 
Data Definition Language (DDL) is 
transactional. Like other operations in 
SQL, updates to the schema via DDL oc-
cur under the protection of a transac-
tion and are atomically applied. These 
schema changes may make a significant 
difference in the ways that data stored 
within the database is interpreted.

It is essential that transactions pre-
ceding a DDL operation be based on 
the existing schema, and those that fol-
low the DDL operation be based on the 
schema as changed by the operation. In 
other words, changes to the schema 
participate in the serializable seman-
tics of the database.

Both SQL and DDL live in the now. 
Each transaction is meaningful only 
within the context of the schema de-
fined by the preceding transactions. 
This notion of now is the temporal do-
main of the service consisting of the 
service’s logic and its data contained in 
this database.

Storing incoming data. When data 
arrives from the outside, most ser-
vices copy it inside their local SQL 
database. Although inside data is 
not, in general, immutable, most ser-
vices choose to implement a conven-
tion by which they immutably retain 
the data. It is not uncommon to see 
the incoming data syntactically con-
verted to a more convenient form for 
the service. This is called shredding 
(see Figure 4).

Many times, an incoming message 

a version-independent identifier and 
multiple versions, each of which is la-
beled with a version-dependent iden-
tifier. For each piece, there is exactly 
one publishing service.

This section discusses the publica-
tion of versions, then moves on to the 
various uses of reference data.

Publishing versioned reference 
data. The idea here is quite simple. A 
version-independent identifier is creat-
ed for some data. One service is the 
owner of that data and periodically 
publishes a new version that is labeled 
with a version-dependent identifier. It 
is important that the version’s identifi-
er is known to be increasing as subse-
quent versions are transmitted.

When a version of the reference 
data is transmitted, it must be as-
sumed to be somewhat out of date. The 
information is clearly from the past 
and not now. It is reasonable to consid-
er these versions as snapshots.

Uses of reference data. There are 
three broad usage categories for refer-
ence data, at least so far:

 ˲ Operands contain information 
published by a service in anticipation 
that another service will submit an op-
erator using these values.

 ˲ Historic artifacts describe what 
happened in the past within the con-
fines of the sending service.

 ˲ Shared collections contain infor-
mation that is held in common across 
a set of related services that evolves 
over time. One service is the custodian 
and manages the application of chang-
es to a part of the collection. The other 
services use somewhat older versions 
of the information.

Operands. As previously discussed, 
messages contain operators that map 
to the functions provided by the ser-
vice. These operators frequently re-
quire operands as additional data de-
scribing the details of the requested 
work. Operands are gleaned from ref-
erence data that is typically published 
by the service being invoked. A depart-
ment store catalog, for example, is ref-
erence data used to fill out the order 
form. An online retailer’s price list, 
product catalog, and shipping-cost list 
are operands.

Historic artifacts. Historic artifacts 
report on what happened in the past. 
Sometimes these snapshots of history 
need to be sent from one service to an-

other. Serious privacy issues can result 
unless proper care is exercised in the 
disclosure of historic artifacts from one 
service to another. For this reason, many 
times this usage pattern is seen across 
services that have some form of trust re-
lationship such as quarterly results of 
sales, a monthly bank statement, inven-
tory status at the end of the quarter.

Shared collections. The most challeng-
ing usage pattern for reference data is 
the shared collection. In this case, many 
different services need to have a recent 
view of some interesting data. Frequent-
ly cited examples include the employee 
database and the customer database. In 
each of these, lots of separate services 
want both to examine and to change the 
data in these collections.

Many large enterprises experience 
this problem writ large. Lots of differ-
ent applications think they can change 
the customer database, and now that 
these applications are running on 
many servers, there are many replicas 
of the customer database (frequently 
with incompatible schemas). Changes 
made to one replica gradually perco-
late to the others with information loss 
caused by schema transformations 
and conflicting changes. A shared col-
lection offers a mechanism for ratio-
nalizing the desire to have multiple up-
daters and allowing controlling 
business logic to enforce policies on 
the data. A shared collection has one 
special service that actually owns the 
authoritative perspective of the collec-
tion. It enforces business rules that en-
sure the integrity of the data. The own-
ing service periodically publishes 
versions of the collection and supports 
incoming requests whose operators re-
quest changes.

Note that this is not optimistic con-
currency control. The owning service 
has complete control over the changes 
to be made to the data. Some fields may 
be updatable, and others may not. 
Business constraints may be applied as 
each requested change is considered.

Consider changes to a customer’s 
address. This is not just a simple up-
date but complex business logic:

 ˲ You don’t simply update an ad-
dress. You append the new address 
while remembering that the old ad-
dress was in effect for a range of dates.

 ˲ Changing the address may affect 
the tax location.
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is kept as an exact binary copy for au-
diting and non-repudiation while the 
contents are converted to a form that is 
easier to use within the service.

Extensibility versus shredding. Fre-
quently the outside data is kept in a 
semi-structured representation such as 
JSON, which has a number of wonder-
ful qualities for this, including extensi-
bility. JSON’s extensibility allows other 
services to add information to a mes-
sage that was not declared in the sche-
ma for the message. Basically, the send-
er of the message has added stuff that 
you didn’t expect when the schema was 
defined. Extensibility is in many ways 
like scribbling on the margins of a pa-
per form. It frequently gets the desired 
results, but there are no guarantees.

As incoming outside data is copied 
into the SQL database, there are advan-
tages to shredding it. Shredding is the 
process of converting the hierarchical 
semi-structured data into a relational 
representation. Normalizing the incom-
ing outside data is not a priority. Normal-
ization is designed to eliminate or re-
duce update anomalies. Even though 
you are stuffing the data into a SQL data-
base, you’re not going to update it. You 
are capturing the outside data in a fash-
ion that’s easier to use inside SQL. Shred-
ding is, however, of great interest for 
business analytics. The better the rela-
tional mapping, the better you will be 
able to analyze the data.

It is interesting that extensibility 
fights shredding. Mapping unplanned 
extensions to planned tables is diffi-
cult. Many times, partial shredding is 
performed wherein the incoming in-
formation that does comply with well-
known and regular schema representa-
tions is cleanly shredded into a 
relational representation, and the re-
maining data (including extensions) is 
kept without shredding.

Representations of data. Let’s con-
sider the characteristics of these two 
prominent representations of data: 
JSON and SQL.

Representing data in JSON. JSON is a 
standard for representing semi-struc-
tured data. It is an interchange format 
with a human-readable text for storing 
and transmitting attribute-value pairs. 
Sometimes a schema for the data is kept 
outside the JSON document. Sometimes 
the metadata is embedded (as attribute-
value pairs) into the hierarchical struc-
ture of the document. JSON documents 
are frequently identified with a URL, 
which gives the document a unique 
identity and allows references to it.

It is this combination of human 
readability, self-describing attribute-
value pairs, and global identity 
through URLs that make JSON so pop-
ular. Of course, its excellent and easy-
to-use libraries in multiple languages 
help too.

Representing data in SQL. SQL repre-
sents relationships by values contained 
in cells within rows and tables. Being 
value-based allows it to “relate” differ-
ent records to each other by their value. 
This is the essence of the relational 
backbone of SQL. It is precisely this val-
ue-based nature of the representation 

that enables the amazing query technol-
ogy that has emerged over the past few 
decades. SQL is clearly the leader as a 
representation for inside data.

Bounded and unbounded. Let’s 
contrast SQL’s value-based mecha-
nism with JSON’s identity- and refer-
ence-based mechanism.

Relational representations must 
be bounded. For the value-based com-
parisons to work correctly, there must 
be both temporal and spatial bounds. 
Value-based comparisons are mean-
ingful only if the contents of both re-
cords are defined within the same 
schema. Multiple schemas can have 
well-defined meaning only when they 
can be (and are) updated within the 
same temporal scope (i.e., with ACID 
semantics in the same database). This 
effectively yields a single schema. SQL 
is semantically based on a centrally 
managed single schema.

Attempts over the past 20 years to 
create distributed SQL databases are 
fine but must include a single transac-
tional scope and a single DDL schema. 
If not, the semantics of relational al-
gebra are placed under pressure. SQL 
only works inside a single database.

JSON is unbounded. In JSON, data is 
referenced using URIs (uniform re-
source identifiers) and not values. 
These URIs are universally defined and 
unique. Of course, every URL is a legiti-

Figure 4. Shredding.
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inside data
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Figure 5. Inside and outside data.

Outside Data Inside Data

Immutable? Yes No

Identity based references Yes No

Open schema? Yes No

Represent in JSON or other semi-structured fashion Yes No

Encapsulation useful? No Yes

Long-lived evolving data with evolving schema? No Yes

Business intelligence desirable over data? Yes Yes

Durable storage in SQL inside the service? Yes Yes

Figure 6. The dynamic duo of data repre-
sentations.
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stability in outside data. This leads to 
a depiction of outside data as a DAG 
of data items being independently 
generated by disparate services.

The article then examines the no-
tion of reference data and its usage pat-
terns in facilitating the interoperation 
of services. It presents a brief sketch of 
inside data with a discussion of the 
challenges of shredding incoming data 
in the face of extensibility.

Finally, JSON and SQL are seen as 
representations of data, and their 
strengths are compared and contrasted. 
This leads to the conclusion that each 
of these models has strength in one 
usage that complements its weakness 
in another usage. It is common prac-
tice today to use JSON to represent 
data on the outside and SQL to store 
the data on the inside. Both of these 
representations are used in a fashion 
that plays to their respective strengths.

This is an update to the original paper 
by the same name presented at the Confer-
ence on Innovative Data Systems Research 
in 2005. At that time, XML was more com-
monly used than JSON. Similarly, service-
oriented architecture (SOA) was used more 
then, while today, it’s more common to say 
simply, “service.” In this article, “service” is 
used to mean a database encapsulated by 
its service or application code. It does not 
mean a microservice. Nomenclature aside, 
not much has changed. 
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mate URI so they’re cool, too. URIs can 
be used on any machine to uniquely 
identify the referenced data. When 
used with the proper discipline, this 
can result in the creation of DAGs of 
JSON documents, each of which may 
be created by independent services liv-
ing in independent temporal (and 
schema) domains.

Characteristics of inside and outside 
data. Let’s consider the various charac-
teristics discussed so far for inside and 
outside data, as shown in Figure 5.

Immutability, identity-based refer-
ences, open schema, and JSON repre-
sentation apply to outside data, not to 
inside data. This is all part of a pack-
age deal in the form of the representa-
tion of the data, and it suits the needs 
of outside data well. The immutable 
data items can be copied throughout 
the network and new ones generated 
by any service. Indeed, the open and in-
dependent schema mechanisms allow 
independent definition of new formats 
for messages, further supporting the 
independence of separate services.

Next, consider encapsulation and re-
alize that outside data is not protected 
by code. There is no formalized notion 
of ensuring access to the data is medi-
ated by a body of code. Rather, there is a 
design point that says if you have access 
to the raw contents of a message, you 
should be able to understand it. Inside 
data is always encapsulated by the ser-
vice and its application logic.

Consider data and its relationship 
to its schema. Outside data is immu-
table, and each data item’s schema re-
mains immutable. Note that the sche-
ma may be versioned and the new 
version applied to subsequent similar 
data items, but that does not change 
the fact that once a specific immuta-
ble item is created, its schema re-
mains immutable. This is in stark 
contrast to the mechanisms employed 
by SQL for inside data. SQL’s DDL is 
designed to allow powerful transfor-
mations to existing schema while the 
database is populated.

Finally, let’s consider the desirabili-
ty of performing business intelligence 
analysis over the data. Experience 
shows that those analysis folks want to 
slice and dice anything they can get 
their hands on. Existing analytics oper-
ate largely over inside data, which will 
certainly continue as fodder for analy-

sis. But there is little doubt about the 
utility of analyzing outside data as well.

The dynamic duo of data representa-
tions. Now, let’s compare the strengths 
and weaknesses of these two represen-
tations of data, SQL, and JSON:

 ˲ SQL, with its bounded schema, is 
fantastic for comparing anything with 
anything (but only within bounds).

 ˲ JSON, with its unbounded schema, 
supports independent definitions of 
schema and data. Extensibility is cool too.

Consider what it takes to perform ar-
bitrary queries. SQL is outstanding be-
cause of its value-based nature and 
tightly controlled schema, which en-
sure alignment of the values, facilitat-
ing the comparison semantics that un-
derlie queries.

JSON is problematic because of sche-
ma inconsistency. It is precisely the inde-
pendence of the definition that poses the 
challenges of alignment of the values. 
Also, the hierarchical shape and forms 
of the data may also be a headache. 
Still, you can project consistent schema 
in a form easily queried. It might be a 
lossy projection where not all the 
knowledge is available to be queried.

Consider independent definition of 
shared data. SQL is impossible because 
it has centralized schema. As already 
discussed, this is intrinsic to its ability 
to support value-based querying in a 
tightly controlled environment.

JSON is outstanding. It specializes in 
independent definition of schema and 
independent generation of documents 
containing the data. That is a huge 
strength of JSON and other semi-struc-
tured data representations.

Each model’s strength is simultane-
ously its weakness. What makes SQL ex-
ceptional for querying makes it dreadful 
for independent definition of shared 
data. JSON is wonderful for the indepen-
dent definition, but it stinks for querying 
(see Figure 6). You cannot add features to 
either of these models to address its weak-
nesses without undermining its strengths.

Conclusion
This article describes the impact of 
services and trust on the treatment of 
data. It introduces the notions of inside 
data as distinct from outside data. After 
discussing the temporal implications 
of not sharing transactions across the 
boundaries of services, the article con-
siders the need for immutability and 
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T H E  E D U C AT I O N A L  U S E  of coding in schools is at  
a crossroads.

We are at a moment of extraordinary opportunity. 
A decade ago, our research group wrote an article 
for Communications titled “Scratch: Programming 
for All.”15 At the time, our subtitle was aspirational. 
Now, it is becoming the reality. School systems and 
policymakers are embracing the idea that coding can 
and should be for everyone. Countries from Chile 
to England to South Africa to Japan are introducing 
coding to all students.

We are also at a moment of extraordinary challenge. 
In many places, coding is being introduced in ways 
that undermine its potential and promise. If we do not 
think carefully about the educational strategies and 
pedagogies for introducing coding, there is a major 
risk of disappointment and backlash.

During the past decade, we have seen that it is 
possible to spread coding experiences to millions of 
children around the world. But we have also seen that 
it is much more difficult to spread educational values 

and approaches—that is the big chal-
lenge for the next decade.

The expansion of coding in educa-
tion has been catalyzed by new types of 
programming interfaces (particularly 
block-based coding1), a proliferation of 
nonprofit initiatives supporting com-
puter-science education (such as Code.
org, CSforAll, and Code Club), and a 
growing array of programmable devic-
es that broaden the range of what stu-
dents can code (such as micro:bit,20 ro-
botics kits,9 and programmable toys23).

Our own work on Scratch (Figure 1) 
has both contributed to and benefitted 
from this broader trend. When we 
started developing the Scratch pro-
gramming language and online com-
munity in 2002, our goal was not sim-
ply to help children learn to code. We 
had a broader educational mission. We 
wanted to provide all children, from all 
backgrounds, with opportunities to 
learn to think creatively, reason system-
atically, and work collaboratively. These 
skills are essential for everyone in to-
day’s fast-changing world, not just 
those planning to become engineers 
and computing professionals. And 
these same skills are valuable in all as-
pects of life, not just for success in the 
workplace but also for personal fulfill-
ment and civic engagement.13

The use of Scratch has been growing 
rapidly throughout the world: in the past 
year, more than 20 million young people 
created Scratch projects (Figure 2). Scratch 
began with use primarily in homes and 
informal learning settings,11 but use in 
schools has expanded to more than 
half of all Scratch activity. Around the 
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While millions of students worldwide have 
enjoyed coding experiences over the last 
decade, the next challenge is spreading 
educational values and approaches.
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 key insights
 ˽ In many educational settings, coding is 

introduced in narrow ways that focus 
primarily on teaching specific concepts, 
rather than supporting students in 
developing the creativity, collaboration, 
and communication skills needed to 
thrive in today’s fast-changing world. 

 ˽ For students to develop computational 
fluency and creative thinking skills, they 
need opportunities to create projects, 
based on their passions, in collaboration 
with peers, in a playful spirit.

http://dx.doi.org/10.1145/3375546
http://Code.org
http://Code.org


NOVEMBER 2020  |   VOL.  63  |   NO.  11  |   COMMUNICATIONS OF THE ACM     121

Figure 2. Projects shared in the Scratch online community.
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world, young people are using Scratch 
in a wide variety of ways. For example:

 ˲ middle-school students across sev-
eral countries created Scratch projects 
illustrating their visions for how tech-
nological innovations would transform 
society by the year 2050;

 ˲ thousands of young people created 
Scratch animations against racism and 
in support of the Black Lives Matter 
movement;

 ˲ an elementary-school teacher in 
Mexico integrated Scratch into a sci-
ence unit on butterflies, with students 
creating animations of the butterfly life 
cycle and robotic models of butterfly 
motion, based on their observations of 
real butterflies;

 ˲ students from around the world 
created a studio called #ProtectOurEarth 
where they shared hundreds of projects 
highlighting issues related to climate 
change, including a game where you 
guide a polar bear across the melting 
Arctic ice caps.

Opportunities and Challenges
In the process of creating and sharing 
projects like these, students are not just 

learning to code, they are coding to 
learn. They are not only learning impor-
tant mathematical and computational 
concepts, they are also deepening their 
understanding of ideas in other disci-
plines and developing a broad range of 
problem-solving, design, collabora-
tion, and communication skills.7,16

Unfortunately, in many educational 
settings, coding is introduced in much 
more limited and constrained ways, so 
that students do not have the opportu-
nity to experience the full conceptual 
and expressive powers of coding. Here 
are some of the challenges:

 ˲ Too often, schools are introduc-
ing students to computer science by 
teaching them definitions of words as-
sociated with computing, without pro-
viding them with opportunities to 
learn and apply computational con-
cepts and practices in the context of 
meaningful activities. For example, 
some school districts introduce com-
puting to elementary-school students 
by teaching them the definition of the 
word “algorithm” and the differences 
between hardware and software, instead 
of engaging students in active learning 
through computing activities, such as 

Figure 1. The Scratch website in June 2020.
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consideration what the student’s pro-
gram is intended to do, how well it ac-
complishes the student’s goals, wheth-
er the code works as intended, whether 
people are able to interact with it, or 
how the student’s thinking develops 
over a series of projects. We see greater 
potential in other research and evalua-
tion approaches, such as those that 
document and analyze teachers’ facili-
tation practices and students’ learning 
trajectories over time.6,8

For coding initiatives to live up to 
their promise and potential, signifi-
cant changes are needed in how coding 
is put into practice in educational sys-
tems around the world.

Computational Fluency
In most educational coding initiatives, 
there is a recognition that the goal 
should be broader than teaching spe-
cific programming techniques. Many 
educational initiatives are framed 
around the development of computa-
tional thinking—that is, helping stu-
dents learn computer-science con-
cepts and strategies that can be used in 
solving problems in a wide range of 
disciplines and contexts.22

Computational thinking is certainly 
a worthy goal, but many initiatives focus 
too narrowly on teaching concepts out 
of context or presenting students with 
problems that have a single correct an-
swer. In our research, we have seen how 
coding becomes most motivating and 
meaningful for students when they have 
opportunities to create their own proj-
ects and express their own ideas.18 
Through these experiences, children 
develop as computational creators as 
well as computational thinkers. We use 
the phrase computational fluency to de-
scribe this ability to use computational 
technologies to communicate ideas ef-
fectively and creatively.

Our ideas about computational flu-
ency have been informed and inspired 
by the long tradition of educational 
initiatives and research focused on en-
gaging students in learning to write. 
Even though most students won’t grow 
up to become professional journalists 
or novelists, there is a strong consen-
sus that all students should learn to 
write. Through writing, students devel-
op their ability to organize, express, and 
share ideas—and they begin to see 
themselves differently. The Brazilian 

coding an animated story or program-
ming a robot to dance.

 ˲ Too often, coding is introduced 
by telling all students to copy the ex-
act same code, rather than encourag-
ing them to experiment, prototype, 
and debug. On the Scratch website, 
we once saw 30 identical projects 
shared at the same time. At first we 
thought this duplication of projects 
was a problem with the website, but 
then we noticed that each project had 
a different username, and we realized 
the projects were all from a single 
classroom, where 30 students had fol-
lowed the same instructions to make 
the same project with the same imag-
es and same code. Although this 
classroom activity may have intro-
duced students to the basic mechan-
ics of coding, it did not provide oppor-
tunities for creative thinking and 
problem solving.

 ˲ Too often, schools allocate only a 
brief period of time for learning to 
code. Within this limited time, stu-
dents might learn some basic terms 
and concepts, but they don’t have the 
opportunity to put the ideas to use in a 
meaningful way, and thus are unlikely 
to be able to apply the ideas in other 
contexts and other subjects. And in sit-
uations where coding is allocated more 
time, the curriculum often pushes 
teachers and students to shift from one 
coding tool to another, rather than pro-
viding time for learning a tool well 
enough for designing projects, solving 
problems, and communicating ideas. 
One large-scale initiative introduced 
Scratch to fourth-graders for one hour 
each week, then abruptly shifted to a 
different coding language. After teach-
ers and students expressed frustration, 
the curriculum was revised.

 ˲ Too often, researchers and educa-
tors are adopting automated assess-
ment tools that evaluate student pro-
gramming projects only by analyzing 
the code, without considering the proj-
ect goals, content, design, interface, 
usability, or documentation. For ex-
ample, many are using an online 
Scratch assessment tool that gives stu-
dents a “computational thinking 
score” based on the assumption that 
code with more types of programming 
blocks is an indication of more ad-
vanced computational thinking. This 
form of assessment doesn’t take into 

In our research, 
we have seen how 
coding becomes 
most motivating 
and meaningful  
for students 
when they have 
opportunities  
to create  
their own projects  
and express  
their own ideas.
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Figure 3. Taryn’s Scratch project modeling the water cycle.educator and activist Paulo Freire led 
literacy campaigns not simply to help 
people get jobs, but also to help peo-
ple learn that “they can make and re-
make themselves.”5

We see the same potential for cod-
ing. Most students will not pursue ca-
reers as professional programmers or 
computer scientists but developing flu-
ency with coding is valuable for every-
one. As students create their own sto-
ries, games, and animations with code, 
they start to see themselves as creators, 
developing confidence and pride in 
their ability to create things and express 
themselves with new technologies.

Some advocates of computational 
thinking downplay the value of coding. 
They argue that there are many other 
ways to develop computational think-
ing skills. But we have found that cod-
ing can be a particularly effective way 
for students to become engaged with 
computational concepts, practices, 
and perspectives.2 When students code 
their own projects, they encounter con-
cepts and problem-solving strategies 
in a meaningful context, so the knowl-
edge is embedded in a rich web of as-
sociations. As a result, students are 
better able to access and apply the 
knowledge in new situations.

The Scratch programming language 
and online community are designed 
specifically to support the develop-
ment of computational fluency. Of 
course, it takes time for students to de-
velop fluency. Many projects in the 
Scratch online community are very 
simple or poorly structured, created by 
students who are just starting to ex-
plore the possibilities of coding. But 
when students have the necessary time 
and support for developing their fluen-
cy, we see how they can grow as both 
computational thinkers and computa-
tional creators.

As an example, we would like to 
share the story of a Scratch communi-
ty member named Taryn, who was first 
introduced to Scratch at her school in 
South Africa when she was 10 years 
old. A few years later, in a science 
class, Taryn used Scratch to program 
an interactive simulation of the water 
cycle, including two sliders for con-
trolling the evaporation rates over the 
sea and over the land. In all, Taryn cre-
ated a dozen different variables for the 
project (Figure 3).

Figure 4. Taryn’s tutorial on how to use variables.

Figure 5. One of Taryn’s Colour Divide animated stories.
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almost too scared to get something 
wrong and type the wrong thing and be 
judged. But Scratch it’s like playing, it’s 
like chucking things together, if they 
don’t work, that’s fine. And being able 
to make mistakes is part of the thing 
that develops creative confidence.”

For us, Taryn’s work serves as an ex-
ample of how students, through their 
work on Scratch projects, can develop 
as both computational creators and 
computational thinkers. We have seen 
many other students in the Scratch 
community go through similar learn-
ing trajectories. But many students 
don’t receive the opportunities or sup-
port they need to become fluent with 
computation and develop as creative 
thinkers. How can we help more stu-
dents experience the joys and possi-
bilities of computational fluency?

Four Guiding Principles
In our research group, we have devel-
oped four guiding principles for sup-
porting creative learning and computa-
tional fluency. We call these principles 
the Four Ps of Creative Learning: Proj-
ects, Passion, Peers, and Play.14

These principles provide a frame-
work to guide the design of technolo-
gies, activities, curriculum, communi-
ties, and spaces to support coding and 
learning. Here, we explore the Four Ps 
of Creative Learning through examples 
from the Scratch community.

Projects. Provide students with op-
portunities to work on meaningful proj-
ects (not just puzzles or problem-solving 
activities), so they experience the process 
of turning an initial idea into a creation 
that can be shared with others.

To us, it seems natural to introduce 
coding to young people in a project-ori-
ented way, so that they learn to express 
themselves creatively as they learn to 
code. But many introductions to coding 
take a very different approach, present-
ing students with a series of logic puz-
zles in which they need to program ani-
mated characters to move from one 
location to another. When students suc-
cessfully solve one puzzle, they can move 
on to the next. Students undoubtedly 
learn some useful computational con-
cepts while working on these puzzles. 
But learning to code by solving logic puz-
zles is somewhat like learning to write by 
solving crossword puzzles. That’s not 
the way to become truly fluent. Just as 

students develop fluency with language 
by writing their own stories (not just 
playing word games), students develop 
fluency with coding by creating projects 
(not just solving puzzles).

Increasingly, schools are shifting to 
a project-based approach to coding. In 
one school, for example, fourth-grade 
students created Scratch projects about 
the book Charlotte’s Web, rather than 
writing traditional book reports. In one 
of the projects, a student programmed 
a pig to move within the scene. To make 
the pig look further away, the student 
programmed it to become smaller, ap-
plying the art concept of perspective 
and using mathematical calculations 
to adjust the size of the pig. The project 
cut across the curriculum, integrating 
ideas from language, art, math, and 
computer science. In other schools, 
students have designed projects in 
many different subject areas—creating 
games about ancient Egypt in history 
class, modeling DNA replication in bi-
ology, and creating animations of hai-
ku poems in language arts.

For teachers, it might be easier to in-
troduce coding through puzzles that 
tell students whether they have correct-
ly solved the problem or where they 
went wrong. Managing a project-based 
classroom can be more challenging, 
since different students will create dif-
ferent types of projects. Yet it is pre-
cisely this opportunity for developing 
an idea from initial conception to 
shareable project that enables young 
people to develop as creative thinkers 
and problem solvers.14

Passion. Allow students to work on 
projects connected to their interests. They 
will work longer and harder—and learn 
more in the process.

We designed Scratch to support a 
wide range of projects and interests—
from art, music, and animations, to 
games, stories, and simulations. We 
also made sure students can customize 
and personalize their projects, by bring-
ing in their own images and sounds.

Why is this important? Different 
children have different interests, come 
from different cultures, and think in dif-
ferent styles. Supporting diverse path-
ways into Scratch is important to ensure 
that all children, from all backgrounds, 
can work on Scratch projects that are 
relevant and meaningful to them. On 
the Scratch website, you can see a wide 

Through working on this project, 
Taryn became inspired to help others 
learn about variables. She decided to 
create a tutorial project called Ya Gotta 
❤ Variables and shared it in the Scratch 
online community (Figure 4). As she ex-
plained in the notes that accompany 
the project: “I love variables! They’re 
extremely useful in programming, and 
I wouldn’t have been able to make 
most of my projects without them. 
However, they’re a bit tricky to under-
stand—that’s where this tutorial can 
help you!” Taryn also encouraged oth-
ers to experiment: “Have fun playing 
around and experimenting with vari-
ables and booleans! The more you ex-
periment (and fail!), the more you will 
understand and the easier it will be 
for you to use variables to make your 
projects awesome!”

Taryn became well known in the 
Scratch community through a series 
of projects called Colour Divide, set in 
a fantasy dystopian world where peo-
ple are subjected to a test that deter-
mines their place in society (Figure 5). 
Taryn collaborated on the initial Co-
lour Divide project with five other stu-
dents who she met in the online com-
munity. For Taryn, the project was a 
way to explore important social is-
sues. When we interviewed Taryn, she 
explained: “Growing up, I’ve definite-
ly seen the scars that apartheid has 
left on my country and the people. I’m 
really exploring that through the dif-
ferent characters that are a part of 
this story.”

Taryn described the important role 
that collaboration played in the devel-
opment of Colour Divide. “I set it up so 
that other Scratchers could contribute 
faces and voices and scenery and mu-
sic. It felt less like something that I 
was making, more like something that 
we were making together,” she said. 
“I’ve just been constantly blown away 
by the kind of support and collabora-
tion and sharing that happens in the 
community. That’s one of the main 
things that keeps me coming back to 
Scratch every day.”

Through her work on Scratch, Taryn 
has shifted the way she approaches 
learning. “I’ve become more confident 
to try new things and express myself—
and more comfortable with taking 
risks and making mistakes,” she ex-
plained. “In other languages, you are 
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countries with the same interests kept 
me coming back to talk to them.”

Young people talk about multiple 
reasons why the Scratch online com-
munity matters to them:

 ˲ The community provides audience: 
When young people share projects they 
have made, they get feedback, encour-
agement, and suggestions from peers 
in the community.

 ˲ The community provides inspira-
tion: By looking at other projects on the 
website, young people get new ideas 
for their own projects.

 ˲ The community provides connec-
tion: Young people make friends and 
meet others with shared interests from 
other cities and countries.

As a young person in the online 
community reflected:

“When I used the website, I got in-
terested in the projects of others. This 
is largely how I learned Scratch: 
through remixing and sharing and cre-
ating. I made many friends here, who 
remix my projects, give comments, and 
have taught me new things.”

As participation in the Scratch com-
munity has grown, young people have 
collaborated in ways beyond what we 
had originally anticipated. More and 
more young people have taken the ini-
tiative to connect, coordinate, and col-
laborate on projects and activities. 
About a quarter of all projects on the 
Scratch website are remixes, in which 
students modify or add code to existing 
projects.4 Some students form collab-
orative groups to create complex games 
and animations that none could have 
created on their own. Other students 
have learned how to create projects 
through crowdsourcing, asking others 
in the community to contribute code, 
images, or sound clips.17

A few years ago, a college physics 
professor told us his children had be-
come actively involved in the Scratch 
community. We expected he would go 
on to tell us about the coding skills and 
computational ideas they were learn-
ing. But that’s not what interested him 
most. Rather, he was excited that his 
children were participating in an open 
knowledge-building community. “It’s 
like the scientific community,” he ex-
plained. “Kids are constantly sharing 
ideas and building on one another’s 
work. They’re learning how the scien-
tific community works.”

diversity of projects, everything from in-
teractive newsletters to dance tutorials 
to historical dress-up games to musical 
beat machines. That’s an indication 
that Scratch is supporting students with 
a wide range of different interests and 
passions. Similarly, when evaluating 
Scratch classes or workshops, we use di-
versity of projects as a measure of suc-
cess—an indication that children are 
working on projects they care about.

In an influential paper from the 
1990s, Sherry Turkle and Seymour Pap-
ert emphasized that encouraging di-
verse styles of thinking and program-
ming is essential for promoting equity 
and developing a more inclusive com-
puter culture.21 As they wrote:

“The computer is an expressive me-
dium that different people can make 
their own in their own way … The diver-
sity of approaches to programming 
suggests that equal access to even the 
most basic elements of computation 
requires accepting the validity of mul-
tiple ways of knowing and thinking, an 
epistemological pluralism.”

We often refer to this idea with the 
phrase “many paths, many styles.” 
Some students make elaborate plans, 
others explore and tinker. Some stu-
dents enjoy telling stories, others enjoy 
making patterns. Some students are 
excited about animals, others are ex-
cited about sports. To ensure coding is 
for all, it is important to support these 
diverse entry points and approaches.

Peers. Encourage collaboration and 
sharing, and help students learn to build 
on the work of others.

When our research group launched 
the Scratch programming language in 
2007, we launched the Scratch online 
community at the same time. We want-
ed to support the social side of learn-
ing, providing students with opportu-
nities to learn with and from one 
another. The online community has 
grown into a dynamic space where 
young people collaborate with one an-
other, sharing more than one million 
projects and posting more than three 
million comments each month.

We have learned from Scratchers 
just how important the online commu-
nity is for motivating their ongoing par-
ticipation.18 As one Scratcher explained: 
“I would’ve quit earlier, but then I made 
friends … Of course, I had friends in 
real life, but having friends in other 

The online 
community  
has grown into  
a dynamic space 
where young people 
collaborate with 
one another, sharing 
more than one 
million projects  
and posting  
more than three 
million comments 
each month.
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Putting the Four Ps into Practice
From our observations of Scratch ac-
tivities around the world over the past 
decade, we have seen the value of Proj-
ects, Passion, Peers, and Play in sup-
porting the development of computa-
tional fluency. But we have also seen 
that it is not easy to put these four prin-
ciples into practice within the realities 
of today’s standards-based, assess-
ment-driven classrooms.

We have been encouraged to see a 
growing number of teachers and 
schools are finding ways to integrate 
creative, expressive approaches to cod-
ing into their classroom practices. In a 
public high school in Tacoma, WA, for 
example, computer-science teacher 
Jaleesa Trapp wanted to provide her 
students with an opportunity to learn 
computational concepts in the context 
of projects that would be meaningful 
to them. Jaleesa noticed that many of 
her students enjoyed watching how-to 
videos online, so she proposed that 
they use Scratch to create their own 
how-to tutorials.

The students created a wide range of 
projects: how to crochet, how to use a 
3D printer, and how to make a video 
game, among others. The students de-
signed their projects to make them ac-
cessible to users with diverse abilities. 
To create their projects, students need-
ed to research their topics, develop pro-
totype tutorials, test out their prototypes 
with other students, revise their proj-
ects, and finally present their projects to 
friends and family, as well as sharing 
with a broader audience online.

This activity was well-aligned with the 
four Ps, since students were working on 
projects based on their passions, in col-
laboration with peers, in a playful spirit. 
But the activity was also well-aligned with 
computer science and engineering stan-
dards, since it involved iterative design, 
testing, debugging, and refinement of 
computer programs.3,12 Students gained 
an understanding of important computa-
tional concepts and practices (such as us-
ing control structures and improving us-
ability) through working on their projects.

Jaleesa also wanted an assessment 
method that would be meaningful to 
the students. So, before they started 
designing, she asked the students to 
help develop a rubric for evaluating 
their projects. They began by identify-
ing the features of how-to videos that 

Play. Create an environment where 
students feel safe to take risks, try new 
things, and experiment playfully.

Scratch is designed to encourage 
playful experimentation and tinkering. 
As with LEGO bricks, it is easy to snap 
together Scratch programming blocks 
to try out new ideas, and it is also easy 
to take them apart to revise and iterate. 
Just click on a stack of Scratch blocks, 
and the code runs immediately. There 
are no error messages in the Scratch 
programming editor. Instead, many 
children learn new coding strategies by 
playfully experimenting with different 
combinations of Scratch blocks, see-
ing what happens when their code 
runs, iteratively revising their code, 
and looking at code in other projects. 
We view “play” not as an activity but as 
an attitude: a willingness to experi-
ment, take risks, and try new things.

When we have interviewed long-
time Scratchers, we have found that 
many became engaged in coding by 
“messing around” with Scratch.16 For 
example, a long-time Scratcher ex-
plained that he learned about variables, 
events, and other coding concepts “just 
by experimenting.” Although it might 
seem more efficient to teach concepts 
through direct instruction, we have 
seen that many students become more 
engaged and gain a greater sense of 
agency and confidence when they learn 
through playful experimentation and 
exploration. We do offer tutorials on 
the Scratch website, but the tutorials 
are designed to encourage students to 
incorporate their own ideas and make 
their own variations, not just follow 
step-by-step instructions.

The Scratch community guidelines 
emphasize the importance of being re-
spectful and friendly, and clearly state 
that Scratch “welcomes people of all 
ages, races, ethnicities, religions, abil-
ities, sexual orientations, and gender 
identities.”19 Respectful communica-
tion and inclusiveness have become 
norms that experienced participants 
communicate to newcomers and oth-
ers.10 A respectful community is essen-
tial for accomplishing our goals with 
Scratch. When people feel they are sur-
rounded by caring, respectful peers, 
they are much more likely to play—
that is, to try new things and take the 
risks that are an essential part of the 
creative process.

We have been 
encouraged to see 
a growing number 
of teachers and 
schools are finding 
ways to integrate 
creative, expressive 
approaches 
to coding into 
their classroom 
practices. 
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they valued and decided together 
which criteria were most important to 
include in the rubric. By contributing 
to the criteria for assessment, the stu-
dents developed a shared understand-
ing of the goals, and they were invested 
in meeting them.

Jaleesa noted that many computer-
science initiatives evaluate students 
based on how many different program-
ming blocks they use in their projects. 
Jaleesa worried that focusing on this 
metric might lead students to simply 
add programming blocks to fulfill a re-
quirement, without understanding the 
purpose of the different blocks. Instead, 
the students in Jaleesa’s class used a 
wide variety of programming blocks in 
an authentic way. Because students 
were designing how-to projects to sup-
port accessibility, they naturally needed 
to coordinate multiple events, incorpo-
rate multiple types of media, and re-
spond to different types of user input.

The Next Decade
We are at a moment of great opportu-
nity but also great challenge. Even as 
new technologies have flowed into 
schools and as new coding initiatives 
have been adopted, the core structures 
of most educational institutions have 
remained largely unchanged. If new 
technologies and new coding initia-
tives are to live up to their promise, we 
must break down structural barriers in 
the educational system.

We need to break down barriers 
across disciplines, providing students 
with opportunities to work on projects 
that integrate science, art, engineer-
ing, and design. We need to break 
down barriers across age, allowing 
people of all ages to learn with and 
from one another. We need to break 
down barriers across space, connect-
ing activities in schools, community 
centers, and homes. And we need to 
break down barriers across time, en-
abling children to work on interest-
based projects for weeks or months, 
rather than squeezing projects into 
the constraints of a class period or 
curriculum unit.

Breaking down these structural bar-
riers is difficult. It requires a shift in 
the ways people think about education 
and learning. People need to view edu-
cation not as a way to deliver informa-
tion, but rather as a way to support stu-

dents in exploring, experimenting, and 
expressing themselves, so that stu-
dents can develop the creativity, col-
laboration, and communication skills 
that are needed to thrive in today’s fast-
changing world.

These changes in structures and mind-
sets will require efforts by many people, in 
many places, at many levels. There are al-
ready teachers, schools, and even entire 
districts that are implementing new, cre-
ative approaches to coding and learning. 
We need to build on these examples to 
support broader change. No individual 
policy or individual school or individual 
technology can bring about change on its 
own. We need a movement in which 
people in all parts of the educational 
ecosystem—educators, administra-
tors, researchers, curriculum devel-
opers, toolmakers, and policymakers—
think about coding in new ways and 
think about learning in new ways.

We are at a crossroads. Ten years 
from now, we hope we can look back 
and report on a decade of education-
al change, in which schools have pro-
vided students with the time, space, 
support, and encouragement they 
need to become fluent with new tech-
nologies, so that they can help shape 
tomorrow’s society.
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identical, or isomorphic, is a classical algorithmic 
problem that has been studied since the early days of 
computing. Applications span a broad field of areas 
ranging from chemistry (Figure 1) to computer vision. 
Closely related is the problem of detecting 
symmetries of graphs and of general combinatorial 
structures. Again this has many application domains, 
for example, combinatorial optimization, the 
generation of combinatorial structures, and the 
computation of normal forms. On the more 
theoretical side, the problem is of central interest in 
areas such as logic, algorithmic group theory, and 
quantum computing.

Graph isomorphism (GI) gained prominence in the 
theory community in the 1970s, when it emerged as 
one of the few natural problems in the complexity 
class NP that could neither be classified as being 
hard (NP-complete) nor shown to be solvable with  
an efficient algorithm (that is, a polynomial-time 

algorithm). It was mentioned numer-
ous times as an open problem, in par-
ticular already in Karp’s seminal 1972 
paper23 on NP-completeness as well as 
in Garey and Johnson’s influential 
book on computers and intractabili-
ty.15 Since then, determining the pre-
cise computational complexity of GI 
has been regarded a major open prob-
lem in theoretical computer science.

In a recent breakthrough,3 Babai 
proved that GI is solvable in quasipoly-
nomial time. This means that on n-vertex 
input graphs, Babai’s algorithm runs 
in time np(log n) for some polynomial 
p(X). This can be interpreted as the 
problem being almost efficiently 
solvable— theoretically.

In this paper, we will survey both 
theoretical and practical aspects of the 
graph isomorphism problem, paying 
particular attention to the develop-
ments that led to Babai’s result.

Historical development. Graph iso-
morphism as a computational prob-
lem first appears in the chemical docu-
mentation literature of the 1950s (for 
example, Ray and Kirsch35) as the prob-
lem of matching a molecular graph 
(see Figure 1) against a database of 
such graphs. The earliest computer sci-
ence reference we are aware of is due to 
Unger,39 incidentally also in the Com-
munications of the ACM. Maybe the first 
important step on the theoretical side 
was Hopcroft and Tarjan’s O(n log n) 
isomorphism algorithm for planar 
graphs.22 As the question whether GI is 
NP-complete gained prominence, it 
was realized that GI has aspects that 
distinguish it from most NP-complete 
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Ponomarenko34). More recently, there has 
also been work on memory restricted algo-
rithms (for example, Datta et al.14).

But no real progress on the general 
isomorphism problem was made 
until—out of the blue—Babai pub-
lished his quasipolynomial-time algo-
rithm in 2015.

After this historical overview, let us 
get slightly more concrete.

Isomorphisms, automorphisms, and 
canonical forms. An isomorphism from 
a graph G = (V, E) to a graph H = (W, F) is 
a one-to-one mapping π from the verti-
ces of the first graph V onto the verti-
ces of the second graph W that 
preserves adjacency and nonadja-
cency, that is, uv ∈ E if and only if π(u)
π(v) ∈ F for all pairs uv of vertices in V 
(Figure 2).

An automorphism, or a symmetry, of 
a graph G is an isomorphism from G to 
G itself. For example, all n! permuta-
tions of the vertex set of a complete 
graph Kn on n vertices are automor-
phisms. By comparison, an (undirect-
ed) path of length n only has two 
automorphisms, the trivial identity 
mapping, and the mapping that flips 
the ends of the path. The collection of 
all automorphisms of G forms a math-
ematical structure known as a (permu-
tation) group. As the example of the 
complete graph shows, automor-
phism groups can get very large, expo-
nentially large in the number of 
vertices, but fortunately every permu-
tation group has a generating set lin-
ear in the size of the permutation 
domain (that is, the set of objects 
being permuted). This allows us to 
work with automorphism groups effi-
ciently as long as they are represented 
by sufficiently small generating sets. 
The problem GI of deciding whether 
two graphs are isomorphic and the 
problem of computing a generating set 
for the automorphism group of a graph 
(AUT) have the same computational 
complexity, or more precisely, can be 
reduced to each other by polynomial-
time reductions (see Mathon29).

Another important related problem 
is the graph canonization problem. A 
canonical form γ maps each graph G 
to an isomorphic graph γ(G) in such a 
way that if graphs G and H are isomor-
phic then the graphs γ(G) and (H) are 
identical (not just isomorphic). 

problems. In particular, counting the 
number of isomorphisms between two 
graphs is not harder than deciding if 
there is an isomorphism (see Ma-
thon29). Babai et al.8 showed that GI is 
easy on average with respect to a uni-
form distribution of input graphs. In 
fact, this can be extended to most other 
random graph distributions.

A first wave of substantial progress 
came in 1979–1980 with Babai2 and 
Luks’s26 introduction of group theo-
retic techniques. In his paper, 
Luks26 showed that isomorphism 
can be decided in polynomial time 
on graph classes of bounded degree 
(that is, the number of edges inci-
dent with each vertex is bounded), 
and Luks laid the foundation for 
much of the subsequent work on 
graph isomorphism algorithms by 
introducing a general divide-and-
conquer framework. (We will dis-
cuss this framework in some detail.) 
A combination of Luks’s group theo-
retic framework with a clever combi-
natorial trick by Zemlyachenko led 
to a moderately exponential algo-
rithm for graph isomorphism (see 
Babai and Luks10). The best bound 
was , established by Luks in 
1983 (see Babai et al.9). This re-
mained the best known bound until 
Babai’s recent breakthrough.

Around the same time, McKay devel-
oped his isomorphism tool Nauty,30 

which marks a breakthrough in practi-
cal isomorphism testing.

In the mid-1980s, another fascinat-
ing facet of the complexity of GI was dis-
covered. Using the newly developed 
machinery of interactive proof systems, 
it was shown that the complement of GI 
has short zero-knowledge proofs16 and 
this was seen as another indication that 
GI is not NP-complete. (If GI is NP-com-
plete, then the so-called polynomial hi-
erarchy of complexity classes above NP 
collapses to its second level, which is 
regarded as unlikely.) On the other 
hand, Torán38 proved that GI is hard to 
solve when the available memory is 
quite limited (specifically it is hard for 
nondeterministic logarithmic space 
under logspace reductions), which 
gives us at least some complexity theo-
retic lower bound.

As the group theoretic methods have 
been introduced in the early 1980s, they 
have been continually refined. The un-
derlying group theory has progressed 
(for example, Babai et al.5,9), the com-
plexity of the group theoretic problems 
has been analyzed in detail (for exam-
ple, Luks27 and Seress37), and the scope 
of the methods has been expanded to 
other structures (for example, Babai et 
al.7). Another active strand of research 
has been the design of efficient algo-
rithms for GI restricted to graphs with 
specific properties (for example, Babai et 
al.6, Grohe and Marx,19 Lokshtanov et al.,25 

Figure 1. Nonisomorphic molecular graphs.
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Figure 2. Four isomorphic graphs. The red arrows indicate an isomorphism between the 
first and the third graph.
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Observe that a canonical form γ yields 
an isomorphism test: given G, H, com-
pute γ(G) and γ(H) and check if they 
are identical. In practical applica-
tions, canonical forms are often pref-
erable over isomorphism tests. It is 
an open problem whether these two 
problems are actually equivalent (for 
example, whether the existence of a 
polynomial-time isomorphism algo-
rithm would yield the existence of a 
polynomial-time computable canoni-
cal form). However, typically for graph 
classes for which we know a polyno-
mial-time isomorphism algorithm, 
we also have a polynomial-time can-
onization algorithm. Sometimes, the 
extension from isomorphism testing 
to canonization is straightforward; 
sometimes it requires extra work (for 
example, Babai,4 Babai and Luks,10 Sch-
weitzer and Wiebking36).

Combinatorial Algorithms
To establish that two graphs are iso-
morphic, we can try to find an isomor-
phism. To establish that the graphs are 
nonisomorphic, we can try to find a 
“certificate” of nonisomorphism. For 
example, we can count vertices, edges, 
and triangles in both graphs; if any of 
these counts differ, the graphs are non-
isomorphic. Or we can look at the 
degrees of the vertices. If there is some 
d such that the two graphs have a differ-
ent number of vertices of degree d, the 
graphs are nonisomorphic.

The Weisfeiler-Leman algorithm pro-
vides a systematic approach to generate 
such certificates of nonisomorphism in 
an efficient way. Actually, it is a whole 
family of algorithms, parameterized by 
a positive integer, the dimension.

Color refinement. We start by describ-
ing the 1-dimensional version, which 
is commonly known as color refine-
ment or naive vertex classification. It is 
one of the most basic ideas in graph 
isomorphism testing that has been 
reinvented several times; the oldest 
published version that we are aware of 
can be found in Morgan.32 Color refine-
ment is an important subroutine of 
almost all practical graph isomor-
phism tools, and it is also a building 
block for many theoretical results.

The color refinement algorithm, 
displayed in Figure 3, iteratively com-
putes a coloring of the vertices of a 
graph. The actual colors used are irrel-
evant, what matters is the partition of 
the vertices into color classes. The 
final coloring has the property that any 
two vertices of the same color have the 
same number of neighbors in each 
color class. Figure 4 shows an example.

The coloring computed by the algo-
rithm is isomorphism invariant, which 
means that if we run it on two isomor-
phic graphs, the resulting colored 
graphs will still be isomorphic and in 
particular have the same numbers of 
nodes of each color. Thus, if we run 
the algorithm on two graphs and find 
that they have distinct numbers of ver-
tices of some color, we have produced 
a certificate of nonisomorphism. If 
this is the case, we say that color re-
finement distinguishes the two graphs.

Unfortunately, color refinement does 
not distinguish all nonisomorphic 
graphs. Figure 5 shows a simple exam-
ple. But, remarkably, color refine-
ment does distinguish almost all 
graphs, in a precise probabilistic 
sense.8 This, together with its efficien-
cy, is what makes color refinement so 
useful as a subroutine of practical iso-
morphism tools.

The reader may have noticed that 
color refinement is very similar to other 
partitioning algorithms, in particular the 
standard algorithm for minimizing 

deterministic finite automata. Borrow-
ing ideas from Hopcroft’s DFA minimi-
zation algorithm,21 color refinement 
can be implemented to run in time 
O((n+m)log n), where n is the number of 
vertices and m is the number of edges 
of the input graph.13 Thus, color refine-
ment is indeed very efficient.

WeisfeilerLeman. We have seen that 
color refinement is not a complete 
isomorphism test: it fails to distin-
guish extremely simple nonisomor-
phic graphs such as those shown in 
Figure 5. The k-dimensional Weisfeiler-
Leman algorithm (k-WL) is based on the 
same iterative-refinement idea as color 
refinement, but is significantly more 
powerful. Instead of vertices, k-WL 
colors k-tuples of vertices of a graph. 
Initially, each k-tuple is “colored” by the 
isomorphism type of the subgraph it 
induces. Then in the refinement rounds, 
the color information is propagated 
between “adjacent” tuples that only dif-
fer in one coordinate (details can be 
found in Cai et al.11). The 2-dimensional 
version of the algorithm is due to 
Weisfeiler and Leman;40 the generaliza-
tion to higher dimensions is due to 
Faradẑev, Zemlyachenko, Babai, and 
Mathon (see Cai et al.11). If implemented 
using similar ideas as for color refine-
ment, k-WL runs in time O(nk+1 log n).

Higher-dimensional WL is very 
powerful. Indeed, it is highly nontrivial 
to find nonisomorphic graphs that are 
not distinguished by 3-WL. It took a 

Figure 3. The color refinement algorithm.

Color Refinement
Input: Graph G
Initialization: All vertices get the 

same color.
Refinement Step: For all colors c in 

the current coloring and all nodes 
v, w of color c, nodes v and w get 
different colors in the new coloring 
if there is some color d such that 
v and w have different numbers of 
neighbors of color d.

The refinement is repeated until the 
coloring is stable, then the stable 
coloring is returned.

Figure 4. Color refinement: a graph, its coloring after 1 refinement round, and the final coloring.

Figure 5. Two nonisomorphic graphs that 
are not distinguished by color refinement. 
Color refinement computes the black-
white coloring of the vertices.
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block {γ(B)|γ ∈ Γ} partitions the do-
main Ω into blocks of equal size, which 
together form a so-called block system. 
The group Γ permutes the blocks of the 
system and we can consider the in-
duced permutation group Γ′ on the 
blocks. By choosing B  Ω inclusion-
wise maximal among the blocks, we 
can ensure that Γ′ does not have any 
(nontrivial) blocks itself. A group with 
this property is called primitive. Luks 
argues that in polynomial time, we can 
reduce the computation of the auto-
morphism group A to |Γ′| computa-
tions, each involving subproblems 
with significantly smaller orbits, which 
can then be processed sequentially as 
mentioned above. In case we started 
with a primitive group, we use a brute 
force algorithm, inspecting all permu-
tations in Γ separately.

A crucial observation is now that 
for graphs of bounded degree, there 
is a method to guarantee that |Γ′| 
cannot be too large. Originally Luks 
presented a more involved argument 
but a subsequent result by Babai et 
al.2 directly shows that |Γ′| is polyno-
mially bounded in the permutation 
domain size. Overall, this bound im-
plies that the entire procedure runs 
in polynomial time on graphs of 
bounded degree.

For general graphs, the bottleneck 
of this procedure occurs when Γ′ is 
large. In that case, Γ′ is a large primi-
tive group. Such groups are called 
Cameron groups and a precise classifi-
cation is known.12, 28 However, this is 
not a new insight and the fact that 
Cameron groups form the bottleneck 
to improving Luks’s method was al-
ready known in the 1980s.

Babai’s Quasipolynomial-Time 
Algorithm
Attacking exactly this bottleneck, 35 
years later, it was Babai who improved 
the running time of the theoretically 
fastest general graph isomorphism al-
gorithm. He showed that graph iso-
morphism can be solved in quasipoly-
nomial time npolylog(n), that is,  for  
some constant c. Doing his algorithmic 
ideas justice is difficult not only be-
cause they span 80 pages in his original 
manuscript but also because the algo-
rithm contains several major, very dis-
tinct new ideas that combine smoothly 
to an overall algorithm. Here, we can 

now seminal paper, by Cai et al.11, to 
prove that for every k, there are noniso-
morphic graphs Gk, Hk that are not dis-
tinguished by k-WL. Indeed, these 
graphs, known as the CFI graphs, have 
size O(k) and are 3-regular.

It turns out that many natural 
graph classes do not admit the CFI-
graph construction and a low-dimen-
sional WL is a complete isomorphism 
test. In particular, for all graph classes 
C that exclude some fixed graph as a 
minor, there is a constant k such that 
k-WL distinguishes all nonisomor-
phic graphs in C.17 This includes the 
class of planar graphs, for which 3-WL 
suffices.24

The Weisfeiler-Leman algorithm is 
remarkably robust. It not only sub-
sumes most combinatorial ideas for 
graph isomorphism testing but also 
has a natural characterization in terms 
of logic.11 Surprisingly, it also corre-
sponds to a natural isomorphism test 
based on linear programming1 and 
subsumes various approaches to GI 

based on algebraic and mathematical 
programming techniques.

Group theoretic algorithms
Although most isomorphism algorithms 
devised over the years are subsumed by 
the Weisfeiler-Leman algorithm, this is  
not the case for the group theoretic 
approach.2, 11 The first application of 
algori thmic group theory to isomor-
phism testing was given by Babai.2 
Subsequently, Luks26 used a group theo-
retic approach to devise a polynomial-
time isomorphism test for graphs of 
bounded degree.

As GI and the automorphism group 
problem AUT are polynomially equiva-
lent (see Mathon29), it suffices to solve 
the latter. Starting with a suitable group of 
permutations, we want to compute 
within it the automorphism group A of 
interest (technically we want to com-
pute a certain set-stabilizer or the solu-
tion to a string isomorphism problem, 
on which we will not elaborate here). We 
continually maintain an encasing group 
Γ ≥ A containing all automorphisms as 
a subgroup. Our strategy is to iteratively 
shrink Γ until it agrees with A.

To shrink the group Γ, in case the 
permutation group Γ has more than 
one orbit (see Figure 6), we process or-
bits sequentially.

If the group has only one orbit, we ex-
ploit so-called blocks whenever they 
exist. A block of a permutation group Γ 
≤ Sym(Ω) is a subset always mapped to 
itself or somewhere else entirely, that is, 
a set B ⊆ Ω of the permutation domain 
Ω such that for all γ ∈ Γ we have γ(B) = B 
or γ(B) ∩ B = {}. The set of images of the 

Figure 7. The Petersen graph is a small 
graph whose automorphism is a Johnson 
group. Its nodes correspond to the 2-ele-
ment subsets of {1,…,5}, with an edge 
between two nodes if the corresponding 
subsets have an empty intersection. The 
automorphism group of the Petersen graph 
is the symmetric group S5 with its natural 
action on the 2-element subsets.
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Figure 6. Basic permutation group  concepts.

Basic Permutation  
Group Concepts

Permutation Domain: The objects 
that are permuted.

Symmetric group: all permutations.

Alternating group: even permuta-
tions, that is, products of an even 
number of transpositions. 

The giants: the symmetric and the 
alternating group.

Orbits: equivalence classes of objects 
that can be mapped to each other. 

Transitive group: every object 
can be mapped to every other  
object, that is, only one orbit. 

Block: A subset of the objects that is 
always mapped to itself or some-
where else entirely. 

Primitive group: permutation group 
whose blocks are singletons or 
the entire permutation domain.

Example:
Vertices that are in the same orbit 
of the automorphism group of the 
graph are colored with the same color. 
The sets bordered by dashed lines 
are examples of blocks.
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thus only sketch the underlying ideas 
of the various puzzle pieces and how 
they are combined.

The first step, at quasipolynomial 
cost, is to reduce the bottleneck of 
Cameron groups further to what Babai 
calls Johnson groups. They are groups 
abstractly isomorphic to a symmetric 
or an alternating group, but do not nec-
essarily act in their natural action of 
permuting elements in some ground 
set, and rather consist of permutations 
of the t-element subsets of the ground 
set. An example is the automorphism 
group of the Petersen graph (see Figure 7).

As next step, to make Luks’s frame-
work more flexible for his recursive al-
gorithm, Babai does not only maintain 
an encasing group Γ containing the au-
tomorphism group, but also a homo-
morphism ϕ:Γ → Γ′ into a permutation 
group Γ′ ≤ Sym(Ω′) over an ideal do-
main Ω′. This allows the algorithm to 
make progress by decreasing the size of 
the ideal domain.

Initially, for Johnson groups, we can 
choose as ideal domain the abstract 
ground set mentioned here. This way, 
the image of ϕ contains almost all per-
mutations, that is, it is the symmetric 
group or the alternating group on the 
ideal domain. These two groups are by 
far the largest primitive groups and 
therefore called the giants. According-
ly, we speak of a giant homomorphism.

The general strategy of the algorithm 
is to reduce a problem instance to qua-
sipolynomially many instances that are 
all smaller than the original instance by 
at least a constant factor. This is contin-
ued until the recursive instances are 
sufficiently small to be resolved with 
brute force, leading to an overall quasi-
polynomial-time algorithm.

If the permutation group induced 
by the homomorphism ϕ on the ideal 
domain is intransitive or imprimitive, 
we can use the strategies of Luks to 
process orbits sequentially or to con-
sider the actions on blocks, respective-
ly. For this, some nontrivial group 
theory is required to pull back infor-
mation from the ideal domain to the 
original domain.

In case the subgroup A of Γ that we 
are interested in maps onto the alter-
nating group of the ideal domain, the 
computation of A is comparatively easy, 
so let us focus on the case that the 
image of the subgroup is not a giant.

We then use a local to global approach. 
We first collect local certificates by test-
ing, for all logarithmic-size subsets T of 
the ideal domain, whether the homo-
morphism ϕ applied to the sought-after 
automorphism group A and restricted to 
T is a giant homomorphism. We call 
these sets test sets. A test set is full if the 
said restriction is a giant homomor-
phism. As the test set size is only logarith-
mic and there are only quasipolynomially 
many such test sets, we can test all test 
sets for fullness using recursion.

If a test set is full, which certifies 
high local symmetry, there must be 
global symmetries certifying this and 
quite surprisingly such global symme-
tries can be efficiently constructed. At 
the core of this statement lies the Unaf-
fected Stabiliser Lemma, a central in-
sight proven by Babai.

If there are a lot of full test sets, the 
global symmetries allow for efficient 
recursion. On the other hand, if only 
few test sets are full, the graph must 
have a nontrivial structural invariant. 
Further more, we can use the logarithmic- 
dimensional Weisfeiler-Leman algo-
rithm to construct such a structural 
invariant in the form of a relational 
structure of logarithmic arity. This 
breaks the apparent symmetry.

With the design lemma, we can re-
duce the relational structure of loga-
rithmic arity to a structure with a 
binary relation. We obtain a uniprimi-
tive coherent configuration, a particular 
structure important in algebraic graph 
theory closely related to the 2-dimen-
sional Weisfeiler-Leman algorithm.

The final puzzle piece is the Split-
Or-Johnson combinatorial partition-
ing algorithm which, from a 
uniprimitive coherent configuration 
either produces a split or finds a large 
canonically embedded Johnson 
graph, a graph whose automorphism 
group is a Johnson group. In fact 
splits, which are invariant partitions 
of the ideal domain akin to the blocks 
of a permutation group, can also 
occur during other parts of the algo-
rithm. They are handled with the tech-
niques similar to the imprimitive case 
of Luks’s algorithm.

We are left with the case in which a 
large canonically embedded Johnson 
graph has been produced. After all, this 
case had to occur at some point because 
we know that the resilient Johnson 

groups exist. But now the Johnson graph 
is in fact a blessing because we can ex-
ploit the well-understood structure of 
the Johnson graphs to dramatically de-
crease the size of the ideal domain.

Overall we obtain a quasipolynomial-
time algorithm solving the general 
graph isomorphism problem. Besides 
the original manuscript, there is also a 
detailed explanation of the algorithm in 
the Bourbaki series by Helfgott (see 
Helfgott et al.20 for an English transla-
tion). In fact, Helfgott detected an error 
in the Split-or-Johnson routine which 
however was quickly fixed by Babai.

Babai’s algorithm depends on the 
classification of the finite simple groups, 
an enormous theorem spanning several 
hundred journal articles written by nu-
merous authors. Many group theorists 
prefer to avoid the theorem and indeed 
Pyber modified Babai’s algorithm to give 
an alternative analysis that does not de-
pend on the classification.

In further advances, Babai recently 
extended his result to a canonization 
algorithm that runs in quasipolyno-
mial time,4 and there is an improve-
ment on Luks’s original result for 
graphs of maximum degree d testing 
isomorphism in time .18

Practical Graph Isomorphism
In practice it is excessive to even run the 
2-dimensional Weisfeiler-Leman algo-
rithm, let alone some version of increas-
ing dimension as in Babai’s algorithm. 
Current isomorphism packages rather 
use color refinement, that is, the 1-dimen-
sional version. As mentioned, this is 
already sufficient for almost all graphs. If 
it turns out not to be sufficient, the algo-
rithms take the route of branching by 
using the concept of individualization.

Specifically, the individualization-
refinement paradigm, which is adopt-
ed by virtually all modern competitive 
isomorphism tools, one by one artifi-
cially assigns a different color to all 
the vertices in a color class. This 
breaks the symmetry and subsequent-
ly color refinement can be potentially 
applied again to produce a more re-
fined partition of the vertices. In a 
backtracking manner, the tools con-
tinue until a discrete color (a coloring 
in which all color classes are a single-
ton) has been reached. The tools use 
various pruning techniques, such as 
invariants and pruning with 
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automorphisms, discovered with in-
tricate methods, to drastically im-
prove their performance.

The tools actually compute a canonical 
form, which also solves the isomorphism 
problem (as explained earlier). This highly 
practical method was originally pio-
neered by McKay with his famous soft-
ware tool Nauty. There are now various 
extremely efficient packages such as 
Bliss, Conauto, Nauty, Saucy, and Traces 
freely available. Recently many new 
ideas, responsible for their efficiency, 
such as the use of the trace for early abor-
tion of color refinement in Traces, have 
found their way into the tools. We refer 
the reader to an extensive survey.31 In 
contrast to Babai’s quasipolynomial-
time algorithm, there are, however, 
graphs on which the running time of 
all individualization-refinement algo-
rithms scale exponentially.33

Applications
Graph isomorphism tools can in prac-
tice be used to find symmetries of com-
binatorial objects and as such they have 
numerous applications in miscella-
neous domains. In the context of optimi-
sation, for example, in SAT solving, 
symmetries are exploited to collapse the 
search space, as parts equivalent under 
symmetries only need to be explored 
once. An alternative way of exploiting 
symmetries is to add symmetry breaking 
constraints to the original input again 
drastically improving performance.

Another application domain exploits 
canonical labeling to store graph struc-
tured data in a database. For example, 
when molecules are stored in a chemi-
cal database, the idea is to store only a 
canonical representative. To look up a 
given molecule in the database, we com-
pute its canonical representative and 
find the result in the database. This way, 
no isomorphism tests against the ele-
ments in the database are required. 
Other application domains include ma-
chine learning, computer graphics, soft-
ware verification, model checking, and 
mathematical programming.

Concluding Remarks
With Babai’s quasipolynomial-time 
algorithm, we have seen a breakthrough 
on one of the oldest and best studied 
algorithmic problems. Undoubtedly, 
this algorithm and its underlying 
mathematical framework rank among 

the most important contributions to 
theoretical computer science in a long 
time. We are only starting to explore the 
potential of the wealth of new ideas they 
bring to the field.

Current challenges include the 
group isomorphism problem, one of 
the core obstacles to even faster graph 
isomorphism tests. On the practical 
side, emerging applications in areas 
such as machine learning demand a 
better understanding of approximate 
versions of isomorphism and similarity 
measures between graphs.

Yet the question whether graph iso-
morphism is solvable in polynomial 
time remains open, and we can expect 
further deep, exciting insights until it 
will finally be settled. 
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ing “training wheels” for image edit-
ing that keep images realistic during 
the editing process.

GAN-based models could soon 
have considerable cultural and politi-
cal impact on society, both positive 
and negative. Many notable artists, 
including Sofia Crespo, Scott Eaton, 
Mario Klingemann, Trevor Paglen, 
Jason Salavon, and Helena Sarin, 
have used GANs, and GAN art has ap-
peared in several major galleries, fes-
tivals, and auction houses.1,2 In fact, 
some of the power of GANs as artistic 
tools can be experienced using Joel 
Simon’s Artbreeder.com website. 
Many movie studios and startups are 
currently exploring technologies us-
ing GAN losses to create virtual char-
acters, avatars, and sets, to provide 
new artistic tools for storytelling and 
communication. GANs could help 
us take better pictures and capture 
memories of the world in 3D, and per-
haps someday our video teleconfer-
encing will be improved by GANs that 
render us as realistic or as fanciful av-
atars in shared virtual spaces. At the 
same time, GAN-based techniques 
pose major concerns around misin-
formation and various malicious uses 
of DeepFakes, as well as various data 
biases in image synthesis algorithms 
and how they are used. In addition 
to being an important fundamental 
contribution to computing, GANs are 
at the vanguard of some of our hopes 
and fears for how imaging algorithms 
can transform society. 
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MOST FUN D A ME N TA L IDEAS  in convo-
lutional neural networks (rebranded 
in 2010s as deep learning), are actu-
ally several decades old. It just took a 
while for the hardware, the data, and 
the research community to catch up. 
But if one asks, what is the most im-
portant new idea to have come out in 
the last decade, without a doubt, it 
is Generative Adversarial Networks 
(GANs). Like most good papers, it cer-
tainly had some precursors, yet, when 
it came out in 2014, there was a pal-
pable sense that something new and 
exciting is afoot. After all, the paper 
was easy to like as it had all the right 
ingredients: a clever idea, nice math, 
an intriguing connection to evolu-
tion. And if the original paper didn’t 
dazzle with the visual quality of its 
results, the long string of followup 
works have shown the impressive 
power of the method, one that may 
have considerable impact beyond 
computing.

Most of the recent successes in 
machine learning has come from so-
called discriminative models: given 
some input data, such as an image, 
these models try to look for the rel-
evant bits and pieces of information 
to decide what it is. For example, the 
presence of stripes might suggest 
that an image contains a zebra. An al-
ternative are generative models, which 
aim to approximate the process that 
generates the data. While a discrimi-
native model would only tell you that 
something is a zebra, a generative 
model could actually paint you one.

However, generative models have 
not been very successful for real-
world imagery, largely because it is 
difficult to automatically evaluate 
the generator. If we had a way to mea-
sure how good a model’s output is—
known as an objective function or a 
“loss function”—we could optimize 
our generative model according to 
this metric. But how do you quantify 
whether a model does a good job at 

generating realistic new images that 
no one has ever seen before? The key 
insight of the following GAN paper is 
to learn the loss function at the same 
time as learning the generative mod-
el. This idea of simultaneously learn-
ing a generator and a discriminator 
in an adversarial manner has turned 
out to be extremely powerful. The 
model leads to vivid anthropomor-
phic analogies: some researchers ex-
plain GANs as a competition between 
two actors, like an artist and a critic, a 
student and a teacher, or a forger and 
a detective.

Upon initial publication, this 
paper led to dizzyingly fast advanc-
es in the quality and generality of 
GAN models; within a few years, re-
searchers demonstrated the ability 
to generate seemingly infinite sets 
of new images that were virtually in-
distinguishable from the real thing. 
Moreover, learned adversarial losses 
turned out to be very useful in many 
other contexts, for example, provid-
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Abstract
Generative adversarial networks are a kind of artificial intel-
ligence algorithm designed to solve the generative model-
ing problem. The goal of a generative model is to study a 
collection of training examples and learn the probability 
distribution that generated them. Generative Adversarial 
Networks (GANs) are then able to generate more examples 
from the estimated probability distribution. Generative 
models based on deep learning are common, but GANs 
are among the most successful generative models (espe-
cially in terms of their ability to generate realistic high-
resolution images). GANs have been successfully applied 
to a wide variety of tasks (mostly in research settings) but 
continue to present unique challenges and research 
opportunities because they are based on game theory 
while most other approaches to generative modeling are 
based on optimization.

1. INTRODUCTION
Most current approaches to developing artificial intelli-
gence are based primarily on machine learning. The most 
widely used and successful form of machine learning to date 
is supervised learning. Supervised learning algorithms are 
given a dataset of pairs of example inputs and example out-
puts. They learn to associate each input with each output 
and thus learning a mapping from input to output exam-
ples. The input examples are typically complicated data 
objects like images, natural language sentences, or audio 
waveforms, while the output examples are often relatively 
simple. The most common kind of supervised learning is 
classification, where the output is just an integer code iden-
tifying a specific category (a photo might be recognized as 
coming from category 0 containing cats, or category 1 con-
taining dogs, etc.).

Supervised learning is often able to achieve greater than 
human accuracy after the training process is complete, and 
thus has been integrated into many products and services. 
Unfortunately, the learning process itself still falls far short 
of human abilities. Supervised learning by definition relies 
on a human supervisor to provide an output example for 
each input example. Worse, existing approaches to super-
vised learning often require millions of training examples to 
exceed human performance, when a human might be able 
to learn to perform the task acceptably from a very small 
number of examples.

In order to reduce both the amount of human supervi-
sion required for learning and the number of examples 
required for learning, many researchers today study 
unsupervised learning, often using generative models. In 
this overview paper, we describe one particular approach 
to unsupervised learning via generative modeling called 
generative adversarial networks. We briefly review 

The original version of this paper is entitled “Generative 
Adversarial Networks” and was published in Advances in 
Neural Information Processing Systems 27 (NIPS 2014).

applications of GANs and identify core research problems 
related to convergence in games necessary to make GANs a 
reliable technology.

2. GENERATIVE MODELING
The goal of supervised learning is relatively straightforward 
to specify, and all supervised learning algorithms have 
essentially the same goal: learn to accurately associate new 
input examples with the correct outputs. For instance, an 
object recognition algorithm may associate a photo of a dog 
with some kind of DOG category identifier.

Unsupervised learning is a less clearly defined branch of 
machine learning, with many different unsupervised learn-
ing algorithms pursuing many different goals. Broadly 
speaking, the goal of unsupervised learning is to learn some-
thing useful by examining a dataset containing unlabeled 
input examples. Clustering and dimensionality reduction 
are common examples of unsupervised learning.

Another approach to unsupervised learning is generative 
modeling. In generative modeling, training examples x are 
drawn from an unknown distribution pdata(x). The goal of a 
generative modeling algorithm is to learn a pmodel(x) that 
approximates pdata(x) as closely as possible.

A straightforward way to learn an approximation of pdata is 
to explicitly write a function pmodel(x; θ) controlled by param-
eters θ and search for the value of the parameters that makes 
pdata and pmodel as similar as possible. In particular, the most 
popular approach to generative modeling is probably maxi-
mum likelihood estimation, consisting of minimizing the 
Kullback-Leibler divergence between pdata and pmodel. The 
common approach of estimating the mean parameter of a 
Gaussian distribution by taking the mean of a set of observa-
tions is one example of maximum likelihood estimation. 
This approach based on explicit density functions is illus-
trated in Figure 1.

Explicit density modeling has worked well for traditional 
statistics, using simple functional forms of probability dis-
tributions, usually applied to small numbers of variables. 
More recently, with the rise of machine learning in general 
and deep learning in particular, researchers have become 
interested in learning models that make use of relatively 
complicated functional forms. When a deep neural net-
work is used to generate data, the corresponding density 
function may be computationally intractable. 
Traditionally, there have been two dominant approaches 
to confronting this intractability problem: (1) carefully 
design the model to have a tractable density function 
(e.g., Frey11) and (2) design a learning algorithm based on 
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a computationally tractable approximation of an intractable 
density function (e.g., Kingma and Welling15). Both approaches 
have proved difficult, and for many applications, such as gen-
erating realistic high resolution images, researchers remain 
unsatisfied with the results so far. This motivates further 
research to improve these two paths, but also suggests that a 
third path could be useful.

Besides taking a point x as input and returning an esti-
mate of the probability of generating that point, a generative 
model can be useful if it is able to generate a sample from 
the distribution pmodel. This is illustrated in Figure 2. Many 
models that represent a density function can also generate 
samples from that density function. In some cases, generat-
ing samples is very expensive or only approximate methods 
of generating samples are tractable.

Some generative models avoid the entire issue of design-
ing a tractable density function and learn only a tractable 
sample generation process. These are called implicit genera-
tive models. GANs fall into this category. Prior to the intro-
duction of GANs, the state of the art deep implicit generative 
model was the generative stochastic network4 which is capa-
ble of approximately generating samples via an incremental 
process based on Markov chains. GANs were introduced in 
order to create a deep implicit generative model that was 
able to generate true samples from the model distribution 
in a single generation step, without need for the incremen-
tal generation process or approximate nature of sampling 
Markov chains.

Today, the most popular approaches to generative mod-
eling are probably GANs, variational autoencoders,15 and 
fully-visible belief nets (e.g., Frey11, 26). None of these 
approaches relies on Markov chains, so the reason for the 
interest in GANs today is not that they succeeded at their 
original goal of generative modeling without Markov chains, 
but rather that they have succeded in generating high-qual-
ity images and have proven useful for several tasks other 
than straightforward generation, as described in Section 5.

3. GENERATIVE ADVERSARIAL NETWORKS
Generative adversarial networks are based on a game, in the 
sense of game theory, between two machine learning models, 
typically implemented using neural networks.

One network called the generator defines pmodel(x) implic-
itly. The generator is not necessarily able to evaluate the den-
sity function pmodel. For some variants of GANs, evaluation of 
the density function is possible (any tractable density model 
for which sampling is tractable and differntiable could 
be trained as a GAN generator, as done by Danihelka  

Learned
model

Training data

Generated samples

Figure 2. The goal of many generative models, as illustrated 
here, is to study a collection of training examples, then learn to 
generate more examples that come from the same probability 
distribution. GANs learn to do this without using an explicit 
representation of the density function. One advantage of the 
GAN framework is that it may be applied to models for which the 
density function is computationally intractable. The samples 
shown here are all samples from the ImageNet dataset,8 
including the ones labeled “model samples.” We use actual 
ImageNet data to illustrate the goal that a hypothetical perfect 
model would attain.

x

p(
x)

Figure 1. Many approaches to generative modeling are based 
on density estimation: observing several training examples of 
a random variable x and inferring a density function p(x) that 
generates the training data. This approach is illustrated here, 
with several data points on a real number line used to fit a 
Gaussian density function that explains the observed samples. 
In contrast to this common approach, GANs are implicit models 
that infer the probability distribution p(x) without necessarily 
representing the density function explicitly.
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et al.6), but this is not required. Instead, the generator is 
able to draw samples from the distribution pmodel. The gen-
erator is defined by a prior distribution p(z) over a vector z 
that serves as input to the generator function G(z; θ(G)) where 
θ(G) is a set of learnable parameters defining the generator’s 
strategy in the game. The input vector z can be thought of as 
a source of randomness in an otherwise deterministic sys-
tem, analogous to the seed of pseudorandom number gen-
erator. The prior distribution p(z) is typically a relatively 
unstructured distribution, such as a high-dimensional 
Gaussian distribution or a uniform distribution over a 
hypercube. Samples z from this distribution are then just 
noise. The main role of the generator is to learn the func-
tion G(z) that transforms such unstructured noise z into 
realistic samples.

The other player in this game is the discriminator. The 
discriminator examines samples x and returns some esti-
mate D(x; θ(D)) of whether x is real (drawn from the training 
distribution) or fake (drawn from pmodel by running the gen-
erator). In the original formulation of GANs, this estimate 
consists of a probability that the input is real rather than 
fake assuming that the real distribution and fake distribu-
tion are sampled equally often. Other formulations (e.g., 
Arjovsky et al.1) exist but generally speaking, at the level of 
verbal, intuitive descriptions, the discriminator tries to pre-
dict whether the input was real or fake.

Each player incurs a cost: J(G)(θ(G), θ(D)) for the generator 
and J (D)(θ(G), θ(D)) for the discriminator. Each player attempts 
to minimize its own cost. Roughly speaking, the discrimina-
tor’s cost encourages it to correctly classify data as real or 
fake, while the generator’s cost encourages it to generate 
samples that the discriminator incorrectly classifies as real. 
Very many different specific formulations of these costs are 
possible and so far most popular formulations seem to per-
form roughly the same.18 In the original version of  
GANs, J(D) was defined to be the negative log-likelihood that 
the discriminator assigns to the real-vs-fake labels given the 
input to the discriminator. In other words, the discriminator 
is trained just like a regular binary classifier. The original 
work on GANs offered two versions of the cost for the gener-
ator. One version, today called minimax GAN (M-GAN) 
defined a cost J (G) = −J (D), yielding a minimax game that is 
straightforward to analyze theoretically. M-GAN defines the 
cost for the generator by flipping the sign of the discrimina-
tor’s cost; another approach is the non-saturating GAN 
(NS-GAN), for which the generator’s cost is defined by flip-
ping the discriminator’s labels. In other words, the genera-
tor is tried to minimize the negative log-likelihood that the 
discriminator assigns to the wrong labels. The later helps to 
avoid gradient saturation while training the model.

We can think of GANs as a bit like counterfeiters and 
police: the counterfeiters make fake money while the 
police try to arrest counterfeiters and continue to allow 
the spending of legitimate money. Competition between 
counterfeiters and police leads to more and more realistic 
counterfeit money until eventually the counterfeiters pro-
duce perfect fakes and the police cannot tell the difference 
between real and fake money. One complication to this 
analogy is that the generator learns via the discriminator’s 

Real data Fake data

Dataset Generator

Random
latent

variable

Random
index into
dataset

Discriminator Discriminator

Figure 3. Training GANs involves training both a generator network 
and a discriminator network. The process involves both real data 
drawn from a dataset and fake data created continuously by the 
generator throughout the training process. The discriminator is 
trained much like any other classifier defined by a deep neural 
network. As shown on the left, the discriminator is shown data 
from the training set. In this case, the discriminator is trained to 
assign data to the “real” class. As shown on the right, the training 
process also involves fake data. The fake data is constructed by first 
sampling a random vector z from a prior distribution over latent 
variables of the model. The generator is then used to to produce a 
sample x = G(z). The function G is simply a function represented by a 
neural network that transforms the random, unstructured z vector 
into structured data, intended to be statistically indistinguishable 
from the training data. The discriminator then classifies this fake 
data. The discriminator is trained to assign this data to the “fake” 
class. The backpropagation algorithm makes it possible to use 
the derivatives of the discriminator’s output with respect to the 
discriminator’s input to train the generator. The generator is trained 
to fool the discriminator, in other words, to make the discriminator 
assign its input to the “real” class. The training process for the 
discriminator is thus much the same as for any other binary 
classifier with the exception that the data for the “fake” class comes 
from a distribution that changes constantly as the generator learns 
rather than from a fixed distribution. The learning process for the 
generator is somewhat unique, because it is not given specific 
targets for its output, but rather simply given a reward for producing 
outputs that fool its (constantly changing) opponent.

gradient, as if the counterfeiters have a mole among the 
police reporting the specific methods that the police use 
to detect fakes.

This process is illustrated in Figure 3. Figure 4 shows a 
cartoon giving some intution for how the process works.
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as demonstrated by Metz et al.,22 but the argmin operation is 
difficult to work with in this way. The most popular approach 
is to regard this situation as a game between two players. 
Much of the game theory literature is concerned with games 
that have discrete and finite action spaces, convex losses, or 
other properties simplifying them. GANs require use of 
game theory in settings that are not yet well-explored, where 
the costs are non-convex and the actions and policies are 
continuous and high-dimensional (regardless of whether 
we consider an action to be choosing a specific parameter 
vector θ(G) or whether we consider the action to be generating 
a sample x). The goal of a machine learning algorithm in this 
context is to find a local Nash equilibrium28: a point that is a 
local minimum of each player’s cost with respect to that 
player’s parameters. With local moves, no player can reduce 
its cost further, assuming the other player’s parameters do 
not change.

The most common training algorithm is simply to use a 
gradient-based optimizer to repeatedly take simultaneous 
steps on both players, incrementally minimizing each play-
er’s cost with respect to that player’s parameters.

At the end of the training process, GANs are often able to 
produce realistic samples, even for very complicated datas-
ets containing high-resolution images. An example is shown 
in Figure 5.

At a high level, one reason that the GAN framework is suc-
cesful may be that it involves very little approximation. Many 
other approaches to generative modeling must approximate 
an intractable density functions. GANs do not involve any 

The situation is not straightforward to model as an opti-
mization problem because each player’s cost is a function of 
the other player’s parameters, but each player may control 
only its own parameters. It is possible to reduce the situa-
tion to optimization, where the goal is to minimize

x

z

x

z

(a)

(c) (d)

(b)

x

z

x

z

Figure 4. An illustration of the basic intuition behind the 
GAN training process, illustrated by fitting a 1-D Gaussian 
distribution. In this example, we can understand the goal of the 
generator as learning a simple scaling of the inverse cumulative 
distribution function of the data generating distribution. GANs 
are trained by simultaneously updating the discriminator 
function (D, blue, dashed line) so that it discriminates between 
samples from the data generating distribution (black, dotted 
line) px from those of the generative distribution pmodel (green, 
solid line). The lower horizontal line is the domain from which 
z is sampled, in this case uniformly. The horizontal line above 
is part of the domain of x. The upward arrows show how the 
mapping x = G(z) imposes the non-uniform distribution pmodel on 
transformed samples. G contracts in regions of high density 
and expands in regions of low density of pmodel. (a) Consider a 
pair of adversarial networks at initialization: pmodel is initialized 
to a unit Gaussian for this example while D is defined by a 
randomly initialized deep neural network. (b) Suppose that 
D were trained to convergence while G were held fixed. In 
practice, both are trained simultaneously, but for the purpose of 
building intuition, we see that if G were fixed, D would converge 
to . (c) Now suppose that we gradually train 
both G and D for a while. The samples x generated by G flow in 
the direction of increasing D in order to arrive at regions that 
are more likely to be classified as data. Meanwhile the estimate 
of D is updated in response to this update in G. (d) At the Nash 
equilibrium, neither player can improve its payoff because pmodel 
= pdata. The discriminator is unable to differentiate between 
the two distributions, that is, . This constant function 
shows that all points are equally likely to have come from either 
distribution. In practice, G and D are typically optimized with 
simultaneous gradient steps, and it is not necessary for D to 
be optimal at every step as shown in this intuitive cartoon. See 
Refs. Fedus et al.10 and Nagarajan and Kolter24 for more realistic 
discussions of the GAN equilibration process.

Figure 5. This image is a sample from a Progressive GAN14 depicting 
a person who does not exist but was “imagined” by a GAN after 
training on photos of celebrities.
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spurious Nash equilibria exist,32 whether the learning algo-
rithm converges to a Nash equilibrium,24 and if it does so, 
how quickly.21

In many cases of practical interest, these theoretical 
questions are open, and the best learning algorithms seem 
empirically to often fail to converge. Theoretical work to 
answer these questions is ongoing, as is work to design bet-
ter costs, models, and training algorithms with better con-
vergence properties.

5. OTHER GAN TOPICS
This article is focused on a summary of the core design con-
siderations and algorithmic properties of GANs.

Many other topics of potential interest cannot be consid-
ered here due to space consideration. This article discussed 
using GANs to approximate a distribution p(x) they have also 
been extended to the conditional setting23, 25 where they gen-
erate samples corresponding to some input by drawing sam-
ples from the conditional distribution p(x | y). GANs are 
related to moment matching16 and optimal transport.1 A 
quirk of GANs that is made especially clear through their 
connection to MMD and optimal transport is that they may 
be used to train generative models for which pmodel has sup-
port only on a thin manifold and may actually assign zero 
likelihood to the training data. GANs struggle to generate 
discrete data because the back-propagation algorithm 
needs to propagate gradients from the discriminator 
through the output of the generator, but this problem is 
being gradually resolved.9 Like most generative models, 
GANs can be used to fill in gaps in missing data.34 GANs have 
proven very effective for learning to classify data using very 
few labeled training examples.29 Evaluating the performance 
of generative models including GANs is a difficult research 
area in its own right.29, 31, 32, 33 GANs can be seen as a way for 
machine learning to learn its own cost function, rather than 
minimizing a hand-designed cost function. GANs can be 
seen as a way of supervising machine learning by asking it to 

approximation to their true underlying task. The only real 
error is the statistical error (sampling of a finite amount of 
training data rather than measuring the true underlying 
data-generating distribution) and failure of the learning 
algorithm to converge to exactly the optimal parameters. 
Many generative modeling strategies would introduce these 
sources of error and also further sources of approximation 
error, based on Markov chains, optimization of bounds on 
the true cost rather than the cost itself, etc.

It is difficult to give much further specific guidance regard-
ing the details of GANs because GANs are such an active 
research area and most specific advice quickly becomes out 
of date. Figure 6 shows how quickly the capabilities of GANs 
have progressed in the years since their introduction.

4. CONVERGENCE OF GANS
The central theoretical results presented in the original GAN 
paper13 were that:

1. in the space of density functions pmodel and discrimina-
tor functions D, there is only one local Nash equilib-
rium, where pmodel = pdata.

2. if it were possible to optimize directly over such den-
sity functions, then the algorithm that consists of opti-
mizing D to convergence in the inner loop, then 
making a small gradient step on pmodel in the outer 
loop, converges to this Nash equilibrium.

However, the theoretical model of local moves directly in 
density function space may not be very relevant to GANs as 
they are trained in practice: using local moves in parameter 
space of the generator function, among the set of functions 
representable by neural networks with a finite number of 
parameters, with each parameter represented with a finite 
number of bits.

In many different theoretical models, it is interesting to 
study whether a Nash equilibrium exists,2 whether any 

Figure 6. An illustration of progress in GAN capabilities over the course of approximately three years following the introduction of 
GANs. GANs have rapidly become more capable, due to changes in GAN algorithms, improvements to the underlying deep learning 
algorithms, and improvements to underlying deep learning software and hardware infrastructure. This rapid progress means that  
it is infeasible for any single document to summarize the state-of-the-art GAN capabilities or any specific set of best practices;  
both continue to evolve rapidly enough that any comprehensive survey quickly becomes out of date. Figure reproduced with 
permission from Brundage et al.5 The individual results are from Refs. Goodfellow,13 Karras et al.,14 Liu and Tuzel,17 and  
Radford et al.27 respectively.

2014 2015 2016 2017
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produce any output that the machine learning algorithm 
itself recognizes as acceptable, rather than by asking it to 
produce a specific example output. GANs are thus great for 
learning in situations where there are many possible correct 
answers, such as predicting the many possible futures that 
can happen in video generation.19 GANs and GAN-like mod-
els can be used to learn to transform data from one domain 
into data from another domain, even without any labeled 
pairs of examples from those domains (e.g., Zhu et al.35). For 
example, after studying a collection of photos of zebras and 
a collection of photos of horses, GANs can turn a photo of a 
horse into a photo of a zebra.35 GANs have been used in sci-
ence to simulate experiments that would be costly to run 
even in traditional software simulators.7 GANs can be used 
to create fake data to train other machine learning models, 
either when real data would be hard to acquire30 or when 
there would be privacy concerns associated with real data.3 
GAN-like models called domain-adversarial networks can be 
used for domain adaptation.12 GANs can be used for a variety 
of interactive digital media effects where the end goal is to 
produce compelling imagery.35 GANs can even be used to 
solve variational inference problems used in other 
approaches to generative modeling.20 GANs can learn useful 
embedding vectors and discover concepts like gender of 
human faces without supervision.27

6. CONCLUSION
GANs are a kind of generative model based on game theory. 
They have had great practical success in terms of generating 
realistic data, especially images. It is currently still difficult 
to train them. For GANs to become a more reliable technol-
ogy, it will be necessary to design models, costs, or training 
algorithms for which it is possible to find good Nash equilib-
ria consistently and quickly. 
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tures call stacks associated with top-
ranked leak roots and reports them 
together to the user for leak diagno-
sis. With BLeak, the authors were 
able to precisely and quickly identify 
important leaks in widely used Web 
applications including Airbnb and 
Firefox debugger.

These results are both impressive 
and aspiring, particularly in the con-
text of at least 20 years of memory 
leak research. Prior work uncovers a 
range of low-level “symptoms” that 
characterize leaks for a variety of 
applications. These symptoms are 
defined at the level of object read 
and write and often far away from 
actual causes of leaks. When new ap-
plications emerge, these old symp-
toms no longer correlate with leaks. 
BLeak takes a step further by explor-
ing semantics-aware diagnosis and 
demonstrates that simple semantic 
information provided by developers 
(for example, round trips) can enable 
heap tracking that is orders of mag-
nitude more precise than semantics-
agnostic symptoms used by conven-
tional approaches.

Looking forward, semantics-aware 
bug diagnosis and optimization is 
an exciting research direction, espe-
cially given that modern applications 
and workloads are becoming increas-
ingly complex and diverse. Seman-
tics-agnostic approaches would be 
either unscalable to large code bases/
heaps or unable to adapt to the high 
diversity in modern workloads. Fu-
ture work, potentially inspired by the 
observation made in this paper, will 
determine how program semantics 
can be employed to optimize applica-
tions in different domains. 

Harry Xu is an associate professor in the computer 
science department at the University of California Los 
Angeles, CA, USA.

Copyright held by authors/owners.

WEB APPLICATION S A RE  at least as likely 
to leak memory as regular applica-
tions. Web leaks can significantly 
increase a browser’s memory foot-
print, reducing application respon-
siveness and even crashing browser 
tabs. Such leaks exist everywhere, on 
websites that people use on a daily 
basis—Google Maps, Firefox, Google 
Analytics, or Airbnb, just to name a 
few. They are notoriously difficult to 
diagnose: developers see the growth 
of memory usage, but where exactly 
are the statements that cause the 
growth?

Despite a rich literature of leak 
detection for regular (Java, C++, Py-
thon, and so on) applications, prior 
techniques do not work well for Web 
applications where leaks exhibit 
very different characteristics. For ex-
ample, the developer may forget to 
remove certain event listeners and 
hence these listener objects are still 
reachable in the heap. While they are 
no longer used by the application, 
they still respond to events (for ex-
ample, when the user uses the mouse 
on the editor), keeping their states 
“fresh.” As a result, existing tech-
niques that identify suspicious ob-
jects based on their staleness (that is, 
time since their last access)—which 
have worked effectively on a wide 
range of traditional applications—
would miss these leaks in Web appli-
cations entirely.

A key research question here is: 
What is the right leak oracle that 
can precisely capture the behavior of 
leaks in Web applications? In other 
words, what kinds of objects should 
be considered suspicious? Once this 
question is answered, developing a 
dynamic analysis that finds such ob-
jects would be just a step away.

The following paper provides a 
simple and yet unexpected answer 
to this question: What distinguishes 
leaking objects from normally be-
haved objects is whether their be-

havior obeys certain high-level se-
mantic rules as opposed to low-level 
semantics-agnostic access patterns. 
One clear semantic rule in Web ap-
plications is that if a user navigates 
to a Web page and later returns to 
the original page, the application’s 
memory consumption should remain 
(approximately) the same. In other 
words, the memory consumption for 
such navigation “round trips” can be 
used as a leak oracle—if the applica-
tion consumes significantly more 
memory when coming back to the 
original page, the application has a 
high chance of leaking memory.

Based on this observation, the au-
thors created BLeak, a Web debugger 
that can help developers quickly find 
causes of leaks. BLeak uses a user-
defined script to drive an application 
into a loop of navigation round trips. 
Next, it identifies heap paths that are 
growing each round trip by differ-
encing heap snapshots. BLeak ranks 
these paths to find “leak roots,” cap-

With BLeak,  
the authors  
were able  
to precisely and 
quickly identify 
important leaks  
in widely used  
Web applications 
including  
Airbnb and  
Firefox debugger.

Technical Perspective
BLeak: Semantics-Aware  
Leak Detection in the Web
By Harry Xu

To view the accompanying paper,  
visit doi.acm.org/10.1145/3422598 rh
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Abstract
Memory leaks in web applications are pervasive and difficult 
to debug. Leaks degrade responsiveness by increasing gar-
bage collection costs and can even lead to browser tab 
crashes. Previous leak detection approaches designed for 
conventional applications are ineffective in the browser 
environment. Tracking down leaks currently requires inten-
sive manual effort by web developers, which is often 
unsuccessful.

This paper introduces BLeak (Browser Leak debugger), 
the first system for automatically debugging memory leaks 
in web applications. BLeak’s algorithms leverage the obser-
vation that in modern web applications, users often repeat-
edly return to the same (approximate) visual state (e.g., the 
inbox view in Gmail). Sustained growth between round trips 
is a strong indicator of a memory leak. To use BLeak, a devel-
oper writes a short script (17–73 LOC on our benchmarks) to 
drive a web application in round trips to the same visual 
state. BLeak then automatically generates a list of leaks 
found along with their root causes, ranked by return on 
investment. Guided by BLeak, we identify and fix over 50 
memory leaks in popular libraries and apps including 
Airbnb, AngularJS, Google Analytics, Google Maps SDK, and 
jQuery. BLeak’s median precision is 100%; fixing the leaks it 
identifies reduces heap growth by an average of 94%, saving 
from 0.5MB to 8MB per round trip.

1. INTRODUCTION
Browsers are one of the most popular applications on both 
smartphones and desktop platforms. They also have an 
established reputation for consuming significant amounts 
of memory. To address this problem, browser vendors have 
spent considerable effort on shrinking their browsers’ mem-
ory footprints5, 11 and building tools that track the memory 
consumption of specific browser components.4, 10

Memory leaks in web applications only exacerbate the 
situation by further increasing browser memory footprints. 
These leaks happen when the application references 
unneeded state, preventing the garbage collector from col-
lecting it. Web application memory leaks can take many 
forms, including failing to dispose of unneeded event listen-
ers, repeatedly injecting iframes and CSS files, and failing to 
call cleanup routines in third-party libraries. Leaks are a 
serious concern for developers since they lead to higher gar-
bage collection frequency and overhead. They reduce appli-
cation responsiveness and can even trigger browser tab 
crashes by exhausting available memory.

The original version of this paper appeared in the Proceedings 
of the 39th ACM SIGPLAN Conference on Programming 
Language Design and Implementation (Philadelphia, PA,  
USA, June 18–22, 2018), 15–29.

Despite the fact that memory leaks in web applications 
are a well-known and pervasive problem, there are no effec-
tive automated tools that can find them. The reason is that 
existing memory leak detection techniques are ineffective 
in the browser: leaks in web applications are fundamentally 
different from leaks in traditional C, C++, and Java programs. 
Staleness-based techniques assume leaked memory is 
rarely touched,2, 6, 12, 14, 16 but web applications regularly 
interact with leaked state (e.g., via event listeners). Growth-
based techniques assume that leaked objects are uniquely 
owned or form strongly connected components in the heap 
graph.9, 16 In web applications, leaked objects frequently 
have multiple owners, and the entire heap graph is often 
strongly connected due to widespread references to the 
global scope (window).

Faced with this lack of automated tool support, develop-
ers are currently forced to manually inspect heap snapshots 
to locate objects that the application incorrectly retains.1, 8 
Unfortunately, these snapshots do not necessarily provide 
actionable information (see Section 2.1). They simultane-
ously provide too much information (every object on the 
heap) and not enough information to actually debug these 
leaks (no connection to the code responsible for leaks). Since 
JavaScript is dynamically typed, most objects in snapshots 
are labeled as objects or arrays, which provides little assis-
tance in locating leak sources. The result is that even expert 
developers are unable to find leaks: for example, a Google 
developer closed a Google Maps SDK leak (with 117 stars 
and 62 comments) because it was “infeasible” to fix as they 
were “not really sure in how many places [it’s] leaking”.1

We address these challenges with BLeak (Browser Leak 
debugger), the first system for automatically debugging 
memory leaks in web applications. BLeak leverages the fol-
lowing fact: over a single session, users repeatedly return to 
the same visual state in modern web sites, such as Facebook, 
Airbnb, and Gmail. For example, Facebook users repeatedly 
return to the news feed, Airbnb users repeatedly return to 
the page listing all properties in a given area, and Gmail 
users repeatedly return to the inbox view.

We observe that these round trips can be viewed as an 

1 https://issuetracker.google.com/issues/35821412.

http://dx.doi.org/10.1145/3422598
https://issuetracker.google.com/issues/35821412
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oracle to identify leaks. Each time a web application returns 
to the same visual state, it should consume approximately 
the same amount of memory. Sustained memory growth 
across round trips is thus a clear indicator of a memory leak. 
BLeak builds directly on this observation to find memory 
leaks in web applications, which (as Section 6 shows) are 
widespread and severe.

To use BLeak, a developer provides a short script (17–73 
LOC on our benchmarks) to drive a web application in a 
loop that takes round trips through a specific visual state. 
BLeak then proceeds automatically, identifying memory 
leaks, ranking them, and locating their root cause in the 
source code. BLeak first uses heap differencing to locate 
locations in the heap with sustained growth between each 
round trip, which it identifies as leak roots. To directly iden-
tify the root causes of growth, BLeak employs JavaScript 
rewriting to target leak roots and collect stack traces when 
they grow. Finally, when presenting the results to the devel-
oper, BLeak ranks leak roots by return on investment using 
a novel metric called LeakShare that prioritizes leaks that 
free the most memory with the least effort by dividing the 
“credit” for retaining a shared leaked object equally among 
the leak roots that retain them. This ranking focuses devel-
oper effort on the most important leaks first.

Guided by BLeak, we identify and fix over 50 memory 
leaks in popular JavaScript libraries and applications 
including Airbnb, AngularJS, jQuery, Google Analytics, 
and Google Maps SDK. BLeak has a median precision of 
100% (97% on average). Its precise identification of root 
causes of leaks makes it relatively straightforward for us 
to fix nearly all of the leaks we identify (all but one). 
Fixing these leaks reduces heap growth by 94% on aver-
age, saving from 0.5MB to 8MB per return trip to the 
same visual state. We have submitted patches for all of 
these leaks to the application developers; at the time of 
writing, 16 have already been accepted and 4 are in the 
process of code review.

This paper makes the following contributions:

• It introduces novel techniques for automatically locat-
ing, diagnosing, and ranking memory leaks in web 
applications (Section 3) and presents algorithms for 
each (Section 4).

• It presents BLeak, an implementation of these tech-
niques. BLeak’s analyses drive websites using Chrome 
and a proxy that transparently rewrites JavaScript code 
to diagnose leaks, letting it operate on unmodified 
websites (including over HTTPS) (Section 5).

• Using BLeak, we identify and fix numerous leaks in 
widely used web applications and JavaScript libraries 
(Section 6).

2. BACKGROUND
Before presenting BLeak and its algorithms, we first 
describe a representative memory leak we discovered using 
BLeak (see Figure 1) and discuss why prior techniques and 
tools fall short when debugging leaks in web applications.

This memory leak is in Firefox’s debugger, which runs as 

a normal web application in all browsers. Lines 6–9 register 
four event listeners on the debugger’s text editor (codeMir-
ror) and its GUI object (wrapper) every time the user views 
a source file. The leak occurs because the code fails to 
remove the listeners when the view is closed. Each event lis-
tener leaks this, which points to an instance of Preview.

2.1. Leak debugging via heap snapshots
There are currently no automated techniques for identifying 
memory leaks in web applications. The current state of the 
art is manual processing of heap snapshots. As we show, this 
approach does not effectively identify leaking objects or pro-
vide useful diagnostic information, and it thus does little to 
help developers locate and fix memory leaks.

The most popular way to manually debug memory leaks 
is via the three heap snapshot technique introduced by the 
Gmail team.8 Developers repeat a task twice on a webpage 
and examine still-live objects created from the first run of 
the task. The assumption is that each run will clear out most 
of the objects created from the previous run and leave 
behind only leaking objects; in practice, it does not.

To apply this technique to Firefox’s debugger, the devel-
oper takes a heap snapshot after loading the debugger, a 
second snapshot after opening a source file, and a third 
snapshot after closing and reopening a source file. Then, the 
developer filters the third heap snapshot to focus only on 
objects allocated between the first and second.

This filtered view, as shown in Figure 2a, does not 
clearly identify a memory leak. Most of these objects are 
simply reused from the previous execution of the task and 
are not actually leaks, but developers must manually 
inspect these objects before they can come to that conclu-
sion. The top item, Array, conflates all arrays in the appli-
cation under one heading because JavaScript is 
dynamically typed. Confusingly, the entry (array) just 
below it refers to internal V8 arrays, which are not under 
the application’s direct control. Developers would be 
unlikely to suspect the Preview object, the primary leak, 
because it both appears low on the list and has a small 
retained size.

Even if a developer identifies a leaking object in a snap-
shot, it remains challenging to diagnose and fix because the 
snapshot contains no relation to code. The snapshot only 
provides retaining paths in the heap, which are often con-
trolled by a third-party library or the browser itself. As Figure 
2b shows, the retaining paths for a leaking Preview object 

1 class Preview extends PureComponent {
2 // Runs when Preview is added to GUI
3 componentDidMount() {
4 const { codeMirror } = this.props.editor;
5 const wrapper = codeMirror.getWrapperElement();
6 codeMirror.on("scroll", this.onScroll);
7 wrapper.addEventListener("mouseover",this._mover);
8 wrapper.addEventListener("mouseup",this._mup);
9 wrapper.addEventListener("mousedown",this._mdown);

10 }
11 }

Figure 1. This code from Firefox’s debugger (truncated for 
readability) leaks 0.5MB every time a developer opens a source file 
(Section 2). BLeak finds all four leaks automatically.
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(line 18). The loop then closes the tab containing main.js 
(line 24), transitioning back to the first visual state.

Locating leaks: From this point, BLeak proceeds entirely auto-
matically. BLeak uses the developer-provided script to drive the 
web application in a loop. Because object instances can change 
from snapshot to snapshot, BLeak tracks paths instead of 
objects, letting it spot leaks even when a variable or object 
property is regularly updated with a new and larger object. For 
example, history = history.concat(newItems) over-
writes history with a new and larger array.

During each visit to the first visual state in the loop, 
BLeak takes a heap snapshot and tracks specific paths from 
GC roots that are continually growing. BLeak treats a path 
as growing if the object identified by that path gains more 
outgoing references (e.g., when an array expands or when 
properties are added to an object).

For the Firefox debugger, BLeak notices four heap paths that 
are growing each round trip: (1) an array within the codeMir-
ror object that contains scroll event listeners, and internal 
browser event listener lists for (2) mouseover, (3) mouseup, 
and (4) mousedown events on the DOM element containing the 
text editor. Since these objects continue to grow over multiple 
loop iterations (the default setting is eight), BLeak marks these 
items as leak roots as they appear to be growing without bound.

Ranking leaks: BLeak uses the final heap snapshot and the 
list of leak roots to rank leaks by return on investment using a 
novel but intuitive metric we call LeakShare (Section 4.3) that 
prioritizes memory leaks that free the most memory with the 
least effort. LeakShare prunes objects in the graph reachable 
by nonleak roots and then splits the credit for remaining 
objects equally among the leak roots that retain them. Unlike 
retained size (a standard metric used by all existing heap 
snapshot tools), which only considers objects uniquely owned 
by leak roots, LeakShare correctly distributes the credit for 
the leaked Preview objects among the four different leak 
roots since they all must be removed to eliminate the leak.

stem from an array and an unidentified DOM object. 
Locating the code responsible for a leak using these retain-
ing paths involves grepping through the code for instances 
of the identifiers along the path. This task is often further 
complicated by two factors: (1) the presence of third-party 
libraries, which must be manually inspected; and (2) the 
common use of minification, which effectively obfuscates 
code and heap paths by reducing most variable names and 
some object properties to single letters.

3. BLEAK OVERVIEW
This section presents an overview of the techniques BLeak 
uses to automatically detect, rank, and diagnose memory 
leaks. We illustrate these by showing how to use BLeak to 
debug the Firefox memory leak presented in Section 2.

Input script: Developers provide BLeak with a simple script 
that drives a web application in a loop through specific 
visual states. A visual state is the resting state of the GUI after 
the user takes an action, such as clicking on a link or submit-
ting a form. The developer specifies the loop as an array of 
objects, where each object represents a specific visual state, 
comprising (1) a check function that checks the precondi-
tions for being in that state, and (2) a transition function 
next that interacts with the page to navigate to the next 
visual state in the loop. The final visual state in the loop array 
transitions back to the first, forming a loop.

Figure 3a presents a loop for the Firefox debugger that 
opens and closes a source file in the debugger’s text editor. 
The first visual state occurs when there are no tabs open in 
the editor (line 8), and the application has loaded the list of 
documents in the application it is debugging (line 10); this 
is the default state of the debugger when it first loads. Once 
the application is in that first visual state, the loop transi-
tions the application to the second visual state by clicking 
on main.js in the list of documents to open it in the text 
editor (line 12). The application reaches the second visible 
state once the debugger displays the contents of main.js 

Figure 2. The manual memory leak debugging process: Currently, developers debug leaks by first examining heap snapshots to find leaking 
objects (a). Then, they try to use retaining paths to locate the code responsible (b). Unfortunately, these paths have no connection to code, 
so developers must search their codebase for identifiers referenced in the paths (see Section 2.1). This process can be time-consuming and 
ultimately fruitless. BLeak saves considerable developer effort by automatically detecting and locating the code responsible for memory leaks.

(a) A truncated heap snapshot of the Firefox debugger, filtered using the
three snapshot technique. The only relevant item is Preview, which
appears low on the list underneath nonleaking objects.

(b) The retaining paths for Preview, the primary leaking
object in the Firefox debugger. Finding the code
responsible for leaking this object involves searching the
entire production code base for identifiers in the retaining
paths, which are commonly managed by third-party
libraries and obfuscated via minification.
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Each heap snapshot contains a heap graph G = (N, E) with 
a set of nodes N that represent items in the heap and edges 
E where each edge (n1, n2, l) ∈ E represents a reference from 
node n1 to n2 with label l. A label l is a tuple containing the 
type and name of the edge. Each edge’s type is either a clo-
sure variable or an object property. An edge’s name corre-
sponds to the name of the closure variable or object  
property. For example, the object O = {foo: 3} has an edge e 
from O to the number 3 with label l = (property, “foo”). A path 
P is simply a list of edges (e1, e2, …, en) where e1 is an edge 
from the root node (G.root).2

For the first heap snapshot, BLeak conservatively marks 
every node as growing. For subsequent snapshots, BLeak runs 
PropagateGrowth (Figure 4) to propagate the growth 
flags from the previous snapshot to the new snapshot and 
discards the previous snapshot. On line 2, Propagategrowth 

Diagnosing leaks: BLeak next reloads the application and 
uses its proxy to transparently rewrite all of the JavaScript 
on the page, exposing otherwise-hidden edges in the heap 
as object properties. BLeak uses JavaScript reflection to 
instrument identified leak roots to capture stack traces 
when they grow and when they are overwritten (not just 
where they were allocated). With this instrumentation in 
place, BLeak uses the developer-provided script to run 
one final iteration of the loop to collect stack traces. These 
stack traces directly zero in on the code responsible for 
leak growth.

Output: Finally, BLeak outputs its diagnostic report: a ranked 
list of leak roots (ordered by LeakShare), together with the 
heap paths that retain them and stack traces responsible for 
their growth. Figure 3b displays a snippet from BLeak’s out-
put for the Firefox debugger, which points directly to the 
code responsible for the memory leak from Figure 1. With 
this information in hand, we were able to quickly develop a 
fix that removes the event listeners when the user closes the 
document. This fix has been incorporated into the latest ver-
sion of the debugger.

4. ALGORITHMS
This section formally describes the operation of BLeak’s 
core algorithms for detecting (Section 4.1), diagnosing 
(Section 4.2), and ranking leaks (Section 4.3).

4.1. Memory leak detection
The input to BLeak’s memory leak detection algorithm is a 
set of heap snapshots collected during the same visual state, 
and the output is a set of paths from GC roots that are grow-
ing across all snapshots. We call these paths leak roots. 
BLeak considers a path to be growing if the object at that 
path has more outgoing references than it did in the previ-
ous snapshot. To make the algorithm tractable, BLeak only 
considers the shortest path to each specific heap item.

Figure 3. Automatic memory leak debugging with BLeak: The only input developers need to provide to BLeak is a simple script that drives the 
target web application in a loop (a). BLeak then runs automatically, producing a ranked list of memory leaks with stack traces pointing to the 
code responsible for the leaks (b).

1 exports.loop = [// Repeatedly open and close a source document.
2 { // Open a source document in the text editor.
3 check: function() {
4 const nodes = $('.node');
5 // No documents are open
6 return $('.source-tab').length === 0 &&
7 // Target document appears in doc list
8 nodes.length > 1 && nodes[1].innerText === "main.js";
9 },

10 next: function() { $('.node')[1].click(); }
11 }, { // Close the document after it loads.
12 check: function() {
13 // Contents of main.js are in editor
14 return $('.CodeMirror-line').length > 2 &&
15 // Editor displays a tab for main.js
16 $('.source-tab').length === 1 &&
17 // Tab contains a close button
18 $('.close-btn').length === 1;
19 },
20 next: function() { $('.close-btn').click(); }
21 }];

# Leak Root 1 [LeakShare: 811920]

## Leak Paths

* Event listeners for 'mouseover' on window.cm.display.wrapper

## Stack Traces Responsible

1. Preview.componentDidMount
http://localhost:8000/assets/build/debugger.js:109352:22

2. http://localhost:8000/assets/build/debugger.js:81721:24
3. measureLifeCyclePerf

http://localhost:8000/assets/build/debugger.js:81531:11
4. http://localhost:8000/assets/build/debugger.js:81720:31
5. CallbackQueue.notifyAll

http://localhost:8000/assets/build/debugger.js:61800:21
6. ReactReconcileTransaction.close

http://localhost:8000/assets/build/debugger.js:83305:25
7. ReactReconcileTransaction.closeAll

http://localhost:8000/assets/build/debugger.js:42268:24

(a) This script runs the Firefox debugger in a loop and is the only
input BLEAK requires to automatically locate memory leaks.
For brevity, we modify the script to use jQuery syntax.

(b) A snippet from BLEAK’s memory leak report for the Firefox
debugger. BLEAK points directly to the code in Figure 1 responsible
for the memory leak.

2 For simplicity, we describe heap graphs as having one root.

PropagateGrowth(G, G′)
1 Q = [(G.root , G′.root)], G′.root .mark = true
2 for each node n ∈ G′.N
3 n.growing = false
4 while |Q| > 0
5 (n, n′) = Dequeue(Q)
6 En = GetOutgoingEdges(G, n)
7 E′

n = GetOutgoingEdges(G′, n′)
8 n′.growing = n.growing ∧ |En| < |E′

n|
9 for each edge (n1, n2, l) ∈ En

10 for each edge (n′
1, n

′
2, l

′) ∈ E′
n

11 if l == l′ and n′
2.mark == false

12 n′
2.mark = true

13 Enqueue((n2, n
′
2))

Figure 4. PropagateGrowth propagates a node’s growth status 
(n.growing) between heap snapshots. BLeak considers a path in the 
heap to be growing if the node at the path continually increases its 
number of outgoing edges.

906358432530
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• Grows a leak root with a new item. This growth occurs 
when the application adds a property to an object, an 
element to an array, an event listener to an event target, 
or a child node to a DOM node. BLeak captures a stack 
trace and associates it with the new item.

• Shrinks a leak root by removing any of the previously-
mentioned items. BLeak removes any stack traces 
associated with the removed items, as the items are no 
longer contributing to the leak root’s growth.

• Assigns a new value to a leak root, which typically occurs 
when the application copies the state from an old ver-
sion of the leaking object into a new version. BLeak 
removes all previously-collected stack traces for the 
leak root, collects a new stack trace, associates it with 
all of the items in the new value, and inserts the grow 
and shrink hooks into the new value.

BLeak runs one loop iteration of the application with all 
hooks installed. This process generates a list of stack traces 
responsible for growing each leak root.

4.3. Leak root ranking
BLeak uses a new metric to rank leak roots by return on 
investment that we call LeakShare. LeakShare prioritizes 
memory leaks that free the most memory with the least 
effort by dividing the “credit” for retaining a shared leaked 
object equally among the leak roots that retain them.

LeakShare first marks all of the items in the heap that are 
reachable from nonleaks via a breadth-first traversal that 
stops at leak roots. These nodes are ignored by subsequent 
traversals. Then, LeakShare performs a breadth-first tra-
versal from each leak root that increments a counter on all 
reachable nodes. Once this process is complete, every node 
has a counter containing the number of leak roots that can 
reach it. Finally, the algorithm calculates the LeakShare of 
each leak root by adding up the size of each reachable node 
divided by its counter, which splits the “credit” for the node 
among all leak roots that can reach it. Our PLDI paper pres-
ents the full algorithm for LeakShare.15

5. IMPLEMENTATION
BLeak consists of three main components that work 
together to automatically debug memory leaks (see Figure 6):  
(1) a driver program orchestrates the leak debugging pro-
cess; (2) a proxy transparently performs code rewriting on-
the-fly on the target web application; and (3) an agent script 
embedded within the application exposes hidden state for 
leak detection and growth events for leak diagnosis. We 
briefly describe how these components work here; our PLDI 
paper provides further details.15

To initiate leak debugging, the BLeak driver launches 
BLeak’s proxy and the Google Chrome browser with an 
empty cache, a fresh user profile, and a configuration that 
uses the BLeak proxy. The driver connects to the browser via 
the standard Chrome DevTools Protocol, navigates to the 
target web application, and uses the developer-provided 
configuration file to drive the application in a loop. During 
each repeat visit to the first visual state in the loop, the driver 
takes a heap snapshot via the remote debugging protocol 

initializes every node in the new graph to not growing to pre-
vent spuriously marking new growth as growing in the next 
run of the algorithm. Since the algorithm only considers paths 
that are the shortest path to a specific node, it is able to asso-
ciate growth information with the terminal node, which rep-
resents a specific path in the heap.

PropagateGrowth runs a breadth-first traversal across 
shared paths in the two graphs, starting from the root node 
that contains the global scope (window) and the DOM. The 
algorithm marks a node in the new graph as growing if the 
node at the same path in the previous graph is both growing 
and has fewer outgoing edges (line 8). As a result, the algo-
rithm will only mark a heap path as a leak root if it consis-
tently grows between every snapshot and if it has been 
present since the first snapshot.

PropagateGrowth only visits paths shared between the 
two graphs (line 11). At a given path, the algorithm considers 
an outgoing edge en in the old graph and e′n in the new graph 
as equivalent if they have the same label. In other words, the 
edges have to correspond to the same property name on the 
object at that path, or a closure variable with the same name 
captured by the function at that path.

After propagating growth flags to the final heap snapshot, 
BLeak runs FindLeakPaths (Figure 5) to record growing 
paths in the heap. This traversal visits edges in the graph to 
capture the shortest path to all unique edges that point to 
growing nodes. For example, if a growing object O is located 
at window.O and as variable p in the function window.L.z, 
FindLeakPaths will report both paths. This property is 
important for diagnosing leaks, as we discuss in Section 4.2.

BLeak takes the output of FindLeakPaths and groups it 
by the terminal node of each path. Each group corresponds 
to a specific leak root. This set of leak roots forms the input 
to the ranking algorithm.

4.2. Diagnosing leaks
Given a list of leak roots and, for each root, a list of heap 
paths that point to the root, BLeak diagnoses leaks through 
hooks that run whenever the application performs any of the 
following actions:

FindLeakPaths(G)
1 Q = [], TGr = {}
2 for each edge e = (n1, n2, l) ∈ G.E where n1 == G.root
3 e.mark = true
4 Enqueue(Q, (nil, e))
5 while |Q| > 0
6 t = Dequeue(Q)
7 (tp, (n1, n2, l)) = t
8 if n2.growing == true
9 TGr = TGr ∪ {t}

10 for each edge e = (n′
1, n

′
2, l

′) ∈ G.E
11 if n′

1 == n2 and e.mark == false
12 e.mark = true
13 Enqueue(Q, (t, e))
14 return TGr

Figure 5. FindLeakPaths, which returns paths through the heap to 
leaking nodes. The algorithm encodes each path as a list of edges 
formed by tuples (t).
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application on our evaluation machine, a MacBook Pro with 
a 2.9GHz Intel Core i5 and 16GB of RAM. For each application,  
we analyze the reported leaks, write a fix for each true leak, 
measure the impact of fixing the leaks, and compare 
LeakShare with alternative ranking metrics.

6.1. Applications
Because there is no existing corpus of benchmarks for web 
application memory leak detection, we created one. Our 
corpus consists of five popular web applications that both 
comprise large code bases and whose overall memory 
usage appeared to be growing over time. We primarily 
focus on open source web applications because it is easier 
to develop fixes for the original source code; this repre-
sents the normal use case for developers. We also include 
a single closed-source website, Airbnb, to demonstrate 
BLeak’s ability to diagnose websites in production. We 
present each web application, highlight a selection of the 
libraries they use, and describe the loop of visual states we 
use in our evaluation:

Airbnb: A website offering short-term rentals and other ser-
vices, Airbnb uses React, Google Maps SDK, Google 
Analytics, the Criteo OneTag Loader, and Google Tag 
Manager. BLeak loops between the pages /s/all, which 
lists all services offered on Airbnb, and /s/homes, which 
lists only homes and rooms for rent.

Piwik 3.0.2: A widely-used open-source analytics platform; 
we run BLeak on its in-browser dashboard that displays ana-
lytics results. The dashboard primarily uses jQuery and 
AngularJS. BLeak repeatedly visits the main dashboard 
page, which displays a grid of widgets.

Loomio 1.8.66: An open-source collaborative platform for 
group decision-making. Loomio uses AngularJS, LokiJS, and 
Google Tag Manager. BLeak runs Loomio in a loop between 
a group page, which lists all of the threads in that group, and 
the first thread listed on that page.

Mailpile v1.0.0: An open-source mail client. Mailpile uses 
jQuery. BLeak runs Mailpile’s demo in a loop that visits the 
inbox and the first four emails in the inbox.

Firefox Debugger (commit 91f5c63): An open-source JavaScript 
debugger written in React that runs in any web browser. We 
run the debugger while it is attached to a Firefox instance 
running Mozilla’s SensorWeb. BLeak runs the debugger in a 
loop that opens and closes SensorWeb’s main.js in the 
debugger’s text editor.

6.2. Precision and accuracy
To determine BLeak’s leak detection precision and the accu-
racy of its diagnoses, we manually check each BLeak-reported 
leak in the final report to confirm (1) that it is growing without 
bound and (2) that the stack traces correctly report the code 
responsible for the growth. Figure 8 summarizes our results.

BLeak has an average precision of 96.8% and a median 
precision of 100% on our evaluation applications. There 

and runs PropagateGrowth (Figure 4) to propagate 
growth information between heap snapshots.

At the end of a configurable number of loop iterations (the 
default is 8), the driver shifts into diagnostic mode. The driver 
runs FindLeakPaths to locate all of the paths to all of the leak 
roots (Figure 5), configures the proxy to perform code rewriting 
for diagnosis, and reloads the page to pull in the transformed 
version of the web application. The driver runs the application 
in a single loop iteration before triggering the BLeak agent  
to insert diagnostic hooks that collect stack traces at all of  
the paths reported by FindLeakPaths. Then, the driver runs 
the application in a final loop before retrieving stack traces 
from the agent. Finally, the driver runs LeakShare (Section 4.3) 
to rank leak roots and generate a memory leak report.

6. EVALUATION
We evaluate BLeak by running it on production web applica-
tions. Our evaluation addresses the following questions:

• Precision: How precise is BLeak’s memory leak detec-
tion? (Section 6.2)

• Accuracy of diagnoses: Does BLeak accurately locate 
the code responsible for memory leaks? (Section 6.2)

• Impact of discovered leaks: How impactful are the 
memory leaks that BLeak finds? (Section 6.3)

• Utility of ranking: Is LeakShare an effective metric for 
ranking the severity of memory leaks? (Section 6.4)

Our evaluation finds 59 distinct memory leaks across five 
web applications, all of which were unknown to application 
developers. Of these, 27 corresponded to known-but-unfixed 
memory leaks in JavaScript library dependencies, of which 
only 6 were independently diagnosed and had pending fixes. 
We reported all 32 new memory leaks to the relevant devel-
opers along with our fixes; 16 are now fixed, and 4 have fixes 
in code review. We find new leaks in popular applications 
and libraries including Airbnb, Angular JS (1.x), Google 
Maps SDK, Google Tag Manager, and Google Analytics.

We run BLeak on each web application for 8 round trips 
through specific visual states to produce a BLeak leak 
report, as shown in Figure 3b. We describe these loops using 
only 17–73 LOC. This process takes less than 15 min per 

Google Chrome

MITMProxy
app.config.js

BLeak
Proxy

HTTP/
HTTPS

HTTP/
HTTPS Network

Remote Debugging
Protocol

BLeak Driver

bleak_agent.js

app.js

app.html

app.config.js Leak Report.txt

Figure 6. BLeak system overview. White items are BLeak components, 
gray items are rewritten by the proxy during leak diagnosis, and 
black items are unmodified.
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On average, fixing the memory leaks that BLeak reports 
eliminates over 93% of all heap growth on our benchmarks 
(median: 98.2%). These results suggest that BLeak does not 
miss any significantly impactful leaks.

6.4. LeakShare effectiveness
We compare LeakShare against two alternative ranking met-
rics: retained size and transitive closure size. Retained size 
corresponds to the amount of memory the garbage collector 
would reclaim if the leak root were removed from the heap 
graph and is the metric that standard heap snapshot viewers 
display to the developer. The transitive closure size of a leak 
root is the size of all objects reachable from the leak root as 
used by Xu et al.16 Since JavaScript heaps are highly con-
nected and frequently contain references to the global scope, 
we expect this metric to report similar values for most leaks.

We measure the effectiveness of each ranking metric by 
calculating the growth reduction (as in Section 6.3) over the 
application with no fixes after fixing each memory leak in 
ranked order. We then calculate the quartiles of this data, 
indicating how much heap growth is eliminated after fixing 
the top 25%, 50%, and 75% of memory leaks reported ranked 
by a given metric. We sought to write patches for each evalu-
ation application that fix a single leak root at a time, but this 
is not feasible in all cases; some leaks share the same root 
cause. In these cases, we apply the patch during a ranking 
for the first relevant leak root reported.

We run each application except Airbnb for ten loop iter-
ations over five runs for each unique combination of met-
ric and number of top-ranked leak roots to fix. We avoid 
running duplicate configurations when multiple metrics 
report the same ranking. Airbnb is challenging to evaluate 

are only three false positives. All point to an object that 
continuously grows until some threshold or timeout 
occurs; developers using BLeak can avoid these false posi-
tives by increasing the number of round trips. Two of the 
three false positives are actually the same object located in 
the Google Tag Manager JavaScript library.

With one exception, BLeak accurately identifies the code 
responsible for all of the true leaks. BLeak reports stack 
traces that directly identify the code responsible for each 
leak. In cases where multiple independent source locations 
grow the same leak root, BLeak reports all relevant source 
locations. For one specific memory leak, BLeak fails to 
record a stack trace. Guided by BLeak’s leak reports, we were 
able to fix every memory leak. Each memory leak took approx-
imately 15 min to fix.

6.3. Leak impact
To determine the impact of the memory leaks that BLeak 
reports, we measure each application’s live heap size over 
10 loop iterations with and without our fixes. We use 
BLeak’s HTTP/HTTPS proxy to directly inject memory leak 
fixes into the application, which lets us test fixes on closed-
source websites like Airbnb. We run each application 
except Airbnb 5 times in each configuration (we run Airbnb 
only once per configuration for reasons discussed in 
Section 6.4).

To calculate the leaks’ combined impact on overall heap 
growth, we calculate the average live heap growth between 
loop iterations with and without the fixes in place and take 
the difference (Growth Reduction). For this metric, we ignore 
the first five loop iterations because these are noisy due to 
application startup. Figures 7 and 8 present the results.

Figure 7. Impact of fixing memory leaks found with BLeak: Graphs display live heap size over round trips; error bars indicate the 95% 
confidence interval. Fixing the reported leaks eliminates an average of 93% of all heap growth.
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Figure 8. BLeak precisely finds impactful memory leaks: On average, BLeak finds these leaks with over 95% precision, and fixing them 
eliminates over 90% of all heap growth.
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memory leaks.9 LeakBot assumes that leak roots own all of 
their leaking objects, but leaked objects in web applica-
tions frequently have multiple owners. BLeak does not rely 
on specific patterns and uses round trips to the same visual 
state to identify leaking objects.

Stalenessbased memory leak detection: SWAT (C/C++), 
Sleigh (JVM), and Hound (C/C++) find leaking objects using a 
staleness metric derived from the last time an object was 
accessed and identify the call site responsible for allocating 
them.6, 2, 12 Leakpoint (C/C++) also identifies the last point in 
the execution that referenced a leaking memory location.3 Xu 
et al. identify leaks stemming from Java collections using a 
hybrid approach that targets containers that grow in size over 
time and contain stale items. As we discuss in our PLDI 
paper, staleness is ineffective for at least 77% of the memory 
leaks BLeak identifies.15

8. CONCLUSION
This paper presents BLeak, the first effective system for debugging  
client-side memory leaks in web applications. We show that BLeak 
has high precision and finds numerous previously-unknown 
memory leaks in web applications and libraries. BLeak is open 
source and is available for download at http://bleak-detector.org/.
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because it has 30 leak roots, randomly performs A/B tests 
between runs, and periodically updates its minified code-
base in ways that break our memory leak fixes. As a result, 
we were only able to gather one run of data for Airbnb for 
each unique configuration. Figure 9 displays the results.

In most cases, LeakShare outperforms or ties the other met
rics. LeakShare initially is outperformed by other metrics on 
Airbnb and Loomio because it prioritizes leak roots that share 
significant state with other leak roots. Retained size always pri-
oritizes leak roots that uniquely own the most state, which pro-
vide the most growth reduction in the short term. LeakShare 
eventually surpasses the other metrics on these two applica-
tions as it fixes the final leak roots holding on to shared state.

7. RELATED WORK
Web application memory leak detectors: BLeak automatically 
debugs memory leaks in web applications; past work in this 
space is ineffective or not sufficiently general. LeakSpot locates 
allocation and reference sites that produce and retain increasing 
numbers of objects over time and uses staleness as a heuristic to 
refine its output.14 On real applications, LeakSpot typically 
reports over 50 different allocation and reference sites that develop-
ers must manually inspect to identify and diagnose memory 
leaks. JSWhiz statically analyzes code written with Google 
Closure type annotations to detect specific leak patterns.13

Web application memory debugging: Some tools help web 
developers debug memory usage and present diagnostic 
information that developers must manually interpret to 
locate leaks (Section 2 describes Google Chrome’s DevTools). 
MemInsight summarizes and displays information about the 
JavaScript heap, including per-object-type staleness informa-
tion, the allocation site of objects, and retaining paths in the 
heap.7 Unlike BLeak, these tools do not directly identify 
memory as leaking or identify the code responsible for leaks.

Growthbased memory leak detection: LeakBot looks for 
patterns in the heap graphs of Java applications to find 
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CAREERS

Boston College
Non Tenure-Track Position in Computer Science 

The Computer Science Department of Boston Col-
lege seeks to fill one or possibly more non-tenure 
track teaching positions, as well as shorter-term 
visiting teaching positions. One of these posi
tions has a January, 2021 start date. All applicants 
should be committed to excellence in undergrad-
uate education and be able to teach a broad vari-
ety of undergraduate computer science courses. 
We are especially interested in candidates who 
are able to teach courses in systems and networks. 
Faculty in longer-term positions will also partici-
pate in the development of new courses that re-
flect the evolving landscape of the discipline. 

Minimum requirements for the title of As-
sistant Professor of the Practice, and for the title 
of Visiting Assistant Professor, include a Ph.D. in 
Computer Science or closely related discipline. 

Candidates without a Ph.D. would be eligible 
for the title of Lecturer or Visiting Lecturer. 

We will begin reviewing applications as they 
are received and will continue considering appli-
cations until the positions are filled. Applicants 
should submit a cover letter, CV, and a separate 
teaching statement and arrange for three confi-
dential letters of recommendation that comment 
on their teaching performance to be uploaded 
directly to Interfolio. To apply go to: http://apply.
interfolio.com/78108

Boston College conducts background checks 
as part of the hiring process. Information about 
the University and our department is available at 
bc.edu and cs.bc.edu.

Boston College is a Jesuit, Catholic university 
that strives to integrate research excellence with 
a foundational commitment to formative liberal 
arts education. We encourage applications from 
candidates who are committed to fostering a di-
verse and inclusive academic community. Boston 
College is an Affirmative Action/Equal Opportu-
nity Employer and does not discriminate on the 
basis of any legally protected category including 
disability and protected veteran status. To learn 
more about how BC supports diversity and inclu-
sion throughout the university, please visit the 
Office for Institutional Diversity at http://www.
bc.edu/offices/diversity.

California Institute of Technology
Faculty Position in Computing and Mathemati-
cal Sciences

The Computing and Mathematical Sciences 
(CMS) Department at the California Institute of 
Technology (Caltech) invites applications for ten-
ure-track faculty positions. The CMS Department 
is part of the Division of Engineering and Applied 
Science (EAS), comprising researchers working 
in and between the fields of aerospace, civil, elec-
trical, environmental, mechanical, and medical 

 ˲ Applications received after 8 November will be 
considered for interviews in February.

To fulfill Caltech’s commitment to promot-
ing diversity, inclusiveness, and excellence in 
research on our campus, we actively seek can-
didates who can work with, teach, and mentor 
students from under-represented communities. 
Along with other standard application materi-
als, applicants should submit a diversity and 
inclusion statement that discusses past and/or 
anticipated contributions to improving diversity, 
equity, and inclusion in the areas of research, 
teaching, and/or outreach.

For a list of all documents required, and full 
instructions on how to apply online, please visit 
https://applications.caltech.edu/jobs/cms. Ques-
tions about the application process may be di-
rected to search@cms.caltech.edu.

Caltech is an equal opportunity employer 
and all qualified applicants will receive consider-
ation for employment without regard to age, race, 
color, religion, sex, sexual orientation, gender 
identity, national origin, disability status, pro-
tected veteran status, or any other characteristic 
protected by law.

engineering, as well as materials science and ap-
plied physics. The Institute as a whole represents 
the full range of research in biology, chemistry, 
engineering, geological and planetary sciences, 
physics, and the social sciences.

Fundamental research in computing and 
mathematical sciences, and applied research 
which links to activities in other parts of Caltech, 
are both welcomed. A commitment to world-class 
research, as well as high-quality teaching and 
mentoring, is expected, and appointment as an 
assistant professor is contingent upon the com-
pletion of a Ph.D. degree in applied mathematics, 
computer science or related areas. The initial ap-
pointment at the assistant professor level is four 
years. Reappointment beyond the initial term is 
contingent upon successful review conducted 
prior to the commencement of the fourth year.

 ˲ Interviews will take place in January and 
February 2021.

 ˲ Applications will be reviewed beginning 22 
October 2020 and all applications received before 
1 December 2020 will receive full consideration.

 ˲ Applications received before 8 November will 
be considered for interviews in January.

Faculty Positions in Computer Science
The Department of Computer Science at the National University of Singapore (NUS) invites applications 
for tenure-track and educator-track positions in all areas of computer science. 

The Department is looking for candidates for all levels of tenured and tenure-track positions in any 
area of computer science. Candidates for Assistant Professor positions on the tenure track should 
be early in their academic careers and yet demonstrate outstanding research potential, and a strong 
commitment to teaching.

For Senior Lecturer and Associate Professor on the educator-track, teaching experience or relevant 
industry experience will be preferred. Besides relevant background and experience, we are also 
looking for someone with a passion for imparting the latest knowledge in computing to students in 
our programs

The Department enjoys ample research funding, moderate teaching loads, excellent facilities, and 
extensive international collaborations. We have a full range of faculty covering all major research areas 
in computer science and boasts a thriving PhD program that attracts the brightest students from 
the region and beyond. More information is available https://www.comp.nus.edu.sg/about/depts/cs/
recruitment/faculty/

NUS is an equal opportunity employer that offers highly competitive salaries, and is situated in 
Singapore, an English-speaking cosmopolitan city that is a melting pot of many cultures, both the 
east and the west. Singapore offers high-quality education and healthcare at all levels, as well as very 
low tax rates. 

Application Details:
•  Submit the following documents (in a single PDF) online via: https://faces.comp.nus.edu.sg

- A cover letter that indicates the position applied for and the main research interests
- Curriculum Vitae 
- A teaching statement
- A research statement (optional but encouraged for educator-track)

•  Provide the contact information of 3 referees when submitting your online application, or, arrange 
for at least 3 references to be sent directly to csrec@comp.nus.edu.sg 

•  To ensure maximal consideration, please submit your application by 18 December 2020. 
•  If you have further enquiries, please contact the Search Committee Chair, Joxan Jaffar, at  

csrec@comp.nus.edu.sg

http://apply.interfolio.com/78108
http://bc.edu
http://cs.bc.edu
http://www.bc.edu/offices/diversity
https://applications.caltech.edu/jobs/cms
mailto:search@cms.caltech.edu
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professor position in Computer Science to begin 
in Fall 2021. We are particularly interested in can-
didates with research interests in formal models of 
computation, algorithms, information theory, and 
machine learning with connection to quantum 
computation, quantum simulation, or quantum 
information science. The successful candidate will 
also be a Quantum Computing and Information 
Science Faculty Fellow supported in part for the 
first three years by an NSF-funded program that 
aims to grow academic research capacity in the 
computing and information science fields to sup-
port advances in quantum computing and/or com-
munication over the long term. For additional in-
formation about the NSF award please visit: https://
www.nsf.gov/awardsearch/showAward?AWD_ID=1
955027&HistoricalAwards=false

The position allows the faculty member to 
collaborate actively with colleagues from a variety 
of outside disciplines including the departments 
of physics, chemistry, mathematics and intelli-
gent systems engineering, under the umbrella of 
the Indiana University funded “quantum science 
and engineering center” (IU-QSEc).

We seek candidates prepared to contribute 
to our commitment to diversity and inclusion in 
higher education, especially those with experi-
ence in teaching or working with diverse student 
populations. Duties will include research, teach-
ing multi-level courses both online and in person, 
participating in course design and assessment, 
and service to the School. Applicants should have a 
demonstrable potential for excellence in research 
and teaching and a PhD in Computer Science or a 
related field expected before August 2021.

Candidates should review application re-
quirements, learn more about the Luddy School 
and apply online at: https://indiana.peoplead-
min.com/postings/9841.

For full consideration submit online applica-
tion by December 1, 2020. Applications will be 
considered until the positions are filled. Ques-
tions may be sent to sabry@indiana.edu.

Indiana University is an equal employment 
and affirmative action employer and a provider of 
ADA services. All qualified applicants will receive 
consideration for employment without regard to 
age, ethnicity, color, race, religion, sex, sexual ori-
entation, gender identity or expression, genetic 
information, marital status, national origin, dis-
ability status or protected veteran status.

The Johns Hopkins University 
Lecturer/Sr. Lecturer in Computer Science

The Department of Computer Science at Johns 
Hopkins University seeks applicants for a full-
time teaching position. This is a career-oriented, 
renewable appointment that is responsible for 
the development and delivery of undergraduate 
and graduate courses, depending on the can-
didate’s background. These positions carry a 3 
course load per semester, usually with only 2 dif-
ferent preps. Teaching faculty are also encour-
aged to engage in departmental and university 
service and may have advising responsibilities. 
Extensive grading support is given to all instruc-
tors. The university has instituted a non-tenure 
track career path for full-time teaching faculty 
culminating in the rank of Teaching Professor. 

Johns Hopkins is a private university known 
for its commitment to academic excellence and 

Georgia Institute of Technology
Tenure-Track Faculty

The School of Computational Science and En-
gineering (CSE) in the College of Computing at 
the Georgia Institute of Technology invites ap-
plications for multiple openings at the Assistant 
Professor level (tenure-track); exceptional candi-
dates at the Associate Professor and Professor lev-
el also will be considered. CSE focuses on founda-
tional research of an interdisciplinary nature that 
enables advances in science, engineering, medi-
cal, and social domains. Applicants are expected 
to develop and sustain a research program in 
one or more of our core areas: high-performance 
computing, scientific and numerical computing, 
modeling and simulation, discrete algorithms, 
and large-scale data analytics (including machine 
learning and artificial intelligence).

All areas of research will be considered, espe-
cially: scientific artificial intelligence (AI methods 
unique to scientific computing), urban computing 
(enabling effective design and operation of cities 
and urban communities), application-driven post-
Moore’s law computing, and data science for fight-
ing disease. Applicants must have an outstanding 
record of research and a commitment to teaching.

Applicants are expected to engage in substan-
tive research with collaborators in other disci-
plines. For example, current faculty have domain 
expertise and/or collaborations in computational 
chemistry; earth sciences; biomedical and health 
sciences; urban systems and smart cities; social 
good and sustainable development; materials 
and manufacturing; and others.

Georgia Tech is organized into six Colleges. The 
School of Computational Science and Engineering 
resides in the College of Computing along with 
the School of Computer Science and the School of 
Interactive Computing. Joint appointments with 
other Schools in the College of Computing as well 
as Schools in other Colleges will be considered.

Applications should be submitted online 
through: https://academicjobsonline.org/ajo/jobs/ 
16901. The application materials should include a 
full academic CV, a personal narrative on teaching 
and research, at least three references, one sample 
publication that is considered a very significant re-
search contribution, and the names of 2-3 CSE fac-
ulty members closest to the applicant’s research 
(see https://www.cse.gatech.edu/people/faculty for 
current faculty). For full consideration, applica-
tions are due by December 1, 2020.

Georgia Tech is an Affirmative Action/Equal 
Opportunity Employer. Applications from wom-
en and under-represented minorities are strongly 
encouraged.

For more information about Georgia Tech’s 
School of Computational Science and Engineer-
ing please visit: http://www.cse.gatech.edu/

Indiana University
Luddy School of Informatics, Computing, and 
Engineering
Assistant Professor in Computer Science

The Luddy School of Informatics, Computing, and 
Engineering at Indiana University (IU) Blooming-
ton invites applications for a tenure track assistant 

TENURE-TRACK AND TENURED POSITIONS
School of Information Science and Technology (SIST) 

ShanghaiTech University invites highly qualified candidates to fill multiple tenure-
track/tenured faculty positions as its core founding team in the School of Information 
Science and Technology (SIST). We seek candidates with exceptional academic 
records or demonstrated strong potentials in all cutting-edge research areas of 
information science and technology. They must be fluent in English. English-based 
overseas academic training or background is highly desired.

ShanghaiTech is founded as a world-class research university for training future 
generations of scientists, entrepreneurs, and technical leaders. Boasting a 
new modern campus in Zhangjiang Hightech Park of cosmopolitan Shanghai, 
ShanghaiTech shall trail-blaze a new education system in China. Besides establishing 
and maintaining a world-class research profile, faculty candidates are also expected 
to contribute substantially to both graduate and undergraduate educations. 

Academic Disciplines: Candidates in all areas of information science and 
technology shall be considered. Our recruitment focus includes, but is not limited to: 
computer science and technology, electronic science and technology, information 
and communication engineering, applied mathematics and statistics, data science, 
robotics, bioinformatics, biomedical engineering, internet of things, smart energy, 
computer systems and security, operation research, mathematical optimization and 
other interdisciplinary fields involving information science and technology, especially 
areas related to AI.

Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including 
on-campus housing. All regular ShanghaiTech faculty members will join its new 
tenure-track system in accordance with international practice for progress evaluation 
and promotion.

Qualifications:
•  Strong research productivity and demonstrated potentials;

•  Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, 
Statistics, Applied Math, or related field);

•  A minimum relevant (including PhD) research experience of 4 years.

Applications: Submit (in English, PDF version) a cover letter, a 2-page research 
plan, a CV plus copies of 3 most significant publications, and names of three 
referees to: sist@shanghaitech.edu.cn

For more information, please visit: http://sist.shanghaitech.edu.cn/

Deadline: December 31, 2020

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1955027&HistoricalAwards=false
https://indiana.peopleadmin.com/postings/9841
https://indiana.peopleadmin.com/postings/9841
mailto:sabry@indiana.edu
https://academicjobsonline.org/ajo/jobs/16901
https://www.cse.gatech.edu/people/faculty
http://www.cse.gatech.edu/
mailto:sist@shanghaitech.edu.cn
http://sist.shanghaitech.edu.cn/
https://academicjobsonline.org/ajo/jobs/16901
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1955027&HistoricalAwards=false
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1955027&HistoricalAwards=false
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who complete their applications by December 
15, 2020 will receive full consideration, the de-
partment will consider applications submitted 
after that date. Questions may be directed to 
fsearch2020@cs.jhu.edu.

The department is conducting a broad and in-
clusive search and is committed to identifying can-
didates who through their research, teaching and 
service will contribute to the diversity and excel-
lence of the academic community. More informa-
tion on diversity and inclusion in the department 
is available at https://www.cs.jhu.edu/diversity/.

The Johns Hopkins University is committed 
to equal opportunity for its faculty, staff, and 
students. To that end, the university does not 
discriminate on the basis of sex, gender, marital 
status, pregnancy, race, color, ethnicity, national 
origin, age, disability, religion, sexual orienta-
tion, gender identity or expression, veteran status 
or other legally protected characteristic. The uni-
versity is committed to providing qualified indi-
viduals access to all academic and employment 
programs, benefits and activities on the basis of 
demonstrated ability, performance and merit 
without regard to personal factors that are irrel-
evant to the program involved.

Trinity College
Computer Science Department
Assistant Professor

Applications are invited for a tenure-track posi-
tion in computer science at the rank of Assistant 
Professor to start in the fall of 2021. Candidates 

research. The Computer Science department is 
one of nine academic departments in the Whiting 
School of Engineering, on the beautiful Home-
wood Campus. We are located in Baltimore, MD in 
close proximity to Washington, DC and Philadel-
phia, PA. See the department webpage at https://
cs.jhu.edu for additional information about the 
department, including undergraduate and gradu-
ate programs and current course descriptions.

Applicants for the position should have a Ph.D. 
in Computer Science or a closely related field. Dem-
onstrated excellence in and commitment to teach-
ing, and excellent communication skills are expect-
ed of all applicants. Applications may be submitted 
online at http://apply.interfolio.com/78726. Ques-
tions may be directed to lecsearch2020@cs.jhu.
edu. For full consideration, applications should be 
submitted by December 1, 2020. Applications will 
be accepted until the position is filled.

The Department is conducting a broad and 
inclusive search and is committed to identifying 
candidates who through their teaching and ser-
vice will contribute to the diversity and excellence 
of the academic community.

The Johns Hopkins University is commit-
ted to active recruitment of a diverse faculty and 
student body. The University is an Affirmative Ac-
tion/Equal Opportunity Employer of women, mi-
norities, protected veterans and individuals with 
disabilities and encourages applications from 
these and other protected group members. Con-
sistent with the University’s goals of achieving 
excellence in all areas, we will assess the compre-
hensive qualifications of each applicant.

The Johns Hopkins University 
Tenure-Track Faculty, Department of Computer 
Science

The Johns Hopkins University’s Department of 
Computer Science seeks applicants for tenure-
track faculty positions at all levels and across all 
areas of computer science. The department is 
particularly interested in applicants in the areas 
of computational biology, bioinformatics, hu-
man-computer interaction, and machine learn-
ing. The search will focus on candidates applying 
at the Assistant Professor level, however all quali-
fied applicants will be considered.

The Department of Computer Science has 31 
full-time tenured and tenure-track faculty mem-
bers, 8 research and 6 teaching faculty members, 
225 PhD students, over 200 MSE/MSSI students, and 
over 600 undergraduate students. There are several 
affiliated research centers and institutes including 
the Laboratory for Computational Sensing and Ro-
botics (LCSR), the Center for Language and Speech 
Processing (CLSP), the JHU Information Security 
Institute (JHU ISI), the Institute for Data Intensive 
Engineering and Science (IDIES), the Malone Cen-
ter for Engineering in Healthcare (MCEH), the In-
stitute for Assured Autonomy (IAA), and other labs 
and research groups. More information about the 
Department of Computer Science can be found at 
www.cs.jhu.edu and about the Whiting School of 
Engineering at https://engineering.jhu.edu.

Applicants should submit a curriculum vitae, 
a research statement, a teaching statement, three 
recent publications, and complete contact infor-
mation for at least three references.

Applications must be made on-line at http://
apply.interfolio.com/78946. While candidates 

must hold a Ph.D. in computer science at the 
time of appointment. We are seeking candidates 
with teaching and research interests in applied 
areas associated with data analytics, such as data-
base and information systems, data mining and 
knowledge discovery, machine learning, and arti-
ficial intelligence, but other related areas will also 
be seriously considered.

Trinity College is a coeducational, indepen-
dent, nonsectarian liberal arts college located in, 
and deeply engaged with, Connecticut’s capital 
city of Hartford. Our approximately 2,200 stu-
dents come from all socioeconomic, racial, reli-
gious, and ethnic backgrounds across the United 
States, and seventeen percent are international. 
We emphasize excellence in both teaching and 
research, and our intimate campus provides an 
ideal setting for interdisciplinary collaboration. 
Teaching load is four courses per year for the first 
two years and five courses per year thereafter, 
with a one-semester leave every four years. We 
offer a competitive salary and benefits package, 
plus a start-up expense fund. For information 
about the Computer Science Department, visit: 
http://www.cs.trincoll.edu/

Applicants should submit a curriculum vitae 
and teaching and research statements and ar-
range for three letters of reference to be sent to: 
https://trincoll.peopleadmin.com/

Consideration of applications will begin on 
December 15, 2020, and continue until the posi-
tion is filled.

Trinity College is an Equal-Opportunity/Affir-
mative-Action employer. Women and members 
of minority groups are encouraged to apply.

Department of Electrical and Computer Engineering
Graduate School of Engineering and Management

Air Force Institute of Technology (AFIT)
Dayton, Ohio

Faculty Position
The Department of Electrical and Computer Engineering at the Air Force 
Institute of Technology is seeking applications for a tenured or tenure-
track faculty position. All academic ranks will be considered. Applicants 
must have an earned doctorate in Electrical Engineering, Computer 
Engineering, Computer Science, or a closely affiliated discipline by the 
time of their appointment (anticipated 1 September 2021).

We are particularly interested in applicants specializing in one or more 
of the following areas: autonomy, artificial intelligence / machine learning, 
navigation with or without GPS, cyber security, and VLSI. Candidates in 
other areas of specialization are also encouraged to apply. This position 
requires teaching at the graduate level as well as establishing and 
sustaining a strong DoD relevant externally funded research program with 
a sustainable record of related peer-reviewed publications.

The Air Force Institute of Technology (AFIT) is the premier Department of 
Defense (DoD) institution for graduate education in science, technology, 
engineering, and management, and has a Carnegie Classification as a 
High Research Activity Doctoral University. The Department of Electrical 
and Computer Engineering offers accredited M.S. and Ph.D. degree 
programs in Electrical Engineering, Computer Engineering, and Computer 
Science as well as an MS degree program in Cyber Operations.

Applicants must be U.S. citizens. Full details on the position, the 
department, applicant qualifications, and application procedures can be 
found at http://www.afit.edu/ENG/. Review of applications will begin on 
4 January 2021. The United States Air Force is an equal opportunity, 
affirmative action employer.

mailto:fsearch2020@cs.jhu.edu
https://www.cs.jhu.edu/diversity/
https://cs.jhu.edu
http://apply.interfolio.com/78726
http://www.cs.jhu.edu
https://engineering.jhu.edu
http://apply.interfolio.com/78946
http://www.cs.trincoll.edu/
https://trincoll.peopleadmin.com/
http://www.afit.edu/ENG/
https://cs.jhu.edu
http://apply.interfolio.com/78946
mailto:lecsearch2020@cs.jhu.edu
mailto:lecsearch2020@cs.jhu.edu


This text/reference is an in-depth introduction to the systematic, universal software 
engineering kernel known as “Essence.” This kernel was envisioned and originally created by 
Ivar Jacobson and his colleagues, developed by Software Engineering Method and Theory 
(SEMAT) and approved by The Object Management Group (OMG) as a standard in 2014. 
Essence is a practice-independent framework for thinking and reasoning about the practices 
we have and the practices we need. It establishes a shared and standard understanding 
of what is at the heart of software development. Essence is agnostic to any particular 
methods, lifecycle independent, programming language independent, concise, 
scalable, extensible, and formally specified. Essence frees the practices from their 
method prisons.

HIGH PRAISE FOR THE ESSENTIALS OF MODERN SOFTWARE ENGINEERING

“Essence is an important breakthrough in understanding the meaning of software engineering. 
It is a key contribution to the development of our discipline and I’m confident that this book 
will demonstrate the value of Essence to a wider audience. It too is an idea whose time has 
come.” – Ian Somerville, St. Andrews University, Scotland (author of Software Engineering, 
10th Edition, Pearson)

“What you hold in your hands (or on your computer 
or tablet if you are so inclined) represents 
the deep thinking and broad experience of the 
authors, information you’ll find approachable, 
understandable, and, most importantly, actionable.”
– Grady Booch, IBM Fellow, ACM Fellow, IEEE 
Fellow, BCS Ada Lovelace Award, and IEEE 
Computer Pioneer

http://books.acm.org
http://store.morganclaypool.com/acm
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Google, we frequently get asked to 
develop assessments to measure 
student learning, but I believe that 
teachers always provide the best as-
sessments. I particularly struggle 
with high-stakes testing, because 
while I understand that it originally 
came from a place of trying to ensure 
equitable learning for all students, it 
has become all stick and no carrot. I 
also see how it affects teachers who 
feel compelled to teach to the test and 
students who feel tested to death. Un-
fortunately, I do not find myself capa-
ble of articulating a solution.

Are there other challenges, new or old, 
that you feel don’t get as much atten
tion as they deserve? 

When I was with CSTA, we started 
with the easier problems and worked 
our way up to the hardest ones. The 
easier problems were things like 
creating resources for teachers, ad-
dressing teacher isolation, building 
a community of teachers, and provid-
ing ways for those teachers to grow 
as leaders. Then we moved on to 
standards, which was harder, but we 
achieved it. We have also made enor-
mous strides in helping the public un-
derstand why CS education is relevant 
and necessary. 

Now it’s onto the much more compli
cated issues of access and equity, and 
ensuring we have a continuing pipe
line of CS teachers.

The challenges that remain are sig-
nificant, and they are going to take a 
lot of hard work, but I feel that we’re 
in a space now where all the people 
who need to be engaged are engaged, 
including parents, and I’m very, very 
hopeful. The one little warning bell 
that rings in my head is that I feel we 
have about three years to prove that we 
were right—that students can learn 
this, that they can learn it effectively, 
and that it will help them in their fu-
tures. Now that we’re in the imple-
mentation phase, we have to be even 
more attentive and rigorous in our 
thinking and our actions to ensure 
that we’re doing the best thing for all 
students.

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.

© 2020 ACM 0001-0782/20/11 $15.00

Let’s talk about your work with Google, 
which has launched CS programs like 
CS4HS, one of the earliest efforts to 
support the professional development 
of computer science teachers.

CS4HS preceded my time at Google. 
In 2008, it was a truly innovative and 
necessary program. Today, however, 
there are many groups who are pro-
viding professional development for 
teachers, from Code.org to Mobile 
CSP. CS4HS is no longer as neces-
sary, so we’ve transitioned our focus 
to supporting rigorous CS education 
research. CS education does not have 
the deep and wide body of knowledge 
that other disciplines can rely on, 
so two years ago, Google launched 
a program called Computer Science 
Education Research grants, or CS-ER, 
through which we provide one-year 
grants to support innovative research 
directed at improving teaching and 
learning in CS in K–12.

What kinds of proposals have come in 
thus far?

The proposals have been hugely di-
verse and very rigorous, which is great. 
We’ve funded projects that looked at 
the needs of students in rural areas 
and how to address them, projects that 
relate to preparing teachers for new 
certification exams, and projects that 
focus on the development of curricular 
material and computational thinking 
to be introduced to teachers in their 
pre-service education programs.

Let’s talk about the issue of assess
ment, which you’ve commented on 
before. 

Assessment is one of the areas 
in which I experience a lot of cogni-
tive and emotional dissonance. At 

program-
ming, even for very young children. 

One of the remaining challenges is 
that we still do not have a solid pipeline 
of teachers who can meet the rising de-
mand for CS in public schools. We have 
also not succeeded in making access 
to CS learning truly equitable. We’ve 
worked very hard as a community to 
focus on diversity, and we’re mak-
ing some gains in terms of gender, 
race, and ethnicity, but they are not 
sufficient. I also think that poverty 
is a bigger and more complex issue. 
When we talk about equity, very rarely 
do we talk about socioeconomic is-
sues. We don’t like to look at poverty—
and I don’t just mean in the CS educa-
tion community, I mean broadly.

What, in your opinion, have been some 
of the more effective strategies for en
couraging diversity?

There are two different schools 
of thought, and both are valid. One 
school of thought is to change the 
curriculum to make it more acces-
sible and engaging to everyone—this 
is impacting undergraduate education 
as well as elementary and secondary 
schools. The other focus has been to 
change the culture in which the learn-
ing takes place. Things like what kind 
of visuals are in the lab, the language 
we use to address our students, and 
whether our classroom culture is 
more competitive or more collabora-
tive have an impact on whether and 
which students believe they belong.

What about the challenge of fostering a 
pipeline of qualified CS teachers?

One of the realities of teacher edu-
cation is that it is standards-driven. 
The job of teacher education pro-
grams is to prepare teachers to ad-
dress and achieve state-level learning 
standards. The other driving factor is 
certification. So, without standards 
and without a pathway to certifica-
tion, there is absolutely no incentive 
for teacher preparation programs to 
prepare CS teachers. I think we’ve 
seen amazing progress on the stan-
dards side, and some states are now 
starting to address the certification 
pathway issue because they see that, 
finally, there is significant demand. 
But we are still only seeing small 
pockets of innovation.

[CONT IN UE D  F ROM P.  160]

“Assessment  
is one of the areas  
in which I experience 
a lot of cognitive 
and emotional 
dissonance.”

http://Code.org
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tion. First, there wasn’t any kind of 
broad public understanding of CS ed-
ucation and its potential place in the 
canon. Also, many of the original CS 
school programs were disintegrating 
with the retirement of a generation of 
teachers, and CS certainly wasn’t on 
the radar of politicians. 

A lot has changed since then—which is 
not to say there aren’t still challenges.

It’s been really exciting to see the 
sea change that has happened. Fifteen 
years ago, if you asked anyone about 
what programming language they were 
using and why, they would talk about 
industrial relevance. When you’re deal-
ing with kids who are at least eight years 
away from employment in the field, 
that’s not an academically sound ratio-
nale. Now, there are so many accessible 
tools to teach 

introductory courses. They wanted 
to make it broadly available to high 
school teachers and students. My ef-
forts to understand how to achieve 
this gave me a much better under-
standing of the complexities of for-
mal education.

In 2004, shortly after you began work
ing toward your Ph.D. in education at 
Oregon State University, ACM hired you 
on a parttime basis to start the Com
puter Science Teachers Association. 

Starting a new organization was an 
exciting opportunity. Yet getting any-
one interested in computer science, at 
that time, was a tremendous challenge.

What were some of the specific issues 
you faced?

There were a couple of factors im-
pacting the situation for CS educa-

C H R I S  S T E P H E N S O N  I S N ’ T  afraid to 
tackle complex problems. The found-
ing Executive Director of the Com-
puter Science Teachers Association 
(CSTA), current head of Computer 
Science (CS) Education Strategy at 
Google, and recipient of the 2018 
Outstanding Contributor to ACM 
Award, Stephenson has worked tire-
lessly since the late 1980s to advance 
computer science education at the 
K–12 level. Here, she talks to us about 
the challenges that the CS education 
community still faces, from building 
a pipeline of qualified CS teachers to 
ensuring equitable access to learning 
for all students.

You’ve been involved with CS educa
tion for decades, but your career path 
was somewhat winding.

I’ve probably already had several 
careers. I started out working as a 
radio news broadcaster, and then I 
moved into public television, where 
I was a researcher for a public affairs 
show. In that era, personal comput-
ers were just coming into use, and I 
was fortunate enough to be given a 
computer at work. It opened my eyes 
to a world of possibilities. After that, 
I began working as a technical writer, 
and eventually I was hired by the com-
piler writing team at the University of 
Toronto. That’s when my true career 
in computer science education be-
gan. At the time, the university was 
promoting the use of a programming 
language called Turing, which they’d 
developed and were using to teach 

Q&A  
Tackling the Challenges 
of CS Education 
Chris Stephenson on the complex challenges that continue  
to plague the computer science education community.

DOI:10.1145/3422672  Leah Hoffmann
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Working to launch 
CSTA was exciting, 
but “Getting anyone 
interested in 
computer science ... 
was a tremendous 
challenge.”

http://dx.doi.org/10.1145/3422672


Cryptography is concerned with the construction of schemes that withstand 
any abuse. A cryptographic scheme is constructed so as to maintain a desired 
functionality, even under malicious attempts aimed at making it deviate from its 
prescribed behavior. The design of cryptographic systems must be based on firm 
foundations, whereas ad hoc approaches and heuristics are a very dangerous way 
to go. These foundations were developed mostly in the 1980s, in works that are all 
co-authored by Shafi Goldwasser and/or Silvio Micali. These works have transformed 
cryptography from an engineering discipline, lacking sound theoretical foundations, 
into a scientific field possessing a well-founded theory, which influences practice as 
well as contributes to other areas of theoretical computer science.

This book celebrates these works, which 
were the basis for bestowing the 2012 A.M. 
Turing Award upon Shafi Goldwasser and 
Silvio Micali. A significant portion of this 
book reproduces some of these works, 
and another portion consists of scientific 
perspectives by some of their former 
students. The highlight of the book is 
provided by a few chapters that allow the 
readers to meet Shafi and Silvio in person. 
These include interviews with them, their 
biographies and their Turing Award lectures.

http://store.morganclaypool.com/acm
http://books.acm.org
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