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This book is a celebration of Leslie Lamport’s work on concurrency, interwoven in four-and-
a-half decades of an evolving industry: from the introduction of the first personal computer 
to an era when parallel and distributed multiprocessors are abundant. His works lay formal 
foundations for concurrent computations executed by interconnected computers. Some of the 
algorithms have become standard engineering practice for fault tolerant distributed computing - 
distributed systems that continue to function correctly despite failures of individual components. 
He also developed a substantial body of work on the formal specification and verification of 
concurrent systems, and has contributed to the development of automated tools applying these 
methods.

Part I consists of technical chapters of the book and a biography. The technical chapters of 
this book present a retrospective on Lamport’s original ideas from experts in the field. Through 
this lens, it portrays their long-lasting impact. The chapters cover timeless notions Lamport 
introduced: the Bakery algorithm, atomic shared registers and sequential consistency; causality 
and logical time; Byzantine Agreement; state machine replication and Paxos; temporal logic of 
actions (TLA). The professional biography tells of Lamport’s career, providing the context in 
which his work arose and broke new grounds, and discusses LaTeX - perhaps Lamport’s most 
influential contribution outside the field of concurrency. This chapter gives a voice to the people 
behind the achievements, notably Lamport himself, and additionally the colleagues around 
him, who inspired, collaborated, and helped him drive worldwide impact. Part II consists of a 
selection of Leslie Lamport’s most influential papers.

This book touches on a lifetime of contributions 
by Leslie Lamport to the field of concurrency 
and on the extensive influence he had on 
people working in the field. It will be of value 
to historians of science, and to researchers and 
students who work in the area of concurrency 
and who are interested to read about the work 
of one of the most influential researchers in this 
field. 

http://books.acm.org
http://store.morganclaypool.com/acm
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Boeing’s 737 MAX: A Failure of 
Management, Not Just Technology 
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and engineering decisions resulting 
in systemic catastrophe.
By Michael A. Cusumano
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Cybersecurity Research for the Future
Considering the wide range  
of technological and societal  
trade-offs associated  
with cybersecurity.
By Terry Benzel

29	 Law and Technology
Content Moderation Modulation
Deliberating on how to regulate— 
or not regulate—online speech  
in the era of evolving social media.  
By Kate Klonick

32	 Historical Reflections
The Immortal Soul of an Old Machine
Taking apart a book  
to figure out how it works.
By Thomas Haigh

38	 Viewpoint
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How the cognitive sciences can 
inform the quest to build systems with 
the flexibility of the human mind.
By Gary Marcus and Ernest Davis

42	 Viewpoint
Excessive Use of Technology:  
Can Tech Providers be the Culprits?
Seeking to assess the possible 
responsibility of tech providers  
for excessive use patterns.
By Ofir Turel and Christopher Ferguson
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2021: Computing’s Divided Future
By Andrew A. Chien
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Publication Systems
By Moshe Y. Vardi
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By Dona Crawford
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News
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Hardware security is not assured.
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editor’s letter

2021: Computing’s Divided Future

T
H R O U G H  T H E  F O G  of head-
line-grabbing tweets and 
TikTok ban lawsuits, we can 
see the tectonic plates of 
China’s and the West’s com-

puting ecosystems rapid movement 
apart. The growing importance of 
computing as a military and intelli-
gence technology makes this inevita-
ble; compounded by its pervasive 
presence in society, commerce, and 
government. At this writing, China 
continues aggressive actions to elimi-
nate democracy in Hong Kong and 
military demonstrations to intimi-
date Taiwan and other nations in 
Southeast Asia.a China’s government 
has reined in Chinese technology 
companies such as Ant Financial (Ali-
baba) and Tencent, overtly signaling 
its intent for full control.b These ac-
tions also affect foreign multinationals 
operating in China (for example, Apple 
and AirBnBc). The action is two-sided 
with the U.S. government acting to re-
strict exports based on critical technol-
ogies (semiconductors), disrupting 
visa programs for students and visi-
tors, and increasing reporting require-
ments for foreign engagements. U.S. 
government prosecution of high-
profile researchers for undisclosed 
ties and payments has had a chilling 
effect on collaboration with researchers 

a	 A. Ramzy, T. May, and E. Yu. China targets 
Hong Kong’s lawmakers as it squelches dis-
sent. New York Times (Nov. 11, 2020). China 
sends warning to Taiwan and U.S. with big 
show of air power. New York Times (Sept. 18, 
2020). R. Zhong. In halting ant’s IPO, China 
sends a warning to business. New York Times 
(Nov. 6, 2020).

b	 R. Liao. China finally grants a game license to 
Tencent. TechCrunch (Jan. 24, 2019).

c	 S. Liao. Apple officially moves its Chinese 
iCloud operations and encryption keys to 
China. The Verge (Feb. 29, 2020). I.C. Camp-
bell. Airbnb’s Chinese data policies re-
portedly cost it an executive. The Verge 
(Nov. 20, 2020).

in China.d And, the global COVID-19 
pandemic has only exacerbated mis-
information and conflict.

Recent events have framed starkly 
these concerns in a scope expanding 
from hardware technology to software 
(even algorithms in the case of TikTok) 
to user-data collection. As we enter a 
new year, China and the West’s funda-
mental systemic differences and 
growing geopolitical competition are 
increasingly open. The new reality is 
pulling the computing community 
apart, and yes, spilling over into the 
academic and research communities. 
Some analysts project rapid evolution 
from one computing community to 
two Internets and then into two busi-
ness and technology ecosystems, and 
ultimately “decoupling” into two large-
ly disjoint technology bases.e The grow-
ing schism is far wider, but computing 
is unavoidably at ground zero. The fis-
sures have grown over time, but their 
growth has definitely accelerated over 
the past two years.f Computing faces a 
growing divide, and the computing 
community confronts shifts from Open 
Collaboration to Coopetition and per-
haps to pure Competition.

What are the implications for multi-
national organizations such as the 
ACM? For community? And for indi-
viduals who seek to study and collabo-
rate internationally? Perhaps open 

d	 N. Ord. TSMC reportedly strikes deal with U.S. 
to supply chips to Huawei but with a caveat. 
Hot Hardware (Oct. 9, 2002). NPR. Acclaimed 
Harvard scientist is arrested, accused of lying 
about ties to China (Jan. 28, 2020).

e	 A. Hoecker, S. Li, and J. Wang. U..S. and China: The 
Decoupling Accelerates. Bain  &  Co.,  (Oct. 14, 2020).

f	 R. Singel and D. Kravets. Only Google could 
leave China. WIRED (Jan. 15, 2010). A. Chien. 
Sustaining open collaboration in universities. 
Commun. ACM (Sept. 2019). A. Chien. Cracks in 
open collaboration. Commun. ACM (Jan. 2020).

g	 E. Harris. Governance of Dual-Use Technologies: 
Theory and Practice. AAAS, 2016.

collaboration is “paradise lost”; realists 
clearly see the emergence of a bipolar 
computing world. What should we do?

	˲ Be aware. Just as corporate em-
ployees need to adjust for internal and 
external conversations, researchers 
working in sensitive areas need to ex-
ercise discretion.

	˲ Differentiate carefully. Separating 
basic research from areas that might 
be sensitive for national security may 
avoid chilling restrictions.

	˲ Act responsibly. Egregious abuse 
will trigger greater oversight and re-
strictions, and erosion of open scien-
tific collaboration

None of these issues are unique to 
computing. Geopolitics’ impact on 
scientific collaboration has strong, 
parallel precedents in physics (nucle-
ar weapons) and biologyg (biological 
weapons). Can we do better? Comput-
ing’s culture of open collaboration is 
a rich legacy of technology and com-
munity. It has a rich web of personal 
relationships. Can this web help us 
avoid the harshest outcomes?

Temper distrust, secrecy, and com-
petition by keeping the humanity of 
your colleagues in mind. As tensions 
rise, many individuals will face difficult 
choices torn by comflicting loyalties. 
As individuals we all want to survive 
and thrive—personally and profession-
ally. But each of us do so within imper-
fect systems—perhaps not to our liking 
and certainly beyond our control.

Let’s work to preserve comput-
ing’s community!

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science 
at the University of Chicago, Director of the CERES Center 
for Unstoppable Computing, and a Senior Scientist at 
Argonne National Laboratory.

Copyright held by author/owner.
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vardi’s insights

Reboot the Computing-Research 
Publication Systems

A 
Y E A R  AG O ,  I  proposed that 
ACM establish a policy 
change for its conferences, 
requiring that authors of ac-
cepted papers may opt out 

from in-person involvement and contrib-
ute instead by video.a “Be careful what 
you wish for,” says an idiom. By mid-
March 2020, conferences were forced to 
virtualize due to COVID-19. It is now clear 
that conferences will continue to be vir-
tual at least until the middle, if not the 
end, of 2021, and perhaps even beyond 
that. While I am happy this will prevent 
adding tens of thousands of tons of CO2 
to the atmosphere, the virtualization of 
conferences sharpened my conviction 
that the computing-research publication 
system is badly broken and is in need of a 
serious reboot. 

How did we get here? Back in the 
1960s, journals were slow, while the 
field was new and needed to move fast. 
Conferences offered a solution: Present 
a preliminary version in a conference 
with a six-month submit-decide-present 
cycle, get feedback and credit, and then 
publish an archival version in a journal. 
Program committees then did not re-
view papers; they selected papers for the 
program.

Over time, the selection process be-
came a review process: decision notices 
became decision notices with some feed-
back, feedback evolved into reviews, and 
reviews eventually led to rebuttals. Fur-
thermore, conferences have evolved from 
being a venue for preliminary publication 
to, in practice, a venue for archival publi-
cation. Also, conference-program time 
pressure, led to selectivity, which led to 
prestige. As a result, computing-research 
conferences today are clearly the pre-
ferred venue for archival publication.

a	 https://bit.ly/2KgHHr5 

But conferences were never designed 
to provide a venue for high-quality archi-
val publication, since they lack the ap-
propriate editorial process, whose essen-
tial element is iterative improvement. It 
is not uncommon for published journal 
papers to go through two and even three 
versions before the reviewers and editors 
are satisfied. Conferences that run “re-
view experiments,” such as NIPS 2014b 
and ESA 2018,c have concluded there is a 
huge element of randomness in confer-
ence editorial decisions. “The reputation 
of the peer-review process is tarnished,” 
concluded Hanna Bast. Practically every-
one in computing research complains 
about the “reviewers,” but the reviewers 
are us! If everyone is unhappy, then the 
problem must be systemic.

Probably the strongest arguments in 
favor of conferences are their predictabil-
ity, in terms of submission and decision 
timing, and their function as venues for 
community building. But the promised 
predictability is an illusion, as papers 
bounce from conference to conferences 
until they finally find a home. And when 
every paper has to be published in a con-
ference, conferences are attended mostly 
by junior researchers, while 20–30 years 
ago they offered a truly representative 
sample of their communities, where ju-
nior and senior researchers mingled.

A natural reaction to loss is to recre-
ate the familiar. When a conference was 
“a journal that meets in a hotel,” space 
restriction forced a time restriction, so a 
conference typically lasts 2–4 days. We 
kept this tradition in virtual conferenc-
es, which still meet for 2–4 days, even 
though the original reason is gone. But 
if we have learned anything over these 
past months it is that spending a day in 

b	 https://bit.ly/2UKEhiq
c	 https://bit.ly/3lSIqg0

virtual space is quite difficult and screen 
fatigue is a real phenomenon. Yet, while 
we all long for COVID-19 to be over, the 
climate-change threat is looming larger, 
and I suspect that virtual conferences 
are here to stay.

So, we seem to be stuck with a dys-
functional, antiquated publication sys-
tem. It is time to end the debate about 
journals and conferences. Let us design 
a new publication system, something 
we, as computing professionals, should 
know how to do. We should collect sys-
tem requirements, design the system, 
implement prototypes, experiment, and 
iterate. The publication system is our sys-
tem. We are in charge! Technology opens 
new avenues, but we must be imaginative 
and not be bound by the dogmas of the 
dysfunctional past.

If we have learned anything from CO-
VID-19 it is that dealing with major soci-
etal challenges requires collective action. 
The U.S., with its tradition of “rugged in-
dividualism” and under meager federal 
leadership, is handling the pandemic 
quite poorly. But enabling collective ac-
tion is exactly why we have established 
professional societies. They must lead 
the way.

It is a cliché that everyone wants 
change, but no one wants to change. 
Let us collectively agree to change. We 
deserve a publication system that meets 
the needs of science, of scientists, and 
of society. Let us reboot the publication 
system for computing research. ACM is 
launching a Presidential Task force on 
Future Formats for ACM Conferences. It 
is a start! 	

Moshe Y. Vardi (vardi@cs.rice.edu) is University Professor 
and the Karen Ostrum George Distinguished Service 
Professor in Computational Engineering at  
Rice University, Houston, TX, USA. He is the former 
Editor-in-Chief of Communications. 
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CAREER PATHS
IN COMPUTING

and an interest in global affairs, I ap-
plied to the CIA, the FBI, the NSA, and 
the Department of Energy (DOE) nation-
al security labs. I was fortunate to receive 
an offer from DOE’s Sandia, which saw 
fit to send me to Stanford for my MS in 
operations research—applied math, 
dealing with optimization. Once at 
work, I started writing code for big com-
puters. My first assignment was to find 
an algorithm that would precisely evalu-
ate the amount of sunlight hitting a par-
abolic trough. When it was complete, we 
ran it over and over again to understand 
how to set up solar farms for optimal 
capture of solar energy. This was in the 
late 1970s when solar farms were a new 
concept. Pioneering code for large, first-
of-a-kind computers was thrilling and 
knowing that the results made a differ-
ence was exhilarating. I was hooked.

HPC has become indispensable to 
scientific research and discovery. It is 
different from what’s done at Apple or 
Facebook or Google, among others. 
Those are cool jobs too, but for me, to be 
able to use my applied math to do sci-
ence through the use of very large-scale 
computers was magic. We could “do 
hazardous, expensive, centuries-long ex-
periments” via simulation on the com-
puter. As a result, we, and the handful of 
other places (largely at national labora-
tories) that pioneered supercomputing 
fundamentally changed the scientific 
method from theory and experiment to 
theory, experiment and simulation.

While I was working at Sandia our 
models and large-scale computing had a 
big impact. For example, among other 
things, our knowledge of how parachutes 
work contributed to the development of 
air bags in cars. We also worked closely 
with Goodyear and helped them recover 
from financial ruin with a new way to 
design and produce tires using HPC.

After 25 years at Sandia, it was my 
privilege to lead one of the premier com-
puting centers in the world. I did this for 
the last 15 years of my career at Lawrence 
Livermore National Laboratory (LLNL).

As HPC became more widely accept-
ed, more data was collected and com-
puters grew even larger, it led naturally 
to utilizing supercomputing for ma-
chine learning and what people think of 
as artificial intelligence (AI). It takes 
three things to be world-class in AI: the 
most advanced algorithms, fast comput-
ing hardware, and a good supply of data.

Recently, LLNL developed an AI-driv-
en computational platforma to simulate 
the molecular behavior of viruses and 
antibodies to create drugs for Covid.

What sets the national security 
labs apart from other excellent insti-
tutions is the multidisciplinary ap-
proach to solving very large, complex, 
long-term grand challenges. But the 
exciting thing about the labs is that 
their solutions for national security 
also offer great benefits for society in 
such domains as energy, environment 
and medicine.

When I retired in 2016, I had to stay 
involved in science and computing. 
That’s why I co-founded the Livermore 
Lab Foundation (LLF). The foundation 
is leveraging the Lab’s computing and 
data analytics capabilities to crunch 
through large amounts of data to help 
identify the cause of amyotrophic lateral 
sclerosis (ALS), or Lou Gehrig’s disease. 
Our goal is to improve our understand-
ing of ALS and accelerate the develop-
ment of new therapies and treatments.

Also, in a world examining systemic 
racism, the LLF encourages black stu-
dents and other historically underrep-
resented groups to pursue STEM by 
providing unique opportunities to en-
gage with Lab facilities and mentors.

I have barely scratched the surface 
of how computing has changed our 
world for the better. Our planet faces 
daunting problems, and HPC is key to 
addressing many of them.	

I
’V E  B E E N  STUMPING  for why su-
percomputing or high-perfor-
mance computing (HPC) mat-
ters most of my career.

I didn’t start out loving HPC. 
It barely existed when I began as an un-
dergraduate in 1969. But I loved math, 
the simple elegance of describing the 
world with equations and having the 
ability to be right or wrong. In a world of 
nuance and interpretation, the objectiv-
ity of math spoke to me (and still does). 
As the first in my family to go to college, I 
didn’t know what career to pursue when 
I graduated. With a degree in German 

Computing enabled me to . . .

A Career Fueled by HPC
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Dona Crawford
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Board Chair, Livermore 
Lab Foundation
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MS Operations Research, 
Stanford University, CA
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Middlebury College, VT 
and Johannes Gutenberg 
University of Mainz, Germany
BS Math, University 
of Redlands, CA
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CS teaching, I am again finding terrif-
ic resources in that email list, started 
by a note from Monica McGill (one of 
the leads on the terrific CSEdRe-
search.org website; https://csedre-
search.org/). Two crises in just a few 
months, and SIGCSE is the commu-
nity offering important resources for 
both of them.

Broadening Participation in Com-
puting (https://www.nsf.gov/cise/bpc/) 
was the main focus of my research and 
service agenda for over a dozen years. I 
thought the goal was to get more wom-
en and underrepresented minorities 
into CS. CS is obviously valuable and 
important for students. I thought we 
just had to help students with diverse 
backgrounds to realize that. Instead, 
the lack of diversity is the canary in the 
coal mine. 

I am learning our goal should be to 
change CS Education so that everyone 
is welcome and supported. CS is not a 
welcoming place. We CS teachers 
have structured our systems to keep 
people out, to limit access to that 
valuable and important knowledge. 
We spend so much time and energy 
on detecting cheating and on finding 
ways to limit access to our major, 

which sends the message that most 
people don’t belong. A better use of 
that time and energy might be to pro-
vide tutoring and change our curricu-
lum so that more diverse students 
succeed. We need to send the mes-
sage that we are willing to change in 
order to address historic and systemic 
inequities.

We have to change CS so it serves 
the needs of our students and society. 
Using methods like Peer Instruction 
and curricula like Media Computation 
are steps in the right direction, since 
they are measurably better for women 
and underserved populations, but 
those are results from the few diverse 
students who even walk in our door—
and too few CS teachers are even will-
ing to adopt these small measures. 

We do not have a meritocracy. Our 
CS education systems are structured 
to disadvantage students who are not 
like us and the students currently in 
CS. Frankly, the game is rigged. We 
used to think that we were about help-
ing students “How to Think Like a 
Computer Scientist” (https://bit.
ly/3jSEtGk). But that’s just telling all 
these students that they have to be 
like us to succeed. Now we have to 

Mark Guzdial  
CS Teachers,  
It’s (Past) Time  
To Learn  
About Race
https://bit.ly/3ggVGIm

June 5, 2020
The horrific death of George Floyd 
and the social unrest in the U.S. have 
raised awareness of race that has 
been too long left out of the main-
stream conversations. I am explicitly 
thinking about how to incorporate an 
understanding of race (and culture 
and other identity characteristics) 
when we teach computer science (CS). 
I am just as guilty of not considering 
the issues of race in CS education in 
my everyday practice. I am in a posi-
tion of privilege. I have not had to face 
the same life experiences that my stu-
dents and colleagues have.

Back in March, when the pandem-
ic hit the U.S. and shut down our cam-
puses, I wrote a blog post about how 
much I was learning about emergency 
remote teaching from the ACM SIGC-
SE-Members email list (see https://
bit.ly/3l51pE1). Now, as I am realizing 
I have been negligent in incorporat-
ing an awareness of race issues in my 

Talking about Race  
in CS Education  
Mark Guzdial suggests computer science education needs  
to change, to better serve the needs of students and society.
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change how computer scientists 
think. We all have to change CS.

Get started educating yourself by 
reading Nicki Washington’s paper in 
SIGCSE 2020, “When twice as good 
isn’t enough: The case for cultural 
competence in computing” (https://
bit.ly/3244eO8). Her paper is a great 
starting point because she directly 
addresses issues of undergraduate 
CS education. It’s not just about 
race, but today, race is the elephant 
in the room that we (speaking as a 
white and as a male CS professor, 
which describes most U.S. CS profes-
sors) have ignored for too long. My 
student Amber Solomon made me 
aware of intersectionality in her pa-
per “Not just Black and not just a 
woman: Black women belonging in 
computing” (https://bit.ly/34QJriP). 
Efforts to attract more Black stu-
dents to CS often assume Black men. 
Her experience as a Black woman in 
computing is different. As you add 
other identities (like transgender), 
you realize that when we design our 
classes for the majority of our stu-
dents, we are making explicit and im-
plicit choices that make it harder for 
other groups.

Manuel Perez Quinones gave the 
most concrete example that made me 
question how I teach:

I will say that sometimes the prob-
lem is not in the lecture, tool, academic 
intervention, etc. In my experience with 
underrepresented students the problem 
is more of a personal nature rather than 
academic nature. For example, it should 
not be a surprise to anyone that stu-
dents from low socioeconomic status 
tend to be ones that have multiple jobs, 
sometimes are attending to family 
members at home, maybe even picking 
up younger siblings from school, etc. 
And unfortunately, low socioeconomic 
status can be a proxy for minorities. In 
situations like that, having flexible 
deadlines makes a difference. If stu-
dents work on weekends, then making a 
programming assignment on Sunday 
night (assuming you are giving them 
more time) is not helping and might ac-
tually put those that work at a disad-
vantage. Similar issues come up with 
office hours, labs, etc.

Do not assume that if they miss class 
they are lazy, irresponsible, or don’t 
care. No, they might have other things 

that are more pressing than 5 points in 
an assignment.

Liz Johnson shared the book Grad-
ing for Equity by Joe Feldman (https://
amzn.to/3jMNiS1) and the (easier to 
get started) article “How Teachers are 
Changing Grade Practices with an Eye 
on Equity” (https://bit.ly/2JwibOk). 
The key idea here is standards-based 
grading. You set out the standards for 
what students have to achieve, and 
you give grades based on that. No pre-
allocating or rationing grades. No 
grades for interacting with you. If your 
class requires attendance at office 
hours just to get by, your class is ineq-
uitable. You are demanding more 
from the students than they signed up 
for when registered.

Leigh Ann DeLyser, executive di-
rector of CSforAll (https://www.cs-
forall.org/), made the comment that 
forced me to realize that I have to 
change for my majority students, too:

Nikki Washington and Owen Astra-
chan both teach courses where exam-
ples are critically examined alongside 
the examples we so often assume are 
“colorblind.” Look for those examples, 
be explicit, not so that your black stu-
dents feel welcome, but so your white 
students understand the minefield they 
are walking into.

Some of the other books now on my 
reading list from these discussions:

	˲ Race After Technology: Abolitionist 
Tools for the New Jim Code by Ruha 
Benjamin (https://amzn.to/34R1i97).

	˲ Me and White Supremacy: Combat 
Racism, Change the World, and Become 
a Good Ancestor by Layla F. Saad and 
Robin DiAngelo (https://amzn.
to/3kT2T3M).

	˲ So you want to talk about Race by 
Ijeoma Oluo (https://amzn.
to/3jSoLey).

If you read nothing else from this 
essay, please read these two short 
posts from my former colleagues at 
Georgia Tech, Dean Charles Isbell of 
the College of Computing (https://b.
gatech.edu/360TukH) and Kamau 
Bobb, Senior Director of the Center 
of the Constellations Center for Eq-
uity in Computing (https://bit.
ly/2TJTaku). The life experience of 
our students and colleagues who are 
BIPOC (Black, Indigenous, and Peo-
ple of Color) is significantly different 
than that of the majority of people in 
CS today. If we ignore that, we do 
them a disservice.

We have ignored that. We have to 
correct our mistakes.

My enormous thanks to Melissa 
Perez, Leigh Ann DeLyser, Betsy 
DiSalvo, Leo Porter, Chad Jenkins, 
Wes Weimer, Barbara Ericson, Mat-
thew Guzdial, Katie Guzdial, and 
Manuel Perez Quinones, who all gave 
me valuable feedback on this.

Comments
You might be interested in our book 
Culturally Responsive Strategies for 
Reforming STEM Higher Education: 
Turning the TIDES on Inequity.

The TIDES project had teams from 
quite a diverse population of studies and 
groups. One of the most useful activities 
that I participated in during my years as 
a professor. I learned so much.

The book isn’t focused on CS, but 
rather STEM, but there are lessons for all 
of us in each chapter. We were led by the 
amazing Kelly Mack, with assistance from 
Kate Winter and a team of advisors.

https://www.aacu.org/tides
—Douglas Blank

Mark Guzdial is professor of electrical engineering and 
computer science in the College of Engineering, and 
professor of information in the School of Information, 
the University of Michigan.
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today’s Convolutional Neural Net-
works (CNNs) provide a stronger in-
ductive bias by processing images us-
ing small local filters, they are 
designed to operate on 1-dimensional 
and 2-dimensional (2D) data, such as 
a photograph or audio file. Designing 
neural networks that can cope with 
more complex entities such as mole-

D
E E P  L E A R N I N G  H A S  trans-
formed numerous fields. 
In tackling complex tasks 
such as speech recognition, 
computer vision, predic-

tive analytics, and even medical diag-
nostics, these systems consistently 
achieve—and even exceed—human-
level performance. Yet deep learning, 
an umbrella term for machine learn-
ing systems based primarily on arti-
ficial neural networks, is not without 
its limitations. As data becomes non-
planar and more complex, the ability 
of the machine to identify patterns de-
clines markedly.

At the heart of the issue are the 
basic mechanics of deep learning 
frameworks. “With just two layers, a 
simple perceptron-type network can 
approximate any smooth function 
to any desired accuracy, a property 
called ‘universal approximation’,” 
points out Michael Bronstein, a pro-
fessor in the Department of Comput-
ing at Imperial College London in 
the U.K. “Yet, multilayer perceptrons 
display very weak inductive bias, in 
the sense that they assume very little 
about the structure of the problem at 
hand and fail miserably if applied to 
high-dimensional data.”

Simply put, these systems can ap-
proximate complex functions, but 
they do not generalize well with previ-
ously unseen data and unfamiliar ex-
amples. Thus, when the technology is 
applied to sophisticated computer vi-
sion and image recognition problems, 
simple neural networks typically re-
quire colossal training sets. Although 

Science  |  DOI:10.1145/3433951	 Samuel Greengard

Geometric Deep Learning 
Advances Data Science 
Researchers are pushing beyond the limitations of convolutional 
neural networks using geometric deep learning techniques.

Convolutional neural networks struggle to tackle the volume and complexity of three-
dimensional data, underscoring the need for geometric deep learning. 

http://dx.doi.org/10.1145/3433951
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cules, data trees, networks, and mani-
folds pushes the task into a non-Eu-
clidean world.

That is where a concept called 
geometric deep learning enters the 
picture. It relies on a broad class of 
approaches that use “geometric” in-
ductive biases and concepts to make 
sense of non-Euclidean structures, 
such as graphs and manifolds. “When 
you go to 3D (three-dimensional) deep 
learning, you greatly increase the 
possibilities within a convolutional 
network,” explained Max Welling, 
professor and Research Chair at the 
University of Amsterdam, The Nether-
lands, and vice president of technolo-
gies for Qualcomm. “There are many 
exciting applications for the technol-
ogy.”

Geometric deep learning aims 
to expand data science in much the 
same way that a 3D image offers more 
insight and perspective than a 2D 
photo. “There’s a natural connection 
to physics, in the sense that geometri-
cal properties are typically expressed 
through symmetries,” said Joan Bruna 
Estrach, assistant professor of com-
puter science, data science, and math-
ematics at the Courant Institute and 
the Center for Data Science at New 
York University. This includes signals 
that arise in climate science, molecu-
lar biology, and many other areas in 
the physical sciences.

Deeper Data Explorations
Geometric deep learning builds upon 
a rich history of machine learning. The 
first artificial neural network, called 
“perceptrons,” was invented by Frank 
Rosenblatt in the 1950s. Early “deep” 
neural networks were trained by Soviet 
mathematician Alexey Ivakhnenko in 
the 1960s. A major advance took place 
in 1989, when a group of researchers, 
including New York University pro-
fessor (and ACM A.M. Turing Award 
recipient) Yann LeCun, designed the 
now-classical Convolutional Neural 
Network (CNN). The group used CNNs 
to solve computer vision problems 
that were considered incredibly dif-
ficult at that time, including that of 
handwritten digit recognition.

What imbues a neural network 
with its expressive power is a “modu-
lar design based on connecting neu-
rons into multiple layers that can spot 

highly complex problems.” As data 
passes through the different layers of 
the CNN, each layer relies on the pre-
vious layer to extract more detailed in-
formation. For example, in the case of 
a photo of a butterfly, the initial layer 
may identify the basic shape from the 
pixel patterns, a second neural layer 
may detect features such as antennae 
and wings, and another layer may de-
tect colors and other features. An al-
gorithm can determine that an object 
is either a butterfly, or not. The use 
of convolutional filters endows CNNs 
with an important property called 
shift equivariance, which means they 
can identify objects no matter where 
they are located within an image.

However, there’s a catch. Many ob-
jects and things—from molecules and 
scans of human organs to the streets 
on which autonomous vehicles must 
drive—are 3D and far more complex 
than a flat photo of a butterfly, zebra, 
or human face. These 3D objects have 
many more degrees of freedom and 
the shortest distance between two 
points isn’t necessarily how it appears 
in a 2D image or photo. Thus, the CNN 
struggles to tackle the volume and 
complexity of this data. Metaphorical-
ly speaking, CNNs lack the capability 
to see beyond the flat earth of Euclid-
ian geometry. As a result, researchers 
in fields such as biology, chemistry, 
physics, network science, computer 
graphics, and social media have found 
they are somewhat limited in their 
ability to explore important data sci-
ence problems.

In 2015, Bronstein introduced the 
term “geometric deep learning” to de-

scribe neural network architectures 
with geometric inductive biases that 
can be applied to data structured as 
surfaces (or “manifolds” in geomet-
ric jargon) and graphs. These graphs, 
which are mathematical abstractions 
of networks, are especially useful in 
a broad range of applications involv-
ing systems of relations and interac-
tions. By analyzing an object in a non-
Euclidean way, including examining 
the edge of pixels and changing the 
way the convolutional neural network 
filters data, the system learns much 
more about the relationship between 
and among pixels.

Indeed, deep learning on graphs, 
which also goes by the name of “graph 
representation learning” or “relation-
al inductive biases,” bears many simi-
larities to classical CNNs, but at the 
same time it is very different. “Simi-
lar to convolutional neural networks, 
graph neural networks perform local 
operations with shared parameters, 
implemented in the form of ‘message 
passing’ between every node and its 
neighbors,” Bronstein said. However, 
unlike convolution operations used 
on grid-structured data, graph op-
erations are permutation-invariant, 
which means they do not recognize 
the order of nodes.

A New Dimension of Equivariance
Geometric deep learning is not a 
complete break from classical deep 
learning. In fact, “If you look at the 
algorithms and the architectures 
that researchers are mostly dealing 
with, there’s a huge overlap,” Bruna 
pointed out. “In reality, deep learning 
represents a continuum of increas-
ingly structured architectures that 
reflect inductive biases of the physi-
cal world.” Bruna said CNNs serve as 
a “canonical instance” of a more ba-
sic translation symmetry. “Geometric 
deep learning provides a toolkit to ex-
press symmetries and [processes] that 
work best for a specific task or type of 
computational problem,” he said.

The technique is opening up new 
vistas for understanding data. A team 
of researchers at the Netherlands’ Uni-
versity of Amsterdam, including Taco 
Cohen, a machine learning researcher 
and Ph.D. candidate, advanced the 
field in 2018 when they figured out 
a way to encode basic assumptions 

As data passes 
through the 
convolutional neural 
network, each layer 
relies on the previous 
layer to extract more 
detailed information.
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can easily get confused by rotated pat-
terns” Cohen said.

A New Model Emerges
Not surprisingly, challenges remain 
in developing geometric deep learn-
ing systems that are fully equipped 
to solve real-world problems. Bron-
stein said that for now, scalability is 
a key factor limiting industrial appli-
cations. “Real-life applications often 
have to deal with very large graphs 
with hundreds of millions of nodes 
and billions of edges, such as Twit-
ter and Facebook social graphs. So 
far, the focus of academic research 
in geometric deep learning has been 
primarily on developing new models, 
and these important aspects have un-
til recently been almost completely ig-
nored. As a result, many graph neural 
network models are completely inad-
equate for large-scale settings.”

Another crucial factor limiting 
geometric deep learning is that real 
systems are not static; they evolve in 
time, and hence require methods ca-
pable of dealing with dynamic graphs. 
“This topic has also been only scarcely 
addressed in the literature,” Bron-
stein said.

Still another obstacle is develop-
ing chips and hardware specifically 
designed to tackle geometric deep 
learning. Today’s systems use graph-
ics processing units (GPUs) and cen-
tral processing units (CPUs)—which 
are ideal for conventional CNNs oper-
ating on a stream of pixels. However, 
they are not necessarily the best fit for 
graph-structured data, where data can 
come in random order. “In the long 
run, we might need specialized hard-
ware for graphs,” Bronstein says.

Nevertheless, the field continues 
to gain traction. Scientists are turning 
to geometric deep learning to explore 
complex problems that require highly 
precise results. Among those particu-
larly interested in the field are physi-
cists and chemists who work with 
large and wildly disparate data sets 
based on foundational data structures 
that are known in advance. Geometric 
deep learning greatly increases their 
ability to understand molecular struc-
tures, cosmological maps and Feyn-
man diagrams with pictorial repre-
sentations of extraordinarily complex 
3D subatomic particles.

Concludes Welling, “Geometric 
deep learning and gauge-equivariant 
CNNs are likely to emerge as standard 
tools in the data science toolkit. They 
are advancing rapidly because there’s 
a growing recognition they can tack-
le new and entirely different sets of 
problems.”	
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about images and models into geo-
metric deep learning algorithms. By 
scanning a plane of pixels for an en-
tire volume, creating a 3D map and us-
ing the artificial neural net, they were 
able to leapfrog conventional CNN 
methods when studying lung cancer 
computed tomography (CT) scans. 
The approach produced results on par 
with conventional CNNs using only 
about a tenth of the data. “Whereas 
classical convolutional networks need 
to learn the appearance of lung nod-
ules in every orientation, our network 
can automatically recognize nodules 
no matter their orientation, due to its 
rotation equivariance property,” Co-
hen explained.

As the team continued to study 
various models, they confirmed their 
approach could address equivariance 
issues, also known as covariance in 
physics. In other words, the same data 
presented in different ways or col-
lected by different systems produced 
the same results. Then, when they 
analyzed climate data, they found 
that conventionally trained CNNs re-
sulted in 74% accuracy in identifying 
extreme weather patterns, such as cy-
clones. The same data run through a 
geometric learning gauge CNN they 
built detected storms with nearly 98% 
accuracy.

As researchers attempt to develop 
models that detect and predict events 
in biology, chemistry, and physics, the 
ramifications are clear. “There are a 
huge number of remarkable insights 
to be gained by applying ideas used in 
physics and mathematics to produce 
new deep learning models,” Welling 
explained. Although the technology is 
still in the nascent stages, it already is 
showing remarkable potential. Bron-
stein said the approach could revo-
lutionize everything from materials 
science to medicine, and even social 
media. It will help scientists discover 
new combinations of compounds that 
lead to new types of antibiotics, and 
more effective cancer drugs.

The advantages don’t stop there, 
however. Geometric deep learning 
can disregard nuisance variations that 
cause conventional CNNs to go com-
pletely haywire. “A standard convolu-
tional neural network can recognize 
visual patterns regardless of how they 
are shifted in the image plane, but 

Scientists are turning 
to geometric deep 
learning to explore 
complex problems 
that require highly 
precise results. 
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than 7 million CPU cores) distributed 
among 432 racks. Including the sup-
port infrastructure, it draws some 
30MW of electricity, enough to power 
some 20,000 U.S. homes. 

Unlike the Hubble, which only does 
astronomy, these systems run simula-
tions that illuminate a diverse range 
of scientific challenges. “The top 10 
machines are really built to solve prob-
lems that no other machine can solve,” 
said Hoefler, including “the big chal-
lenge problems in society” such as 
climate change, brain research, and 
recently the COVID-19 crisis. Their 
general-purpose design makes them 
slightly less efficient than a specialized 
machine, but ensures broad funding 
support. Their flagship status also pre-
cludes specialized chips, such as those 
being developed for machine learning. 
“I think people would think twice be-
fore they build a $200-million machine 
based on those chips,” Hoefler said, 
especially because the algorithms used 
for cutting-edge computation continue 
to evolve rapidly.

Fugaku is built around a Fujitsu pro-
cessor designated A64FX, developed 

J
A PA N ’S A R M-BASED FUG AKU 

supercomputing system has 
been acknowledged as the 
world’s most powerful su-
percomputer. In June 2020, 

the system earned the top spot in the 
Top500 ranking of the 500 most pow-
erful commercially available computer 
systems on the planet, for its perfor-
mance on a longstanding metric for 
massive scientific computation. Al-
though modern supercomputing tasks 
often emphasize somewhat different 
capabilities, Fugaku also outperforms 
by other measures as well.

“It’s amazing on all benchmarks. 
This architecture just wins big time,” 
said Torsten Hoefler of the Swiss Feder-
al Institute of Technology (ETH) Zurich. 
“It is a super-large step.” Hoefler shared 
the 2019 ACM Gordon Bell Prize with 
an ETH Zurich team for simulations 
of heat and quantum electronic flow 
in nanoscale transistors performed in 
part on the previous Top500 leader, the 
Summit System at the U.S. Department 
of Energy’s Oak Ridge National Labora-
tory (ORNL) in Tennessee.

Fugaku’s performance on the 
Top500’s High-Performance Linpack 
(HPL) benchmark is an impressive 0.4 
exaflop/s (1018 floating-point operations 
per second), besting Summit by a fac-
tor of 2.8 for double-precision (64-bit) 
arithmetic. For faster, lower-precision 
operations, the Fugaku system has al-
ready exceeded an exaflop/s.

In his acceptance of the Top500 
award, however, Satoshi Matsuoka, 
director of the Japanese government-
funded RIKEN Center for Compu-
tational Science (R-CCS) in Kobe, 
stressed that the design, done in close 
collaboration with Fujitsu, was moti-
vated by performance on real-world 
applications. “Our intention was never 
to build a machine that only beat the 
benchmarks,” said Matsuoka, who 
shared the ACM Gordon Bell Prize with 
a team of colleagues in 2011.

Top500 pioneer Jack Dongarra, of 
ORNL and the University of Tennessee 

at Knoxville, said three new systems 
in the U.S., and possibly others in Chi-
na, were expected to achieve exaflop/s 
performance on 64-bit arithmetic 
within the next year. Even if its su-
premacy is fleeting, the Fugaku archi-
tecture includes innovations, notably 
vector arithmetic, that could ease pro-
gramming and exemplify an alternate 
paradigm for designing high-perfor-
mance computers. 

Race to the Top
The Top500 list includes 500 powerful 
systems from around the world, but the 
few near the top get the most attention. 
These systems tend to be funded as na-
tional resources in major facilities like 
U.S. national laboratories and RIKEN, 
a research institute supported by the 
Japanese government. In this, and in 
their cost, the leading supercomputers 
are similar to scientific instruments 
like the Hubble Space Telescope. “The 
Fugaku machine is reported to be $1 
billion U.S.” to develop and build, Don-
garra said. “They’re pushing the tech-
nology and you pay a price for that.” Fu-
gaku comprises 158,976 nodes (more 

Fugaku Takes the Lead 
Japan tops the Top500 supercomputer rankings, for the moment.

Technology  |  DOI:10.1145/3433954	 Don Monroe

The Fugaku supercomputer, currently the world’s fastest, at the Riken Center for 
Computational Science in Kobe, Japan.

http://dx.doi.org/10.1145/3433954
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for this system in collaboration with 
ARM. It is expected to find use in other 
high-powered computers as well, in-
cluding one system being developed by 
Cray and others marketed by Fujitsu. 
“The architecture that is pioneered by 
systems in the Top500 is going to be 
used in industry in order to solve real 
engineering problems,” Hoefler said.

Nonetheless, basing Fugaku on a 
dedicated chip is a departure from re-
cent top supercomputer architectures, 
which leverage higher-volume chips 
designed for less-demanding applica-
tions. This approach offloads many 
costs of design and development need-
ed to keep pace with advancing semi-
conductor technology. The off-the-shelf 
approach has its own risks, though. In 
the summer of 2020, Intel announced 
manufacturing problems with its lat-
est chips, which may result in delays for 
the U.S.-based exascale supercomput-
ers that will incorporate them.

Each A64FX chip, manufactured us-
ing TSMC’s 7nm FinFET process, con-
tains almost 90 billion transistors and 
features 48 Arm 8.2A CPUs, whose re-
duced-instruction-set computing (RISC) 
design contrasts with most of the pro-
cessors employed in the Top500. Don-
garra says 94% of the Top500 machines 
use Intel processors, which offer com-
plex-instruction-set computing (CISC) 
to programmers, while only three cur-
rently use ARM. Summit, however, uses 
the Power9 processor from IBM, which 
also has a RISC architecture. 

TSMC’s Chip-on-Wafer-on-Substrate  
(CoWoS) process is used to stack high-
bandwidth memory (HBM2) on top of 
the processor chip. “Our studies show 
that bandwidth is very important to 
sustain the speedup of the applica-
tions,” Matsuoka stressed. The chips 
also provide interfaces with an updat-
ed version of the Tofu interconnect, a 
system with a six-dimensional torus 
topology that was previously developed 
by Fujitsu. 

Revenge of Vector Architecture
From an architectural perspective, the 
most dramatic choice is what Fugaku 
does not have: graphics processor 
units, or GPUs. These increasingly 
powerful computation-intensive chips, 
often made by Nvidia or AMD, fre-
quently are used as cost-effective accel-
erators to offload intensive parallel 

computations from CPUs for both 
high-performance scientific computa-
tions and machine learning. 

Instead, Fugaku’s CPUs incorpo-
rate instructions that ARM calls Sca-
lar Vector Extension (SVE). Compared 
to GPUs, this vector architecture is “a 
more elegant and easier-to-compile 
architecture that’s trying to take ad-
vantage of that same level of parallel-
ism,” said David Patterson, professor 
emeritus at the University of Califor-
nia at Berkeley and co-recipient (with 
John Hennessy) of the 2017 ACM A.M. 
Turing Award. “You can explain how 
it works to scientists, it’s got an ele-
gance that lets it scale to very powerful 
computers with time, and it’s easy to 
compile for.”

“It has been a long time since the 
fastest computer on the Top500 had a 
vector processor in it,” Patterson not-
ed. “Is that what things are going to 
look like more in the future? That’s go-
ing to be interesting to watch.”

Although fixed-length vector op-
erations have been implemented else-
where, SVE harkens back to the type of 
vector operations originally envisioned 
by Seymour Cray in his early supercom-
puters. “It’s not a fixed-size vector but a 
variable-size vector, where you can vec-
torize whole loops,” Hoefler said. 

GPUs traditionally force users to 
identify throughput-sensitive code and 
explicitly specify fine-grain parallelism 
for those operations. “In the Fugaku 
system, you don’t need to that,” Hoefler 
said. “Fugaku is kind of the first seri-
ous implementation of those [ideas], 
at least since Cray’s time. Those could 

Dongarra says 94%  
of the Top500 
machines use Intel 
processors; Fugaku 
is built around 
the Fujitsu A64FX 
processor, developed 
for it in collaboration 
with ARM.

ACM 
Member 
News
INNOVATIONS IN 
ALGORITHMS FOR  
TENSOR DECOMPOSITIONS 

“I have been 
programming 
since I was a 
kid, when I had 
a Commodore 
64 with a tape 
drive,” says 

Tamara Kolda, Distinguished 
Member of the Technical Staff 
in the Data Science and Cyber 
Analytics Department at Sandia 
National Laboratories in 
Livermore, CA.

This early interest in 
computers stayed with her, 
and Kolda subsequently took 
computer classes all through 
college and graduate school. 

“Applied Math at my 
university had a pretty broad 
definition, and included a lot of 
computer science,” she says.

Kolda earned her 
undergraduate degree in 
mathematics from the 
University of Maryland, 
Baltimore County (UMBC), and 
her master’s and Ph.D. degrees, 
both in Applied Mathematics, 
from the University of Maryland, 
College Park (UMCP). 

After obtaining her doctoral 
degree, Kolda did postdoctoral 
work at the U.S. Department of 
Energy’s Oak Ridge National 
Laboratory in Tennessee. After 
two years at Oak Ridge, Kolda 
joined Sandia, where she has 
remained since.

Kolda’s main area of interest 
is in tensor decomposition, a 
tool for unsupervised machine 
learning. She co-developed the 
Tensor Toolbox for MATLAB, 
as well as many other software 
packages. Other research 
interests include network/graph 
algorithms and analysis, data 
mining, and cybersecurity. 

Data science is maturing 
rapidly and the big strides 
made initially are becoming 
harder to find, Kolda says. 
“Digging into machine learning 
methods and bringing in more 
rigor and justification to things 
that were heuristic will be 
key,” Kolda says, “particularly 
when they hit points where 
there is some blockage to the 
application or to the success of 
a particular method.”

—John Delaney
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be really easier to program. I’m super-
excited about this.”

CPUs also typically have needed more 
power than GPUs, but in the A64FX, 
“our power efficiency is pretty much in 
the range of GPUs or the latest breeds of 
specialized accelerators while being a 
general-purpose CPU,” Matsuoka said. 
“This was because we really tuned for 
high-performance computing.”

Decades of Progress
The Top500 has been tracking the expo-
nential improvement in supercomputer 
performance since 1993, based on the 
Linpack benchmark Dongarra devel-
oped in 1979. At the time, he said, float-
ing point operations were expensive, so 
64-bit matrix multiplications formed the 
core of the benchmark. The same metric 
is still used to judge the Top500 today.

Parallel computing has become par-
ticularly important as clock speeds on 
individual processors hit a ceiling due 
to chip heating and other issues. How-
ever, because any calculation has some 
parts that must be done serially, adding 
more processors in parallel gives dimin-
ishing returns in speedup.

Nonetheless, more parallel pro-
cessors do let researchers attack 
larger problems efficiently. “Not ev-
erybody wants to solve the same prob-
lem faster,” said Patterson. “Linpack 
really embraced that and allows peo-
ple to solve any matrix size they want. 
The bigger the computer, the bigger 
the matrix. I don’t know how many 
people want to solve a problem that’s 

10 million by 10 million dense ma-
trix on a side, but that’s the problem 
they’re solving.” When Linpack was 
introduced, “these big matrices were 
the total workload that people were 
running on those machines,” agreed 
Hoefler, but “following Moore’s Law 
for 40 years, the matrices that people 
can solve on these machines today 
are way larger than what anybody 
would do in practice.” 

“While it’s interesting from a his-
torical perspective, it probably doesn’t 
really reflect the kind of performance 
we see for what I’ll call normal applica-
tions run on supercomputers,” Don-
garra acknowledged. In particular, he 
said, even in intensive scientific calcu-
lations, such as solving the partial dif-
ferential equations that appear in sim-
ulations of complex three-dimensional 
systems such as climate models, the 
matrices are sparse, meaning they have 
only a small number of non-zero en-
tries, arranged in predictable patterns.

To assess such sparse-matrix op-
erations, the Top500 team also tracks 
the HPCG (high-performance conju-
gate gradients) benchmark. In addi-
tion, machine-learning applications 
typically don’t require full 64-bit 
accuracy, so Dongarra and his col-
leagues have introduced a lower-pre-
cision version called HPL-AI. Still, on 
both these benchmarks, Fugaku also 
ranks highest, achieving 1.4 exaflop/s 
on HPL-AI.

Nonetheless, Patterson worries 
“whether the Linpack benchmark is 

leading to architecture innovations 
that allow important algorithms, or … 
we’re just creating one-trick ponies.” 
He has been supporting an alternative, 
known as MLPerf, which includes both 
the training and inference aspects of 
machine learning. It features a suite of 
tasks that are frequently updated, in-
cluding, for example, a large-scale lan-
guage model within two years of the re-
search paper that introduced it. MLPerf 
also has an “open” category that leaves 
the implementation unspecified, to en-
courage algorithmic innovation. “The 
benchmark challenge is, how do you 
have a fair challenge and encourage in-
novation?” Patterson noted.

Still, Hoefler thinks the continu-
ity of the Top500 provides important 
context for machines like Fugaku, 
and notes that machine learning al-
gorithms still rely heavily on the same 
fused multiply-add operations that 
power matrix multiplications. “HPL is 
less relevant than it was, but I believe 
that it’s incredibly important from a 
historic perspective.”	

Further Reading

Top500: The List 
www.top500.org

Report on the Fujitsu Fugaku System, Jack 
Dongarra, June 2020, https://bit.ly/2EQS6Yt

MLPerf Benchmarks, https://mlperf.org/

Don Monroe is a science and technology writer based in 
Boston, MA, USA.
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ACM and IEEE Computer Society 
(IEEE-CS) recently named Vivek 
Sarkar of the Georgia Institute 
of Technology to receive the 
2020 ACM-IEEE CS Ken 
Kennedy Award for his 
“foundational technical 
contributions to the area of 
programmability and 
productivity in parallel 
computing, as well as 
leadership contributions to 
professional service, mentoring, 
and teaching.”

An ACM Fellow and an IEEE 
Fellow, Sarkar is chair of the 
School of Computer Science and 

the Stephen Fleming Chair in 
the College of Computing at the 
Georgia Institute of Technology. 

The Kennedy Award recognizes 
Sarkar’s leadership in several areas. 
Sarkar made foundational 
technical contributions to 
programmability and productivity 
in parallel computing, and has 
developed innovative 
programming-model, compiler, 
and runtime technologies for 
parallel computing. Sarkar has led 
open source software projects that 
have had significant impact on the 
research community, has created 
new pedagogic materials to make 

parallel programming more 
accessible to undergraduate 
students using the Coursera 
learner community, and has 
mentored junior colleagues and 
several Ph.D. students. 

He also demonstrated 
leadership in community service 
by serving as program chair and 
general chair for major 
conferences in his research area, 
serving on U.S. Department of 
Energy’s Advanced Scientific 
Computing Advisory Committee 
advisory committee, and on the 
Computing Research Association 
(CRA) Board of Directors.

The Kennedy Award carries  
a $5,000 honorarium endowed  
by IEEE-CS and ACM. 

ACM and IEEE-CS  
co-sponsor the Kennedy  
Award, established in 2009  
to recognize substantial 
contributions to 
programmability and 
productivity in computing, and 
significant community service or 
mentoring contributions.  
It was named for the late Ken 
Kennedy, founder of Rice 
University’s Computer Science 
program and a global expert on  
high-performance computing.

Milestones

Sarkar to Receive 2020 ACM-IEEE CS Ken Kennedy Award

http://top500.org
https://bit.ly/2EQS6Yt
https://mlperf.org/
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working in Europe and the U.S. re-
leased a paper in which they proposed 
using mobile-phone data to help drive 
a public-health response. They argued 
failure to do so would be “missing an 
opportunity.”

Whereas social media data of the 
kind used by BlueDot suffers from 
biases because it can only reflect the 
habits of highly engaged users, the 
prevalence of smartphone use in the 
population held the promise of de-
livering much better information at 
scale. Data from smart devices collect-
ed by Apple and Google showed how 
mobility dropped in the wake of the 
lockdown in various countries around 
the world. This data fed into increas-
ingly detailed epidemiological models 
used to predict the rate at which the vi-
rus was expected to spread.

T
H E  R A P I D  S P R E A D  of COV-
ID-19 around the world dur-
ing the first quarter of 2020 
spurred a massive response 
across the technological 

base, not least in computer and data 
science. Scientists and technologists 
both inside and outside healthcare 
snapped into action as the scale of the 
outbreak became clear, some provid-
ing techniques they had been work-
ing on for years, others proposing new 
projects all aimed at arresting the vi-
rus’ progress.

The European Molecular Biology 
Laboratory’s Bioinformatics Insti-
tute (EMBL-EBI), for example, already 
had a multiyear project underway to 
build a portal for anonymized genetic 
data from patients. Rolf Apweiler, co-
director of EMBL-EBI, says it became 
clear at an early stage in the pandemic 
that those who suffered the most se-
rious symptoms were “not only old 
people with underlying health condi-
tions, but relatively young and healthy 
people. It is unclear why they are vul-
nerable and it may be in their genetic 
makeup. Understanding that is pretty 
important because if we want to go 
back to normal life, we want to find 
people who are vulnerable and need 
more protection.”

According to Apweiler, what would 
normally take several years was com-
pressed to a matter of months. By 
mid-April 2020, the group had opened 
an early implementation of the portal.

Before the pandemic got underway, 
warnings about a new epidemic came 
from data mining systems already in 
place. Social media technology pro-
vided the earliest clues to scientists 
working outside China, when Canadi-
an company BlueDot and two research 
groups independently registered on-
line chatter about a pneumonia-like 
disease at the end of December 2019. 
In internal reports, Chinese authori-

ties had noted the existence of a novel 
virus-borne disease only a few days be-
forehand.

As the first wave passed, sup-
pressed in many developed nations by 
a broad-brush lockdown and social-
distancing campaign, the loose coali-
tion of technologists working on data-
driven methods to combat the disease 
turned their attention to ways to build 
a smarter strategy for controlling the 
spread of SARS-CoV2, the virus that 
causes COVID-19.

Statistics from countries in the Far 
East that made extensive use of test-
ing followed by interviews to trace 
contacts showed early on how effec-
tive those tactics could be without 
incurring the high economic costs of 
broadly applied lockdowns. At the end 
of March, a group of data scientists 
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Although like many other govern-
ments, prime minister Boris John-
son’s administration seized on the 
idea of using smartphones to make 
social-distancing and self-isolation 
more precise, the situation in the U.K. 
demonstrated a number of the key 
problems that lie behind any system 
that relies on consumer devices.

One is a conflict with rights to pri-
vacy. Used primarily to support a pro-
gram of manual contact-tracing, 
South Korea’s Corona 100m app was 
rolled out in early February and used 
location data from GPS to warn users 
if they were in close proximity to peo-
ple who were infected. Though it has 
clear ramifications for personal priva-
cy, the government had the power to 
require the app’s usage, thanks to leg-
islation passed in the wake of the 2015 
MERS epidemic, together with the 
promise that such data would be de-
leted once the emergency passes.

In late April, several hundred scien-
tists and researchers around the world 
published an open letter warning oth-
er governments of their concerns that 
similar apps would be launched with-

out safeguards and lead to the routine 
tracing of populations.

As the open letter noted, location-
based systems have other problems 
as well. Systems like GPS and Wi-Fi-
based triangulation do not have the 
accuracy required to detect close con-
tacts reliably. The scientists and re-
searchers instead recommended the 
use of Bluetooth, which came with 
two stated advantages. That technol-
ogy’s relatively short range makes it a 
reasonable proxy for proximity detec-

tion, but it does not rely on a report-
ed physical location, so exchanges 
between nearby devices can be ano-
nymized through frequent key or ID 
changes. If a user enters a positive 
test result into their app, one or more 
weeks’ of key are sent to a cloud serv-
er. Other users’ handsets periodically 
query that server for recently logged 
keys and pick up the infection data 
when they find a match.

In common with France, the Brit-
ish favored the creation of a tracking 
app based on a centralized architec-
ture, where the keys and matched 
contacts are stored on a server for 
long periods, in contrast to an app 
design proposed by Apple and Google 
that only stores contact data on the 
handsets themselves. The U.K. gov-
ernment proposed holding contact 
data for as long as 20 years, which 
drew immediate criticism from re-
searchers, not least because of the 
way it could put off users from down-
loading and using the app.

Michael Lewis, a professor of life 
science innovation at the U.K.’s Uni-
versity of Birmingham, says, “People 

The U.K. government 
proposed holding 
contact data for 
as long as 20 
years, which drew 
immediate criticism 
from researchers.

Researchers at various 
universities have come up with 
cybersecurity software that 
tricks hackers into revealing the 
tactics they use to penetrate and 
control computer systems. 
Instead of blocking hackers, the 
software ingeniously invites 
hackers in, routes them to a 
decoy Web site or network, and 
then studies their behavior as 
they reveal their nefarious 
methods.

For example, the DEEP-Dig 
((DEcEPtion DIGging) software 
transforms hackers into “a 
source of free labor,” says Kevin 
Hamlen, a member of the 
research team and Eugene 
McDermott Professor of 
Computer Science professor at 
the University of Texas at Dallas.

The ploy of using decoy Web 
sites and decoy networks to 
trick hackers has been in use by 
security administrators since 
around the turn of the century, 
according to Richard Forno, 
senior lecturer in the 

department of computer 
science and electrical 
engineering of the University of 
Maryland, Baltimore County 
(UMBC), and assistant director 
of the UMBC Center for 
Cybersecurity.

Approaches to the security 
deception method vary, but the 
principle behind them remains 
the same: enable a hacker to 
penetrate your network, then 
trick him or her into thinking 
they are working with your actual 
network or data when in fact they 
are really working with a dummy 
network or dummy data.

Often, security deception 
software creates emulations of 
the inner workings of entire 
networks or Web sites in an 
attempt to fool hackers.

The difference with DEEP-
Dig’s approach to this principle 
is that it’s powered by a deep 
neural network. Essentially, the 
software enables a security 
professional or system 
administrator to study and react 

to, hacker activity with much 
greater sophistication, according 
to Reza Curtmola, a professor of 
computer science in the New 
Jersey Institute of Technology 
who specializes in cybersecurity.

Specifically, the DEEP-Dig 
system is able to do this by 
recording every point, click, and 
keystroke a hacker makes while 
trying to damage a dummy 
network or steal dummy data 
from a system.  If the hacker is 
successful, the AI software takes 
note of the strategy the hacker 
used to overcome the system, 
then automatically sets up a 
defense against that strategy, 
ensuring it will not succeed in 
penetrating the system the same 
way  a second time.

Says Shreyas Sen, an 
associate professor in the 
school of electrical and 
computer engineering of 
Purdue University who 
specializes in network security 
and efficiency, “This work adds 
another tool (in cybersecurity), 

utilizing the recent 
advancement of deep learning.”

“It is a good illustration of 
the ‘defense in depth’ 
technique, meaning 
cybersecurity solutions should 
have multiple layers of 
defenses,” Curtmola says.

Chen Wang, an assistant 
professor in the division of 
computer science and 
engineering of Louisiana State 
University who leads its Mobile 
and Internet Security Lab, 
agrees. “By moving the Web 
attackers into decoys to 
continue studying their 
malicious activities, this 
method trains a better 
intrusion detection model by 
learning more insights into the 
attacks and adapts to the 
variants of the attacks.”

—Joe Dysart is an Internet 
speaker and business consultant 
based in Manhattan, NY, USA.
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countries that deployed apps relied on 
a battery of measures of broader so-
cial-distancing measures. Simula-
tions performed by the group indicat-
ed that the reduction in virus spread 
with an app used as the primary mech-
anism for virus control tops out at 
15%. Isolation after users report COV-
ID-19 symptoms, but before taking a 
confirmatory test, would yield a fur-
ther 5% reduction, according to the 
predictions.

Simulations found the key issue 
lay in testing those most likely to be 
infected as quickly as possible. At the 
start of 2020, many countries that had 
not put into place pandemic-response 
programs faced testing bottlenecks 
that delayed the results. In response, 
governments have worked on improv-
ing test capacity, while some research 
teams try to find more streamlined di-
agnostics that could provide results in 
minutes rather than days, and so drive 
the response time down.

Another course being pursued by 
digital technology researchers, but one 
that inevitably takes time to establish 
as reliable, is to use the sensors in a 
smart device to detect symptoms as 
early as possible. Cecilia Mascolo, pro-
fessor of mobile systems at the Univer-
sity of Cambridge, was leading a team 
working on one system that detects 
changes in the voice to detect cardio-
vascular problems, before switching 
to Covid-19 detection in the spring. 
“Being as it is a respiratory disease, we 
thought many of the symptoms could 
come out of audio samples,” she ex-
plains. “We can use microphones that 
are already embedded in what we carry: 

it should allow scale-up to populations 
relatively affordably.”

Other teams have decided to focus 
on consumer wellness devices, such 
as FitBits and Apple Watches, that re-
cord heartrate and other physiological 
indicators. Duke University started re-
cruiting owners of compatible devices 
for its CovIdentify project in April, 
with the aim of obtaining useable re-
sults before the end of 2020. They ex-
panded the project in June to try to 
engage underserved communities by 
providing low-cost health-tracking de-
vices to volunteers. Though such apps 
would not replace a test, they could 
form the basis of future track-and-
isolate programs designed to take ad-
vantage of the extra reduction in virus 
spread scientists believe is possible 
compared to an isolation strategy 
based on medical-grade testing alone.

Though privacy concerns limit the 
quantity of information they will be 
able to use, as the pandemic gradually 
clears, researchers will have data from 
the most closely tracked outbreak of 
its kind to gauge the effectiveness of 
the many strategies countries have 
used to tackle Covid-19. But the pan-
demic has reinforced the notion that 
there are limits to what data science 
can achieve, despite the clear cost-
savings and efficiency that technology 
promises.	
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are justifiably concerned about how 
this data is going to be used.”

Wary of privacy issues themselves, 
Apple and Google said they would 
not support projects that had insuf-
ficient confidentiality guarantees. 
This effectively ruled out the use of 
the code in centralized architectures: 
the U.K. and France would each have 
to develop their own protocols to let 
phones talk to each other. Faced with 
the prospect of not having an app un-
til late autumn, while Germany and 
other countries were rolling out soft-
ware based on the Apple-Google pro-
tocol in late May and June, the U.K. 
government decided to switch to the 
decentralized architecture so it could 
make up some lost time by switching 
to the shared library.

Despite being relatively early to 
release its own Bluetooth-based Tr-
aceTogether app in mid-March, only 
a quarter of the Singapore popula-
tion had downloaded and activated 
the app three months after its rollout. 
Some researchers pointed to the need 
for at least 60% of the population to 
use such an app to make it effective. 
However, Jason Bay, lead engineer 
on the project, stressed not long af-
ter its launch that an app like Trace-
Together could only work as a backup 
to manual tracing. Weaknesses in the 
resolution of Bluetooth meant sig-
nificant potential encounters would 
simply not register in many cases, 
and similarly could generate many 
false positives, such as “contacts” for 
phones connecting through walls and 
partitions. In the view of Bay and oth-
ers, manual tracing based on inter-
views would yield many of the most 
important interactions, though they 
are significantly more expensive to 
administer.

Modeling showed other issues that 
would reduce the effectiveness of 
smartphone-based apps compared 
with more labor-intensive tracing 
methods. A report for the U.K. govern-
ment written by the Royal Society’s 
Data Evaluation and Learning for Vi-
ral Epidemics (DELVE) group in late 
May amplified the point, arguing that 
an app’s primary benefit would be one 
of quickly communicating the possi-
bility of close contact with an infec-
tious person, but would have limited 
impact. The report emphasized how 

Another course 
being pursued by 
digital technology 
researchers is  
to use the sensors  
in a smart device  
to detect symptoms 
as early as possible. 
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on an older aircraft, the 737NG (Next 
Generation). Boeing was responding to 
intense competition from Airbus and 
demand from airline customers for 
more fuel-efficient, single-aisle planes. 
But the new engines significantly 
changed the pitch angle and stability of 
the older 737. Rather than redesign the 
plane, Boeing chose to install MCAS, 
which it adapted from another aircraft. 
The idea was that MCAS software would 
enable the 737 MAX to emulate the han-
dling characteristics of the 737NG mod-
el by pushing down the front of the 
plane when sensor readings indicated 
the nose was too high. Sounds good.

The original MCAS design had two 
external “angle of attack” (AOA) air sen-
sors, one on each of the outer sides of 
the aircraft. However, one sensor was 
cheaper and simpler, and that became 
the final design. Boeing engineers 
also continually increased the power of 

O
N NOVEMBER 18, 2020, the U.S. 
Federal Aviation Adminis-
tration cleared the Boeing 
737 MAX for flight, but the 
history of how Boeing got to 

this point remains disturbing.1 Back in 
September 2020, the U.S. House of Rep-
resentatives released a 238-page report 
on the 737 MAX debacle, concluding 
an 18-month investigation.5 The re-
port blamed the two crashes in Octo-
ber 2018 (Lion Air, in Indonesia) and 
January 2019 (Ethiopian Airlines, in 
Ethiopia) on the computerized flight-
control system called Maneuvering 
Characteristics Augmentation System 
(MCAS). The 737 MAX had been Boe-
ing’s fastest-selling plane in history be-
fore government authorities worldwide 
grounded the fleet of nearly 400 air-
craft—but only after the second crash. 
A technical system failure was the prox-
imate cause of the disasters, which cost 

billions of dollars in losses to Boeing and 
the airlines, and, much more tragically, 
the lives of 346 passengers and crew.

Founded in 1916, Boeing remains 
one of the world’s most renowned engi-
neering companies. Were the 737 MAX 
crashes truly a failure of technology, an 
advanced aircraft-control system? Or 
was it a failure of management? Of 
course, at many levels, technology and 
management are inseparable. None-
theless, executives, managers, and en-
gineers at Boeing were not stumped by 
the complexity or unpredictability of a 
new technology. In a series of decisions, 
they put profits before safety, did not 
think through the consequences of 
their actions, or did not speak out loudly 
enough when they knew something 
was wrong. Let’s look at the evidence.

We can start with Boeing’s decision to 
deploy MCAS. The company wanted to 
put bigger, more fuel-efficient engines 
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money.”4 For example, McDonnell 
Douglas generally tried to upgrade older 
aircraft incrementally rather than build 
more costly new models from scratch. 
Boeing clearly followed this incremen-
tal strategy to create the 737 MAX.14

Second, was Boeing’s decision in 
2001 to move its headquarters to Chica-
go from Seattle, where the company 
originated and had its primary engineer-
ing, manufacturing, and testing facili-
ties for commercial aircraft. This move 
created physical distance between the 
leadership of the company and the tech-
nical teams focused on the 737 series. 
According to Boeing executives, the 
move was a strategic decision to sepa-
rate management from the commercial 
aircraft division and to signal investors 
that Boeing was diversifying. In addition 
to commercial aircraft, headquartered 
in Seattle, Boeing now had McDonnell 
jet fighters, Douglas commercial air-
craft, Hughes helicopters, and an aero-
space division, all in different locations 
and easy to reach from Chicago.10

Third, was intensifying competition 
from Airbus, the European consortium 
founded in 1970 with backing from 
France, Germany, Spain, and the Neth-
erlands. Today, Airbus is the world’s 

MCAS to push down the nose of the air-
craft, without changing assumptions 
about data and safety. In particular, the 
final design—with one sensor—as-
sumed pilots could intervene if data was 
faulty or if anything else went wrong 
with MCAS. Yet, in 2015, Boeing docu-
mented MCAS was vulnerable to sensor 
failure.14 The external sensor was prone 
to damage from birds as well as errors in 
maintenance and calibration.9 A 2018 
Boeing memo also revealed pilots had 
only four seconds to recognize an MCAS 
misfire and 10 seconds to correct it.13 In-
deed, the day before the Lion Air crash, 
a maintenance worker had replaced a 
malfunctioning sensor. Lion Air did not 
relay to the pilots that crashed the next 
day the seriousness of the repair or de-
tails of a near-disaster on the prior 
flight, narrowly avoided with help from 
a third pilot who knew about MCAS and 
happened to be in the cockpit.5

Boeing decided pilots were the 
“backup” for MCAS, but the company 
did not explain in the 737 MAX opera-
tions manual how MCAS worked and 
how little time pilots had to respond. 
Why? Boeing had another objective: It 
wanted to treat MCAS and the MAX 
overall as an incremental upgrade in the 

737 series. Why was that? The incre-
mental designation allowed airlines to 
avoid spending millions of dollars on 
pilot training in new simulators. Mean-
while, Boeing was able to sidestep de-
tailed scrutiny of MCAS and the 737 
MAX by the FAA. The FAA also could de-
pend on Boeing engineers to test and 
certify minor changes to the plane.

The congressional report had exten-
sive access to company email and doc-
uments as well as detailed media cov-
erage. These sources all describe the 
same decisions along with gradual but 
fundamental changes in Boeing’s 
strategy and culture.

First, was Boeing’s 1997 merger with 
McDonnell Douglas, a smaller aircraft 
maker with perilous finances. Usually, 
when a bigger company buys a smaller 
company, the culture of the bigger 
company dominates. Boeing was 
known for engineering excellence and 
safety, but McDonnell Douglas execu-
tives persuaded their Boeing owners 
to focus much more on costs, compe-
tition, and shareholder value (stock 
price). In essence, McDonnell Doug-
las took over Boeing, prompting one 
media comment that, “McDonnell 
Douglas bought Boeing with Boeing’s 

A Boeing 737 MAX taking off.
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clear even before the first crash that the 
plane could be dangerous. Surely, some 
explanation of potential problems with 
MCAS called for a clearer warning to pi-
lots about MCAS and the chaos that bad 
sensor data could create in the cockpit, 
or even grounding the aircraft after the 
first crash. Boeing and the FAA did send 
out notices after the first crash but they 
did not cite MCAS specifically or provide 
enough guidance to help the Egyptian 
crew avoid the second crash.8 Nor did 
Boeing or the FAA ground the aircraft af-
ter the second crash, or try to upgrade 
existing 737 simulators to replicate the 
MCAS behavior. To the contrary, after 
the two crashes, Boeing still tried to 
blame the accidents on “pilot error.”14

Another critical decision came in 
2016, when Boeing decided to allow test 
pilots to stop flying actual 737 MAX 
planes and simply use flight simulators 
to continue testing. Not only did the sim-
ulators not properly mimic behavior of 
MCAS, but there was no simulation of 
what would happen with faulty data, 
which Boeing knew was a possibility. As 
a result, Boeing test pilots never actually 
tested a flying 737 MAX with a malfunc-
tioning sensor. They never actually expe-
rienced what airline pilots in the two fa-
tal crashes experienced.9

In an early design, Boeing also in-
cluded an “AOA Disagree Alert,” telling 
pilots when the two angle-of-attack 
sensors disagreed in their readings. 
The Disagree Alert would have made 
pilots aware there was a potential data 

largest aircraft manufacturer, ahead of 
Boeing because of a halt in 737 MAX 
production. But Airbus had briefly 
topped Boeing as number one in 2011, 
and it had a more competitive product 
in the same segment as the 737 MAX—
the A320neo.6 Several European govern-
ments backing its main competitor 
probably put Boeing at a constant finan-
cial disadvantage. In addition, Airbus 
had a technical edge: It built the A320 
series from scratch, first delivering 
planes in 1988. By comparison, Boeing 
retrofitted a much older 737 series, 
which first went to market in 1968.3

Fourth, was a change in priorities at 
the CEO and board of director levels. In 
2005, James McNerney became the 
first Boeing chief executive not to be 
an engineer and he held this position 
until 2015. McNerney was a Harvard 
MBA who had worked at McKinsey and 
Proctor & Gamble before becoming 
president of GE Aircraft (which made 
jet engines) and then CEO of 3M. His 
expertise was in strategy and market-
ing, and he came in to improve finan-
cial performance. The 737 MAX devel-
opment began in 2011, under 
McNerney’s direction. The plane went 
into service in 2017 under another 
CEO, Dennis Muilenburg, who held 
this job from 2015 to 2019. Muilen-
burg was an engineer who had spent 
his entire career at Boeing. However, 
according to the current Boeing CEO, 
David Calhoun, Muilenberg carried on 
with McNerny’s strategy and aggressive-
ly pushed sales and production of the 
737 MAX.7 Boeing shareholders would 
later file lawsuits in June and September 
2020 claiming that Muilenburg misled 
the board of directors about the serious-
ness of the 737 MAX problems while the 
board was lax in monitoring the design, 
development, and safety reports.12

In this highly competitive setting, 
and in a market completely dominated 
by two firms (their combined share is ap-
proximately 99%), Boeing executives, 
managers, and engineers made several 
critical decisions. In addition to the 
MCAS single-sensor design, in July 2014, 
Boeing decided that pilots experienced 
on earlier 737 models could fly the 737 
MAX without new training on a simula-
tor. Boeing made the same pledge to air-
line customers.11 Boeing even offered to 
refund $1 million per plane if more 
training proved necessary. Yet it was 
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problem. Boeing also allowed a suppli-
er to tie the alert to an optional “AOA 
Indicator” display. Airlines were un-
aware of the importance of the indica-
tor since there was no description of 
MCAS in the operations manual; most 
saw no need to pay extra for the alert 
option. As a result, 80% of the 737 MAX 
planes shipped without a functioning 
warning system that would have noti-
fied pilots of faulty sensor data.5

So what should we take away from 
this tragic story?

One lesson is that even the best com-
panies can fall prey to competitive pres-
sures as they seek to stay financially via-
ble, grow faster, or profit by shipping 
products more quickly and cheaply. The 
venerable Toyota, often heralded as the 
world’s best manufacturing company, 
went through a similar period of overly 
ambitious growth and sloppy testing 
and quality control, which cost lives and 
billions of dollars.2 One would think 
that aircraft manufacturers and auto-
mobile companies would never com-
promise safety for profits since they are, 
essentially, in the business of safe trans-
port. This is not what happens in reality. 
The Boeing case also resembles the 
Challenger shuttle disaster in 1986. The 
pressure to launch led NASA managers 
to overrule engineers who were con-
cerned about the safety of taking off in 
cold temperatures.15

Another lesson is we need govern-
ments to protect the public as well as to 
protect companies from themselves—
from those competitive pressures that 
can lead to bad decisions. Lest we as-
sume organizations can police them-
selves, or that engineers are good and 
managers bad, note the investigation 
produced email from Boeing engineers 
bragging they had “tricked” FAA regu-
lators into believing no new training 
was necessary for the 737 MAX.14

We might also worry we have entered 
an era where software and hardware sys-
tems are so complex that government 
experts cannot independently certify 
technologies like Boeing put in the 737 
MAX. For aircraft as well as automobiles, 
pharmaceuticals, food, banking, and 
many other products and services, gov-
ernments rely mainly on companies to 
police themselves or to provide critical 
certification data. We allow “the fox to 
guard the henhouse,” so to speak. There 
is no easy solution to this problem, but, 

at the least, government regulatory 
agencies need to be more diligent and 
hire more or better experts, and rely less 
heavily on what companies tell them. 
For their part, executives, managers, 
and engineers need to find a better bal-
ance between safety and cost. Faster 
and cheaper sounds great in the short 
term but can lead to disasters if the re-
sulting products are not better or safer.

At least some people at Boeing knew 
there might not be enough time for pi-
lots to react to an MCAS malfunction, 
yet the company decided not to inform 
pilots the system was operating behind 
the scenes or to provide simulator 
training. At least some people at Boe-
ing knew MCAS was dangerous be-
cause one sensor constituted a single 
point of a potentially catastrophic fail-
ure. In short, the technology did not 
design itself or fail by itself, and that is 
why the 737 MAX debacle was primarily 
a failure of management.	
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on increased understanding of threat 
techniques and increasingly sophisti-
cated attack modes such as advanced 
persistent threats ransomware, and em-
bedded system attacks provide the basis 
for next-generation research using AI 
and machine learning techniques.

The application of AI simultaneous-
ly creates new vectors for attacks and 
malfeasance while giving researchers 
new tools. New understanding and re-
search into detecting, blocking, and 
managing misinformation/disinforma-
tion, detection of deepfakes and the as-
sociated automatically generated im-
ages/video/content/dialogue will have 
far-reaching impacts. A better marriage 

T
HE GROWTH OF myriad cyber-
threats continues to accel-
erate, yet the stream of new 
and effective cyber-defense 
technologies has grown 

much more slowly. The gap between 
threat and defense has widened, as our 
adversaries deploy increasingly sophis-
ticated attack technology and engage 
in cyber-crime with unprecedented 
power, resources, and global reach. We 
are in an escalating asymmetric cyber 
environment that calls for immediate 
action. The extension of cyber-attacks 
into the socio-techno realm and the use 
of cyber as an information influence 
and disinformation vector will contin-
ue to undermine our confidence in sys-
tems. The unknown is a growing threat 
in our cyber information systems.

Nonetheless, while the dark side 
is daunting, emerging research, de-
velopment, and education across 
interdisciplinary topics addressing 
cybersecurity and privacy are yield-
ing promising results. The shift from 
R&D on siloed add-on security, to new 
fundamental research that is inter-
disciplinary, and positions privacy, 
security, and trustworthiness as prin-
cipal defining objectives, offer oppor-
tunities to achieve a shift in the asym-
metric playing field.

Here, I will discuss three key consid-
erations for cybersecurity research and 
development: interdisciplinary re-
search themes, the role of experimen-
tation in R&D, and education. Each 
of these will be the subject of future 

columns as we focus on opportunities 
for dramatically different security and 
privacy in our daily lives.

Research Themes
The past 10 years have seen a move 
from R&D in purely defensive enter-
prise protection concepts to increas-
ingly smart, autonomous, and reactive 
cybersecurity research. This move-
ment away from boundary protection 
and after-attack analysis, to proactive 
autonomic systems has opened the 
door to new investigations and oppor-
tunities that are vital to future R&D. 
The shift in understanding attacks and 
vulnerabilities through research based 

Security  
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Considering the wide range of technological and societal  
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V exponentially in scale and complexity. 
Critical national assets and the threats 
to them evolve in tandem as well. 
While there are now various cybersecu-
rity testbed experimentation facilities 
around the world, only a few are appli-
cable to a wide range of experimenta-
tion, and almost none are openly avail-
able. Still, their existence is a valuable 
step toward research into a cross-disci-
plinary range of cybersecurity experi-
mentation and testing methods and 
tools. In the future, we need an expan-
sive ecosystem of experimentation lab-
oratories along with clearinghouses 
and coordination centers to ensure 
widespread availability and use.

Looking forward, it is clear cyber-
security R&D must be grounded in 
the same systematic approach to dis-
covery and validation that is routine 
in other scientific and technological 
disciplines. To approach these chal-
lenging research problems, we must 
create a paradigm shift in experimen-
tal cybersecurity. Only by enabling de-
monstrable, repeatable experimental 
results can we provide a sound ba-
sis for researchers to leverage prior 
work, and to create new capabilities 
not yet imaginable.

Education for the Future
Changing the asymmetric dynamics of 
cyberspace requires astute, knowledge-
able researchers, educators, operators, 
users, and citizens. However, we are 
far from this goal. Rapid growth and 
spread of information technology, dra-
matically increased system complexity, 
and the multi-dimensional interdepen-
dence of these systems have left us woe-
fully unprepared on many fronts.

The current dearth of cyber-pro-
fessionals has sparked significant 
new federal training and education 
programs aimed at addressing this 
need. Among these initiatives are: the 
National Initiative for Cyber Security 
Education (NICE), the Scholarship for 
Service program, the National Centers 
of Academic Excellence in Information 
Assurance Education, and the Centers 
of Academic Excellence in Research. 
While these initiatives are beginning 
to increase the pipeline of cyber-pro-
fessionals, their scale, pace, and depth 
so far are nowhere near sufficient to 
address the critical needs in the public 
and private sectors. The challenge now 

between natural language under-
standing, human behavior, and net-
work signals backed by AI will en-
hance information systems. At the 
same time, systems must be designed 
with an understanding of the threat 
space of adversarial attacks on ma-
chine learning models that will under-
lie so many mission-critical systems. 
Some of these research advances and 
techniques to manage trade-offs can 
be seen in a number of DARPA-funded 
research programs such as the Active 
Social Engineering Defense (ASED) 
program that is developing approach-
es to automatically identify, disrupt, 
and investigate spear-phishing and 
social engineering attacks. While the 
Cyber Hunting at Scale (CHASE) pro-
gram is developing data-driven cyber-
hunting tools for real-time cyber 
threat detection, characterization, and 
protection within DoD networks.

Studying broadly within our own 
disciplines is not enough. Cybersecu-
rity is no longer solely an engineering 
discipline. It requires deep involve-
ment from economists, sociologists, 
anthropologists, and other scientists 
to create the holistic research agendas 
that can anticipate and guide effective 
cyber-defense strategies.

Finally, we need innovations in data 
and information sharing between and 
across academia, government, and in-
dustry. One of the key impediments to 
research is the lack of real, validated 
data. There is an imbalance between 
the massive data collected and used by 
the Big Four (Apple, Facebook, Ama-
zon, Google), industrial contractors 
and operational components, and that 
available to academic researchers. This 
is an issue that touches deeply on issues 
of privacy, security, and ethics, yet most 
of the needed advances in research 
increasingly rely on access to data of 
this type and scale to train and validate 
emerging AI and reasoning research.

A Science of Experimentation
Historically, cybersecurity R&D has 
struggled to prove its value in the com-
mercial marketplace. The scientific ba-
sis for assessing the relative strength of 
theoretical and technological cyberse-
curity solutions often has been uncer-
tain. This uncertainty has hampered 
technology transition and widespread 
cybersecurity adoption.

My research interests over the past 
two decades, are in the science of cy-
bersecurity experimentation and next 
generation distributed experimenta-
tion methodologies. In my position 
as Director of the Networking and Cy-
bersecurity Research Division at the 
Information Sciences Institute of the 
University of Southern California, I 
lead teams developing leading-edge 
cybersecurity research infrastructure 
for creating, testing, and evaluating 
the next generation of R&D. Our test-
bed technology, provides infrastruc-
ture, and methodologies and tools for 
cybersecurity experimentation. Our cy-
bersecurity experimentation strategy is 
driven by the following key principles:

	˲ Support experimentation and test-
ing of hypotheses;

	˲ Enable creation of repeatable, 
science-based experiments that can be 
validated by others;

	˲ Generate research results that can 
be leveraged into broad, multi-compo-
nent solutions in which components 
demonstrably support one another, 
making the whole greater than the sum 
of its parts;

	˲ Foster methodologies and tools to 
help guide experimenters toward this 
new, scientific cybersecurity experi-
mentation discipline; and

	˲ Provide an open environment for 
researchers in industry, government, 
and academia to build on one anoth-
er’s achievements.

A central tenant of our research is 
enabling researchers to live in the fu-
ture—allowing researchers to experi-
ment with techniques and tools that 
do not yet exist and operate in envi-
ronments only beginning to emerge. 
This allows highly capable, fluid new 
approaches to take shape. Living in 
the future also means enabling con-
tinuous R&D infrastructure gains. 
Our highly connected world is growing 

Cybersecurity  
is no longer solely 
an engineering 
discipline.
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due to the number of graduate students 
and faculty who are lured to industry by 
astronomical salaries and promises of 
opportunity. While this trend is advanc-
ing commercial offerings, it will have a 
serious impact on our ability perform 
leading edge research and to educate 
and mentor the next generation.

However, the future challenges in 
emerging topics of AI, quantum, and 
IoT require that cyber education be 
much wider spread, more sophisti-
cated, and accessible. Furthermore, 
the events of 2020 make it clear that we 
must address issues of diversity, equi-
ty, and inclusion in all levels of educa-
tion. Only 20% of awarded U.S. comput-
er science Ph.D.’s are women and only 
3% of the awarded Ph.D.’s are people of 
color (Black, Hispanic, Native Ameri-
can). Computer science is lacking the 
involvement of 70% of the population, 
and thus we cannot hope to address 
the myriad of challenges in cybersecu-
rity with such a lack of diversity

Summary
This is an exciting time to be a re-
searcher in cybersecurity. The chal-
lenges facing the community are 
more complex than ever and chang-
ing at a rapid pace. In the face of 
these conditions, we are perhaps for 
the first time, in a position to draw 
on a wide range of interdisciplin-
ary research themes to tackle these 
challenges. Artificial intelligence 
research has advanced in scale and 
complexity, and can take advantage 
of new computational support, and 
is now making regular contributions 
to the filed of cybersecurity research. 
These advances along with important 
contributions from economists, soci-
ologists, anthropologists, and other 
scientists are creating the holistic 
research agendas that will result in 
technology that can anticipate and 
guide effective cyber-defense strate-
gies. I look forward to creating a fo-
rum for the community to explore 
these exciting developments and to 
debate the technological and societal 
trade-offs that will inevitably arise.	

Terry Benzel (tbenzel@isi.edu) is Director of Networking 
and Cybersecurity Research at the Information Sciences 
Institute of the University of Southern California, Marina 
del Rey, CA, USA.
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is to help organizations, locate and ac-
cess programs suited for their needs.

While classroom study and early 
exposure to research provide foun-
dational cybersecurity education, ef-
fective training also demands direct, 
hands-on involvement. Teaching cy-
bersecurity is challenging. How do 
you demonstrate system weaknesses, 
inspire students to create constructive 
new solutions to vulnerabilities, and 
provide an environment in which they 
realistically can explore threat scenar-
ios? We believe that undergraduates 
with direct cybersecurity experience 
are most likely to be eager to—and ca-
pable of—earning master’s degrees. 
Similarly, graduate students who en-
gage in science-based experimental 
research are most likely to develop the 
passion to pursue demanding doctoral 
and post-doctoral studies, and to ob-
tain the academic positions that will 
enable them to continue developing 
the next generation of  cyber-warriors.

To fundamentally change the cyber-
threat dynamic, however, we need deep 
intellectual resources as well. These 
are represented by the brightest, best 
trained, and most curious and ambitious 
researchers and educators. Accordingly, 
we must be prepared to make signifi-
cant investments in higher education. 
We must focus on educating the next 
generation of researchers and educators 
today so that we can we build the intel-
lectual resources vital to solving tomor-
row’s problems. We are at serious risk 
of diminishing our academic programs 
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Reddit, and Facebook had long had 
policies limiting the content users 
could post on their platforms, the en-
forcement of those rules was largely 
out of the public eye. For many users 
worldwide, The Terror of War’s high-
profile removal was the first time they 
confronted the potential deleterious 
effects of the site’s censorial power. 
The incident was a foundational lesson 
not just in how difficult such decisions 
are but how high the stakes are if plat-
forms get them wrong.

D
EBATES ABOUT SPEECH on so-
cial networks may be heated, 
but the governance of these 
platforms is more like an ice-
berg. We see, and often ar-

gue over, decisions to take down prob-
lematic speech or to leave it up. But 
these final decisions are only the visible 
tip of vast and mostly submerged sys-
tems of technological governance.

The urge to do something is an un-
derstandable human reaction, and so 
is reaching for familiar mechanisms to 
solve new problems. But current regu-
latory proposals to change how social 
network platforms moderate content 
are not a solution for today’s problems 
of online speech any more than deck 
chairs were a solution for the Titanic. 
To do better, the conversation around 
online speech must do the careful, 
thoughtful work of exploring below 
the surface.

In September 2016, Norwegian 
author Thomas Egeland posted Nick 
Ut’s famous and award winning photo-
graph The Terror of War on Facebook. 
The image depicts a nine-year-old girl 
running naked and screaming down 
the street following a napalm attack 
on her village during the Vietnam War. 
But shortly after it went up, Facebook 
removed Egeland’s post for violating 
its Community Standards on sexually 
exploitative pictures of minors.

Citing the photograph’s historical and 
political significance, Egeland decried 
Facebook for censorship. Because of his 

moderate celebrity status, the photo’s 
removal quickly became global news. 
Facebook was rebuked by the Norwe-
gian prime minister and in a front-page 
letter titled “Dear Mark Zuckerberg” 
Aftenposten, one of Norway’s main 
newspapers, chastised the site for run-
ning roughshod over history and free 
speech. In the end, Facebook apolo-
gized and restored Egeland’s post.

The incident served as a turning 
point, both for the platforms and the 
public. Though sites like YouTube, 
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Unburdened by the First Amendment, 
European jurisdictions have been able to 
enact broad privacy laws like the General 
Data Protection Regulation (GDPR), 
and state-specific anti-hate speech laws 
like the German NETZDG law.

That the First Amendment pre-
cludes sweeping bans on hate speech or 
dissemination of data, has not dimin-
ished the outcry in the U.S. Politicians 
and activists have largely focused their 
efforts on two goals. One is reforming 
Section 230 of the Communications 
Decency Act, a foundational law that 
prevents social media platforms from 
civil liability from suit from commu-
nications torts like defamation. The 
other is using antitrust law to break up, 
or at least rein in, technology compa-
nies. But the fervor for reform has not 
been matched with enthusiasm for the 
specifics. So far none of these propos-
als adequately address the technical 
realities of platforms’ policies or their 
enforcement—an essential first step to 
take before tinkering with such power-
ful tools for democracy and speech.

Underlying these efforts is a claim 
that has gained significant traction 
over the last five years: that social me-
dia companies regulate speech in a po-
litically biased way. Such charges come 
from both sides of the aisle, but fre-
quently are missing key facts about the 
rules and processes behind keeping up 
or taking down content and accounts 
and grossly misunderstand the techni-
cal workings at play in large-scale com-
mercial content moderation.

In the fall of 2017, for example, activ-
ists on the left raged when actress Rose 
McGowan’s Twitter account was sus-
pended during the start of the #MeToo 
movement. McGowan had posted a 
screencap of an email from Bob Wein-
stein meant to demonstrate his aware-
ness of the sexual abuse perpetrated by 
his brother, Harvey Weinstein. When 
McGowan posted her suspension no-
tification from Twitter on Instagram 
with the caption “Twitter has sus-
pended me. There are powerful forces 
at work. Be my voice,” the narrative of 
her suspension immediately turned 
into a story about the hammer of social 
media being unfairly wielded against 
women who speak truth to power and 
privileging the voices of those on the 
alt-right. “The game is rigged,” wrote 
journalist Chuck Wendig, “and seeing 

In turn, the public backlash was 
a turning point in how Facebook op-
erationalized its policies and their en-
forcement. When a post is flagged for 
removal by another user, the post is 
put in a queue and reviewed by a hu-
man content moderator to determine 
whether it does or does not violate the 
site’s Community Standards. Those 
content moderators are typically off-
site workers in the Phillipines, India, or 
Ireland, reviewing incidents of flagged 
content in call centers 24 hours a day, 7 
days a week.

The Terror of War photo violated 
Facebook’s rule on nudity of minors, 
and thus removable, but it was also a 
picture of historical and newsworthy 
significance and thus an exception to 
removal. But historical value or news-
worthiness are highly contextual and 
culturally defined—a difficult thing 
for someone from another culture, 
like a human content moderator 
might be, to recognize. It also intro-
duced many to the opaque and unac-
countable world of how private social 
media companies governed the public 
right of freedom of expression.

Since the Terror of War incident, 
we have had no shortage of reminders 
of the power of Big Tech and its lack 
of accountability to the users who rely 
on its services to speak and interact. 
Near-constant controversies about so-
cial media’s impact on everything from 
political ads to violent extremism and 
from data protection to hate speech 
have led to various attempts at govern-
ment regulation—some more success-
ful than others.

In the U.S., the First Amendment 
prevents most legislative reform 
around privacy and hate speech. This 
is because privacy in America is typi-
cally understood as “protecting indi-
viduals from the dissemination of a 
particular piece of harmful informa-
tion, or against particularly intrusive 
information collection,” which places 
potential “privacy laws in tension with 
the First Amendment’s protection of 
free speech … ”1 In the realm of hate 
speech, while the First Amendment 
does not protect violence or incitement 
to imminent lawless action, it does 
protect speech that might be offensive 
and reprehensible to some.

As a result, much of the impetus 
for reform has come from Europe. 
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direct attack on people based on what 
we call protected characteristics—race, 
ethnicity, national origin, religious af-
filiation, sexual orientation, caste, sex, 
gender, gender identity, and serious 
disease or disability,” states Facebook’s 
policy rationale on Hate Speech in its 
Community Standards. This policy or a 
variation of it, has been in place since at 
least 2008, so it is not that Facebook is 
creating policies to ban Alex Jones be-
cause he is conservative, it is that when 
Alex Jones addressed Russia investiga-
tion special counsel Robert Mueller 
on his show and imitated firing a gun 
while saying, “You’re going to get it, or 
I’m going to die trying” he ran afoul of 
Facebook’s long-established standards 
on hate speech and incitement to vio-
lence. According to many people who 
work in Trust and Safety at these plat-
forms, the reason the public is hearing 
more about more conservatives being 
removed from social media is not be-
cause of bias, but because a huge in-
crease in the volume and extremism of 
“conservative” content.

In September 2019, cybersecurity 
expert Bruce Schneier gave a talk at the 
Royal Society in London. It was titled 
“Why technologists need to get involved 
in public policy?” but it could just as 
easily have been called “why public 
policy needs to get involved in technol-
ogy.” At the crescendo of his 15-minute 
speech, Schneier argued that “Technol-
ogists need to realize that when they’re 
building a platform they’re building 
a world … and policymakers need to 
realize that technologists are capable 
of building a world.” Schneier was os-
tensibly talking about cybersecurity, 
but his point speaks to the chasm in 
the middle of almost every technology 
debate raging today—including one of 
the most visible: the debate over how to 
regulate (or not regulate) online speech 
in the age of social media.	
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@rosemcgowan getting suspended 
from Twitter, you don’t have to ask for 
whom the game is rigged.”

It is a common fallacy for humans 
to see a series of events occur and pre-
sume causality or even nefarious in-
tent. But a closer examination of the 
events around such incidents adds nu-
ance to these narratives. In the case of 
McGowan’s suspension, her original 
screencap of Bob Weinstein’s email 
had also included his personal phone 
number—which violated Twitter’s 
rules prohibiting sharing other peo-
ple’s personal identifying information 
(also known as doxing). Ironically, this 
policy was the result of years of protest 
by the feminist community—many of 
whom had been victims of online abus-
ers and trolls who had posted their 
home address or telephone number to 
encourage stalking or harassment.

McGowan’s tweet was obviously 
not a call for harassment or abuse, 
but it also was obviously a violation of 
the letter of the policy—and her harsh 
punishment, suspension, was unfor-
tunately what feminists and domestic 
violence advocates had long called for 
as remedy for violations of the policy. 
But few in the general public knew 
the intricacies of that rule—and even 
fewer knew the backstory that created 
it. Instead, McGowan’s suspension 
immediately turned into a cause cele-
bré about the hegemonic silencing of 
women. Even after Twitter explained 
its policy and its mistake in suspend-
ing McGowan’s account, outcry contin-
ued over Twitter’s privileging of con-
servative or alt-right voices.

A similar but different story is true 
of those claiming social media is bi-
ased against conservatives, which re-
verses the causality of why posts are 
remove and mistakenly attributes re-
moval to political animus. For the last 
decade or more tech platforms have 
met with complaints for not taking 
down enough harmful speech. Many 
pieces of content—like adulation for 
Hitler or white supremacy or calls for 
violence—were early, relatively easy 
things for sites to ban.

But since 2016, conservative poli-
ticians and media figures in the U.S. 
have made claims of anti-conservative 
bias in social media. They assert that 
sites unfairly remove or reduce dis-
tribution of their speech (although 

multiple studiesa have shown no such 
discrimination2). In a Senate hearing 
on the issue in April 2019,b platform 
representatives described the poli-
cies and enforcement mechanisms 
that had resulted in the appearance of 
conservative bias.3 And conservative 
political commentators like Alex Jones 
and Diamond & Silk, and Republican 
politicians Sen. Josh Hawley and Sen. 
Ted Cruz, and Rep. Martha Blackburn 
have all made such claims either after 
they or their constituents have content 
removed from social media. “[T]ech 
companies … intentionally censor po-
litical viewpoints they find objection-
able,” claimed Cruz in a statement in 
2019 after Twitter accidentally froze 
U.S. Senate majority leader Mitch Mc-
Connell’s campaign account.

What is missing from the story, 
again, are the details. Hate speech 
comes in many different flavors, and 
rather than have long lists of specific 
ideas or language that should come 
down, platforms developed specific 
rules with elements—essential require-
ments that content must have to violate 
the policy. “We define hate speech as a 

a	 See https://bit.ly/2UH3U3w
b	 See https://bit.ly/2UImXKI

Near-constant 
controversies  
about social media’s 
impact on everything 
from political ads  
to violent extremism 
and from  
data protection  
to hate speech 
have led to 
various attempts 
at government 
regulation—some 
more successful  
than others.

https://bit.ly/3kDUuQR
mailto:klonick@gmail.com
https://bit.ly/2UH3U3w
https://bit.ly/2UImXKI
https://bit.ly/35FxYTq
https://bit.ly/35FxYTq
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In contrast, Soul delivers a self-con-
tained package, containing everything 
you need to enjoy the story. Back in 1981 
most potential readers had never used a 
computer of any kind, still less a “super 
minicomputer.” Kidder would have had 
to self-publish any book written for 
Data General fans, and anyway he knew 
nothing about computers when he ar-
rived in Westborough, MA, to follow up 
a suggestion from his editor. Kidder’s 
only previous book was about a murder 
and his main life experience, other 
than a Harvard degree in English and 

T
H E  B E S T  B O O K  ever written 
about IT work or the com-
puter industry will be 40 
years old in August. Tracy 
Kidder’s The Soul of a New 

Machine describes the work of Data 
General engineers to prototype a 
minicomputer, codenamed “Eagle,” 
intended to halt the advance of the 
Digital Equipment Corporation’s 
hugely successful VAX range. It won 
both the Pulitzer Prize and National 
Book Award for non-fiction, perhaps 
the two highest honors available for 
book-length journalism. Year after 
year, the book continues to sell and 
win new fans. Developers born since 
it was published often credit it with 
shaping their career choices or help-
ing them appreciate the universal as-
pects of their own experiences.

Soul’s appeal has endured, even 
though what started out as a dispatch 
from a fast-growing firm building a 
piece of the future now reads as a time 
capsule from a lost world. Back in 1991 
I read the book for an undergraduate 
class, typing my paper on a PC that was 
already more capable than Eagle yet 
cost 100 times less. So why are so many 
people still excited to relive the cre-
ation of a pitifully obsolete computer, 
designed by a team of obscure engi-
neers for a long-forgotten company 
that never mattered very much anyway? 
Having spent almost 30 years now try-
ing to take the book apart and figure 
out how it works, I think I have some 
answers. Ten of them, in fact.

1: It Does Not Assume 
You Know Anything
Paradoxically, the obscurity of Data Gen-
eral helps to explain the book’s endur-
ing power. My shelves are full of books 
about Microsoft, Apple, Netscape, and 
Oracle written while the companies 
were famous. Their authors assumed 
anyone who picked the book up was 
already fascinated with the company, 
cared deeply about its products, and 
would enjoy endless pages of gossip, 
corporate strategy, legal maneuverings, 
and trivia. They have not aged well.

Historical Reflections 
The Immortal Soul  
of an Old Machine 
Taking apart a book to figure out how it works.

DOI:10.1145/3436249	 Thomas Haigh

http://dx.doi.org/10.1145/3436249
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V 80960, and Itanium) and even DEC’s 
much-admired Alpha processor.

The clean sheet approach failed for 
Data General too. Anticipating this, 
Tom West rounded up the best of the 
engineers left behind in Massachu-
setts to launch a semi-clandestine ef-
fort to produce a 32-bit extension of 
the existing 16-bit Eclipse minicom-
puter, preserving compatibility by in-
terleaving old and new instructions 
seamlessly rather than using a “mode 
bit” to enter a separate legacy mode. 
(More than 20 years later, AMD played 
a comparable trick on Intel by extend-
ing the standard x86 architecture to 
64-bits). For the project to be approved 
as “insurance” against problems with 
the North Carolina team, West had to 
promise the impossible task of pro-
ducing the entire computer in one year. 
Thirty engineers crowded together, 
turning the basement of Data General’s 
headquarters into a site of relentlessly 
hard work.

The team’s outsider triumph gives 
way to an unexpectedly mournful con-
clusion. West himself is banished to a 
marketing job in Japan. Kidder, wink-
ing at his name, compares West to a 
gunslinger, who dispatches the bad 
guys only to be run out of town by the 
very citizens he saved. “It was a sum-
mer romance,” realizes West. “None of 
it came out the way he had imagined it 
would, but it was over and he was glad.”

4: It Captures the “Crunch” 
of Startup Development
Although Data General was a mature 
company, the project was run more 
like a startup. West and his lieuten-
ants staffed the team with young men 
fresh from engineering school, lured 
with the prospect of being able to de-
sign a new computer architecture. 
They boasted of being “a place where 
people are really doing the next thing” 
but cautioned that “there’s a lot of fast 
people in this group … a real hard job 
with a lot of long hours.” In short: “tell 
him that we only let in the best. Then 
we let him in.” It’s a classic example 
of what software engineering writer 
Ed Yourdon called the “marine corps” 
justification for a “death march proj-
ect.”7 As Kidder put it, “It was kind of 
like recruiting for a suicide mission. 
You’re gonna die, but you’re gonna die 
in glory.”

an MFA from Iowa, was having spent 
two unhappy but uneventful years as 
First Lieutenant, Military Intelligence 
in Vietnam.

2: It Reads Like a Classic 
American Novel
The book was a milestone in the devel-
opment of what is now called “literary 
nonfiction.” To keep us turning pages, 
Kidder draws deeply on the mythic ar-
chetypes of American literature, as in his 
introduction of Tom West, his protago-
nist and the project’s leader, during a 
prologue that recalls Ernest Hemming-
way: West awes the other crew members 
of a small sailing boat with his stamina 
and ruggedly taciturn optimism when 
hit by a storm. “Whatever he did for a 
living,” they conclude,  “it was probably 
interesting and obviously important.”

Having hooked us on the enigmatic 
Tom West, Kidder is cocky enough to 
spend an entire chapter without men-
tioning him, instead introducing Data 
General as “the Darth Vader of the com-
puter industry” (a reference that un-
doubtedly aged better than he expect-
ed). Data General’s corporate culture 
was defined in equal parts by thrift and 
aggression. Kidder confides that Data 
General’s spartan corporate offices were 
engineered for rapid conversion to fac-
tory space even before he gets around to 
mentioning the lawsuit a rival firm filed 
to accuse Data General of burning down 
its factory.

When West reappears, Kidder stim-
ulates our curiosity by presenting him 
as a figure of mystery to his own team 
members: a CIA agent, a folksinger, a 
speed freak, even “a prince of dark-
ness.” I was struck by the similarities 
with the technique F. Scott Fitzgerald 
used in The Great Gatsby to introduce 
his title character. Jay Gatsby, urbane 
host of fabulously swanky parties, 
turned out (spoiler alert) to be plain 
old James Gatz of North Dakota, a 
lovelorn bootlegger desperate to re-
capture the attention of his lost sweet-
heart. Less dramatically, corporate 
computer engineer Tom West, turns 
out to be Joseph Thomas West III, an 
engineer from a privileged back-
ground who came late to corporate 
life after taking a year off during col-
lege to play folk music, followed by 
seven slightly offbeat years building 
and delivering digital clocks for the 

Smithsonian Observatory. That doesn’t 
quite justify the build-up, but whatever: 
we are already hooked. Confessing to 
his editor that he was having difficulty 
capturing West, “whose special vanity 
had been to make himself mysterious 
to me as well as to his team of computer 
engineers,” Kidder had been advised to 
“do a Gatsby on him.”4

3: It Roots for the Underdogs
Gripping stories often ask us to root 
for underdogs to triumph against the 
odds. Data General’s brutal corporate 
culture gave West space to launch 
his project but deprived his team of 
resources, leaving them in cramped 
and uncomfortable conditions. Even 
pencils were in short supply. If you are 
thinking that a major minicomputer 
firm ought to have been able to provide 
pencils to the elite team building its 
next-generation system, you’d be right. 
However, that team and its pencils 
were down in North Carolina, design-
ing an ambitious all-new 32-bit archi-
tecture on a clean sheet of paper. Data 
General had caught a bad case of what 
Fred Brooks called the “second system 
syndrome.”4 The tactic of throwing 
out backward compatibility for a new 
architecture worked for IBM with its 
legendary System/360 gamble, but has 
failed far more often, for example with 
IBM’s own Future Systems project, at 
least three times for Intel (iAPX 432, 

Many readers  
were tantalized by 
the idea of computer 
architecture as  
a creative medium  
in which experts 
could read traces  
of individual 
flare or, as here, 
a conservative 
organizational 
culture.
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ing a part of the machine or for run-
ning the debugging process, intro-
ducing a rich cast of clearly delineated 
supporting characters with their own 
quirks and motivations.

One such chapter, “The Case of the 
Missing NAND Gate,” begins by intro-
ducing several engineers. Kidder sketch-
es the lives, habits, and appearances of 
Ken Holberger (“Chief Sergeant Detec-
tive of the Hardy Boys” who “couldn’t 
look messy if he tried” but “doesn’t 
waste time listening to people who 
aren’t making good, relevant sense”), 
Jim Veres (whose “stern glare … makes 
some people nervous. His managers’ 
confidence in him is tempered only by 
their feeling that he works too hard. 
That is how they express it”) and Jim 
Guyer (an asthmatic mountaineer who 
“seems in his busyness, among the 
happiest of the group”). Kidder follows 
their interactions while troubleshoot-
ing a problem, observing the feelings of 
each toward possible flaws in their own 
boards. We care about the bug because 
we see how much it matters to these en-
gaging characters and to the unseen 
narrator who leads us confidently 
through passages such as “The diag-
nostic program originally puts the tar-
get instruction at address 21765, and 
then, sometime later on, it moves the 
target instruction to 21766. But the IP 
never gets word of the change, though 
the System Cache does.”

By the end of the book we know 
about microcode, bits and bytes, Bool-
ean algebra, what happens when an in-
struction is executed (in some detail), 
memory management, debugging, di-
agnostics, emulation, and the Adven-
ture game. In his Times review, Florman 
noted that while these descriptions 
“did not significantly increase” his 
“own very superficial knowledge” the 
“uninitiated will find these brief pas-
sages abstruse but not bewildering, un-
fathomable but not boring.”

Kidder’s ability to hold our interest is 
aided by another structural similarity 
with Scott Fitzgerald’s masterpiece: a 
narrator defined primarily by his obses-
sion with the man of mystery. Kidder 
acknowledges his own ongoing pres-
ence with phrases such as “I saw them 
all collected once … during a fire drill,” 
or “West said years later,” or “I saw 
him at one of the team’s parties” but 
refuses to make himself a character. 

Eagle is brought to life more slowly 
than the team had promised but sooner 
than Data General had any right to ex-
pect. Inexperienced recruits were ma-
nipulated into “signing up” to aggres-
sive schedules, because an unreasonable 
commitment given freely motivates 
more deeply than one imposed by man-
agement. “Signing up required, of 
course, that you fervently desire the 
right to build your machine and then 
you do whatever was necessary for suc-
cess, including putting in lots of over-
time, for no extra pay.” The novice engi-
neers are granted large responsibilities 
and the freedom to follow their instincts. 
Young men “dribble away” pieces of 
their lives as they battle to prove them-
selves. Some wilt under the pressure; 
those that remain work frantically and 
effectively. The hardware team (‘The 
Hardy Boys’) and the microcode devel-
opers (‘The Microkids’) battle constant-
ly and informally against each other to 
add and remove hardware capabilities 
from the specification. Together, they 
take the computer from conception to 
prototype hardware in six months. Then 
they have to make it work.

What was the “soul” referenced in 
the book’s attention-grabbing title? 
Natalie Angier, an early reviewer, 
claimed that the “soul of a new machine, 
says Kidder, is nothing more than the 
collective soul of those who put the ma-
chine together.” That’s plausible, 
though Kidder notably declined to 
“say” this directly. The closest he 
comes, which is not very, is describing 
a home workshop, full of power tools 
and carpentry equipment, as “a win-
dow on West’s soul”? Nevertheless, his 
title made me think of the old story of 
the Golem, animated by magic but cre-
ated by, and enslaved to, human will. 
As one of the engineers explained, “I 
don’t have to get official recognition 
for anything I do. Ninety-eight percent 
of the thrill comes from knowing that 
the thing you designed works, and 
works almost the way you expected it 
would. If that happens, part of you is in 
that machine.” Writing on the front 
page of the New York Times Book Re-
view, Samuel C. Florman called the en-
gineers “fanatics, but not purists.”3 
Perhaps their many individual sacri-
fices, of marriages, mental stability, 
youth, and health, amounted to a ritual 
through which sundered fragments of 

their own souls accumulated to bring 
the new machine to life.

5: It Gets to Technology 
Through People
How to make a reader commit to al-
most 300 pages of finely observed 
business history of a company they 
hadn’t heard of, focused on the cre-
ation of a computer they would never 
see, interspersed with technical de-
scriptions of microcode, caching, and 
instruction formats that might have 
been more at home in a computer ar-
chitecture textbook than a gripping 
best seller? Kidder succeeds by telling 
us first about people, not about ma-
chines, investing us enough in them 
and their work to follow as he moves 
deep into descriptions of the prob-
lems they were grappling with. People 
have changed much less than com-
puters over the last 40 years so this 
material remains gripping today.

When reading or watching the sto-
ries of the computer industry’s most 
successful men we know all the end-
ings. Each retelling of the story of Steve 
Jobs is like riding a rollercoaster: we 
hurtle along a fixed track past expected 
triumphs and tragedies. In contrast, 
Kidder tells an unfamiliar story, tightly 
focused in time and place yet larger 
than any of its individual players.

In the book’s most famous passage, 
West has a friend sneak him into a data 
room where a VAX is installed to get a 
feel for the machine he is trying to beat. 
Lifting the covers of its central process-
ing unit he counts 27 printed circuit 
boards: “Looking into the VAX, West had 
imagined he saw a diagram of DEC’s cor-
porate organization. He felt that VAX was 
too complicated. He did not like, for in-
stance, the system by which various parts 
of the machine communicated with 
each other; for his taste, there was too 
much protocol involved. He decided that 
VAX embodied flaws in DEC’s corporate 
organization. The machine expressed 
that phenomenally successful compa-
ny’s cautious, bureaucratic style.”

Many readers were tantalized by 
the idea of computer architecture as a 
creative medium in which experts 
could read traces of individual flare 
or, as here, a conservative organiza-
tional culture. Most chapters tell us a 
piece of the story from the viewpoint 
of engineers responsible for design-
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7: It’s Unashamedly Masculine
This is, as you have surely already real-
ized, a remarkably and unselfcon-
sciously masculine book—which helps 
it appeal to men and to those comfort-
able with the dominant traditions of 
American literature. While computers 
were new and unfamiliar, American lit-
erature had a long tradition of celebrat-
ing the rugged masculinity of civil engi-
neers taming the Western landscape 
and the resourcefulness of pioneers 
able to fix or adapt machinery to their 
needs. Such men were also expected to 
be taciturn, emotionally restrained, 
and hard to know. Perhaps overcom-
pensating for the growing association 
of computing with nerds, Kidder cele-
brated men doing guy things to an ex-
tent that must have seemed old fash-
ioned even in 1981.

West draws an organization chart 
on a whiteboard, then puts an X over a 
rival manager, saying “This guy disap-
pears in time.” The Eagle group them-
selves come to feel like throwbacks to 
an earlier, less bureaucratic kind of 
engineering, joking about ordering 
dinosaur T-shirts for the team and 
complaining that “beating people up 
didn’t seem to get results anymore.” 
After all the mythologizing, it was a 

That is a contrast with the work of 
flashier proponents of 1970s “new 
journalism” such as Tom Wolfe, au-
thor of vivid accounts of the Ameri-
can space program and the worlds 
of car enthusiasts, or Hunter S. 
Thompson who made his own erratic 
behavior the center of every story. 
Kidder has called this the “first-per-
son minor” or “reasonable person” 
technique of narration, in which 
“not much about the narrator is re-
vealed, including the narrator’s opin-
ions.”4 Stripping his in-book presence 
of most identifying marks, to leave a 
person-shaped avatar, helps us to 
imagine ourselves in Kidder’s empty 
shoes as they move through the base-
ment or follow West home. We come 
to identify with the narrator’s only 
defined characteristics: initial igno-
rance, growing fascination, and 
dogged pursuit of understanding.

6: It Exposes the Materiality 
of Computing
Kidder calls Data General’s products 
“machines” as often as “computers” 
and chose the word “machine” for his 
title. In 1979, computers were built on 
a scale where engineers could probe 
and rewire each logical pathway, giv-
ing Kidder something material to de-
scribe. That is a contrast to our current 
discourse in which “the digital” is as-
sumed to be invisible and immaterial. 
Early minicomputers like DEC’s PDP-
8 and Data General’s Nova, cheap and 
small in comparison to mainframes, 
were made possible by a stream of in-
novations to package and assemble 
electronics more efficiently. By 1979, 
the Eagle team was building computer 
logic mostly out of chips, rather than 
discrete transistors and resistors. Yet 
despite its innovative use of Program-
mable Array Logic chips for custom 
logic the Eagle’s central processing 
unit still filled many circuit boards.

Kidder emphasizes continuities be-
tween tinkering with broken machines, 
a common activity in the 1970s, and 
the work of the engineers as they close-
ly observe Eagle’s functioning with log-
ic probes, adding wires or tweaking cir-
cuits to fix tiny errors in the design. 
West boasted “I can fix anything,” 
which Kidder documents for a diesel 
engine, televisions, clocks, furniture, a 
record player, and a house. “What that 

thing was,” Kidder continues, “wheth-
er a car’s engine of a computer, did not 
matter; but since computers were 
among the most complex of all man-
made things, they had seemed to him, 
he said, to pose interesting challeng-
es.” The main story ends when the pro-
totype is “wheeled down the hall to 
Software.” Kidder barely mentions this 
less-tangible side of the project, which 
accounted for more than half of the to-
tal development work.

A single Eagle would sell for a quar-
ter of a million dollars and could sup-
port dozens of simultaneous users, 
each on a separate video terminal. 
Mass-produced computers, including 
the Apple II and TRS-80, had been sold 
to consumers and hobbyists since 
1977. But Soul ignores them, as did 
DEC and Data General during that pe-
riod. Personal computers still seemed 
like toys, and the chip technology of 
the era was several years away from be-
ing able to create a high-performance 
32-bit microprocessor. More funda-
mentally, the shift to standard proces-
sors stripped the heart out of computer 
engineering. A few years later, West 
spoke dismissively of “all these people 
who are putting 68000s on a board and 
calling it a computer.”5

I will be tackling two other landmark studies of the culture of IT work, Steven 
Levy’s Hackers and Ellen Ullman’s Close to the Machine in later columns, along 
with the recent TV series Halt and Catch Fire. In the meantime, Soul may leave 
you hungry for closely observed studies of development projects.

I can recommend Fred Moody’s I Sing the Body Electronic (Viking Penguin, 
1995), about a year spent with a Microsoft group developing multimedia CD 
products, and G. Pascal Zachary’s Show Stopper! (Free Press, 1994) about the 
creation of Windows NT. Michael Lewis is an outstanding writer. Sadly The New 
New Thing (Norton, 1999), which follows Netscape co-founder Jim Clark as he 
pitches half-baked healthcare marketplace and builds a giant robot yacht, is not 
one of his best but it is still readable and insightful.

Writers have seemed less likely to embed themselves in computer projects 
recently, perhaps because companies have become increasingly secretive. 
Masters of Doom (Random House, 2003) is based on interviews rather than direct 
observation but still gives a vivid account of the testosterone-soaked development 
of breakthrough action games Doom and Quake. Jason Schrier’s Blood Sweat 
and Pixels (Harper Paperbacks, 2017) is a collection of grim short stories versus 
Kidder’s elegiac novel, with each chapter looking at a different video game project.

Thomas A. Bass’s The Eudaemonic Pie (Houghton Mifflin, 1985) tells the 
inside story of an eccentric Californian team building shoe-mounted computers 
and radio links to predict the destination of a ball bouncing on a roulette table. 
For memoirs focused on product-based startups, try Jerry Kaplan’s Startup 
(Houghton Mifflin, 1994) about a pen computing pioneer crushed by Microsoft, 
Charles Ferguson’s judgmental High Stake, No Prisoners (Crown Business, 
1999) about a web editing package sold to Microsoft, and Michael Wolff’s 
Burn Rate (Simon & Schuster, 1998) in which a gossipy journalist describes 
his largely unsuccessful efforts to obtain millions of dollars from venture 
capitalists. Reflecting the mood of their era, all three focus more on finance and 
management than on engineering.

Further Reading
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8: It Dramatizes Ordinary 
Engineering Work
Eagle fared well after it reached mar-
ket, as the Eclipse MV/8000. It and its 
successors sustained Data General for 
years. The company was saved, kind 
of, though it never returned to its glory 
days of industry leading growth rates 
and profit margins. Before long the 
entire minicomputer industry was 
crumbling. In 1999, Data General was 
gobbled up by EMC for its storage tech-
nology. By then even DEC, once second 
only to IBM, had concluded its slow 
decline with absorption by PC manu-
facturer Compaq. In time, all empires 
turn to dust.

The work of these engineers is chal-
lenging and difficult to understand, 
but Kidder treats them as skilled prac-
titioners of a difficult craft rather than 
world-shaking genius innovators. You 
might complain that Kidder wasted 
his talent on the wrong story, that he 
should have spent the late-1970s lurk-
ing in a garage in Silicon Valley rather 
than a basement in Massachusetts. If 
you have heard of Steve Wallach, Carl 
Alsing, Ed Rasala, or even Tom West 
himself it is almost certainly because 
of their appearance in the book, de-
spite their many accomplishments at 
firms like Convex and Alliant. Person-
ally, I am glad Kidder told the story he 
did, looking at a part of the computer 
industry that was far larger at the time 
and remains more representative of 
engineering practice.

Novelists know that ordinary lives 
are full of hidden drama, but most tech-
nology journalism chases stories of ex-
ceptional success. Reading tributes to 
the book by engineers, I am struck by 
how often they note triumphs and trag-
edies in their own careers that parallel 
those experienced by Kidder’s charac-
ters. One was hit by a visceral sense of 
“grim familiarity” when he encountered 
a passing reference to the killing of a be-
loved project during a “big shootout at 
HoJo’s.” “If you haven’t yet had your 
own shoot-out at HoJo’s,” he warned, “it 
is regrettably coming; may your career 
be blessed with few such firefights!”2 
Perhaps Kidder was really describing 
himself when he noted that West “was 
always finding romance and excitement 
in the seemingly ordinary.” His next 
book, after all, discovered equal wonder 
in the building of a single house.

shock when I found a YouTube video of 
West helping to introduce a successor 
to the Eagle in 1990: an apparently cha-
risma-free middle aged engineer 
droned through technical specifica-
tions and corporate jargon, sweating in 
his short-sleeve shirt and tie.

Their jobs required them to sacrifice 
or downplay any commitment to family 
or human relationships. Kidder men-
tions in passing that one female engi-
neer was hired, Betty Shanahan. We 
learn only that her husband was unhap-
py to be left doing the laundry and that 
she was given a joke award for “putting 
up with a bunch of creepy guys.” Even-
tually Shanahan got tired of putting 
up, becoming an advocate for diversi-
ty as executive director of the Society 
of Women Engineers. Today there 
might still be only one woman on the 
team, but a modern author would surely 
center a chapter on her.

We learn far more about Rosemary 
Searle, the project’s secretary and sur-
rogate mother to its young men. She 
tells Kidder that West “never put one 
restriction on me … he let me go out 
and see what I could get done.” When 
I wrote about the creation of ENIAC, 
Kidder’s sensitivity to Searle’s contri-
butions reminded me to highlight 
what little information I could find on 
Isabelle Jay, its secretary and its lon-
gest serving full-time member.

Computing was  
a sideshow  
40 years ago.  
Today Apple, 
Amazon, Microsoft, 
and Alphabet  
are the first  
trillion-dollar 
companies. 
Technology  
and money  
are inseparable.
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had no idea how to shape them into a 
publishable story. Richard Todd, his 
implausibly sympathetic editor at The 
Atlantic Monthly (and West’s former 
college roommate) imposed many 
rounds of rejection and revision while 
Kidder fitfully learned his trade.

How, then, could Kidder suddenly 
produce a masterpiece? Kidder dedicat-
ed Soul to Todd, who undoubtedly de-
served it. Yet Kidder’s sudden growth as 
a writer owed something to his immer-
sion in the culture of engineering. In 
1982, newly laden with accolades, he ap-
peared with West at the Computer Mu-
seum in Boston. “In some sense,” Kid-
der explained, “writing a book is like 
building a computer.”5 He had wit-
nessed the profoundly creative nature of 
the design process, the aesthetic quali-
ties of good engineering, and the pure 
joy of finding an elegant solution to a 
hard problem. As Soul took shape, Kid-
der spent a long confinement in Todd’s 
office, spreading typewritten draft pages 
in piles on its floor to prune and rear-
range them. Todd sometimes lifted 
prized passages to deliver the crushing 
news: “you could do without this.” Kid-
der then “began to learn a skill … how to 
fall out of love with my own words,” so 
that he could eliminate good material 
that was “at odds with the whole.”

West’s team had likewise begun with 
architectural decisions, ruthlessly sub-
suming the parts to the whole. Studying 
the engineer’s craft, Kidder had learned 
something about his own. His unique 
fusion of engineering and literature has 
outlasted the MV/8000 and the mini-
computer industry. I expect it to outlast 
the PC and the smartphone too.	
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9: It Makes Engineers 
Seem Pure and Noble
Kidder invokes Victorian critic John 
Ruskin’s romantic idea that in build-
ing Europe’s great cathedrals, ancient 
craftsmen experienced “the sort of work 
that gave meaning to life.” According to 
Kidder, the engineers likewise “did the 
work, both with uncommon spirit and 
for reasons that, in a most frankly com-
mercial setting, seemed remarkably 
pure.” None of Kidder’s characters be-
come spectacularly rich or expected to, 
though they had hoped vainly for some 
financial recognition. When the team’s 
success went unrewarded with stock 
options or bonuses, Kidder likened the 
rewards of computer engineering to 
those of pinball: the only thing you can 
win is a chance to play the game again. 
Key members of West’s team leave Data 
General after he is banished to Japan, 
looking to play their next game of pin-
ball elsewhere.

Late in the book, a unionized techni-
cian drops his pay stub into a trash bas-
ket. A senior engineer thereby discovers 
that the technician is making twice his 
own pay, thanks to overtime. His super-
visor burns the evidence, “so that the 
troops wouldn’t see it.” The sacrifices of 
the engineers seemed even purer in 
contrast with the sales manager whose 
declaration on the final page that hu-
mans are motivated by “ego and the 
money to buy things that they and their 
families want” reads like blasphemy. 
Kidder finishes the book with: “It was a 
different game now. Clearly the machine 
no longer belonged to its makers.”

Computing was a sideshow 40 years 
ago. Today Apple, Amazon, Microsoft, 
and Alphabet are the first trillion-dol-
lar companies. Technology and mon-
ey are inseparable. Instead of pinball, 
a technology career is more like a slot 
machine where the goal is to pull on 
the handle repeatedly and hope to 
win a financial jackpot. Intel routine-
ly granted stock options to engineers. 
Adopted by software firms like Micro-
soft, this became the standard way of 
luring engineering talent to success-
ful companies, creating millionaires 
in unprecedented numbers. Other de-
velopers, seeking a longer shot at 
greater wealth, sought stakes in the 
startups that dominant firms increas-
ingly treated as a source, via acquisi-
tion, of products and staff.

The founders and early investors in 
Data General got rich, but not the engi-
neers who sustained its growth. Were 
they noble, or just exploited? Kidder 
may have romanticized the motivations 
of his characters. Twenty years ago, 
Wired magazine found most of them 
working in senior roles at startups. Some 
had become rich.6 Yet I am myself just 
romantic enough to fear that something 
important was lost. Tom West’s melan-
choly pride at the end of the book is sure-
ly more representative of the experience 
of most development teams than the 
world-changing success and unimagi-
nable riches that dominate the more fa-
miliar stories of Gates, Jobs, and Zucker-
berg. In fact, many teams are disbanded 
before their work is done. Almost every 
component part of a software or hard-
ware system is invisible to the world, the 
quality of its execution and elegance of 
its design known only to its creators. If a 
system passes into the world the quality 
of that work will be one of many factors 
deciding whether it thrives or is quickly 
forgotten. Systems are often doomed by 
bad marketing, undercapitalization, 
changing customer tastes, or an idea 
that was ahead of its moment. I hope 
that today’s developers retain enough 
of the old ethic of pinball to find an in-
trinsic satisfaction in difficult work well 
done, so that they don’t feel worthless if 
the industry eats their youth without 
paying out a financial jackpot.

10: It Is Beautifully Engineered
Above all, Soul is an extraordinarily well-
crafted book. That means more than just 
well-turned sentences and snappy ob-
servations. Each finely tuned section fits 
smoothly into the structure of the book. 
Kidder’s pacing is flawless, his character 
beats impeccably timed, and he man-
ages to make a mass of contradictions 
seem like a faithful portrait of a complex 
world rather than a failure of craft. West 
remains unknowable and paradoxical. 
The engineers are both exploited and 
given an enviable opportunity for mean-
ingful work. The project was a rebellion, 
tacitly orchestrated by senior managers.

Kidder’s only previous book was, in 
his own estimation, a miserable fail-
ure. Kidder has described his 1970s 
self as “plainly ambitious” yet “young 
beyond his years.” As a journeyman 
freelance magazine writer, he churned 
out words with “boundless energy” but 
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Truly intelligent and flexible sys-
tems are likely to be full of complexity, 
much like brains. Any theory that pro-
poses to reduce intelligence down to a 
single principle—or a single “master 
algorithm”—is bound to fail.

Rich Internal Representations
Cognitive psychology often focuses on 
internal representations, such as be-
liefs, desires, and goals. Classical AI 
did likewise; for instance, to represent 
President Kennedy’s famous 1963 visit 
to Berlin, one would add a set of facts 
such as part-of (Berlin, Germany), and 
visited (Kennedy, Berlin, June 1963). 
Knowledge consists in an accumula-
tion of such representations, and in-
ference is built on that bedrock; it is 

W
HAT MAG ICAL TRICK 

makes us intelligent? 
The trick is that there 
is no trick. The power 
of intelligence stems 

from our vast diversity, not from any 
single, perfect principle.

—Marvin Minsky,  
The Society of Mind

Artificial intelligence has recently beat-
en world champions in Go and poker 
and made extraordinary progress in do-
mains such as machine translation, ob-
ject classification, and speech recogni-
tion. However, most AI systems are 
extremely narrowly focused. AlphaGo, 
the champion Go player, does not know 
that the game is played by putting 
stones onto a board; it has no idea what 
a “stone” or a “board” is, and would 
need to be retrained from scratch if you 
presented it with a rectangular board 
rather than a square grid.

To build AIs able to comprehend 
open text or power general-purpose do-
mestic robots, we need to go further. A 
good place to start is by looking at the 
human mind, which still far outstrips 
machines in comprehension and flexi-
ble thinking.

Here, we offer 11 clues drawn from 
the cognitive sciences—psychology, 
linguistics, and philosophy.

No Silver Bullets
All too often, people have propounded 
simple theories that allegedly ex-
plained all of human intelligence, from 

behaviorism to Bayesian inference to 
deep learning. But, quoting Firestone 
and Scholl,4 “there is no one way the 
mind works, because the mind is not one 
thing. Instead, the mind has parts, and 
the different parts of the mind operate in 
different ways: Seeing a color works dif-
ferently than planning a vacation, which 
works differently than understanding a 
sentence, moving a limb, remembering 
a fact, or feeling an emotion.”

The human brain is enormously 
complex and diverse, with more than 
150 distinctly identifiable brain areas, 
approximately 86 billion neurons, hun-
dreds if not thousands of different 
types; trillions of synapses; and hun-
dreds of distinct proteins within each 
individual synapse.

Viewpoint 
Insights for AI from 
the Human Mind 
How the cognitive sciences can inform the quest  
to build systems with the flexibility of the human mind.
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V trivial on that foundation to infer that 
Kennedy visited Germany.

Currently, deep learning tries to 
fudge this, with a bunch of vectors that 
capture a little bit of what’s going on, 
in a rough sort of way, but that never 
directly represent propositions at all. 
There is no specific way to represent 
visited (Kennedy, Berlin, 1963) or 
part-of (Berlin, Germany); everything is 
just rough approximation. Deep learn-
ing currently struggles with inference and 
abstract reasoning because it is not 
geared toward representing precise 
factual knowledge in the first place. 
Once facts are fuzzy, it is difficult to get 
reasoning right. The much-hyped GPT-3 
system1 is a good example of this.11 
The related system BERT3 is unable to 
reliably answer questions like “if you 
put two trophies on a table and add 
another, how many do you have?”9

Abstraction and Generalization
Much of what we know is fairly abstract. 
For instance, the relation “X is a sister 
of Y” holds between many different 
pairs of people: Malia is a sister of Sa-
sha, Princess Anne is a sister of Prince 
Charles, and so on. We do not just know 
that particular pairs of people are sis-
ters, we know what sisters are in gener-
al, and can apply that knowledge to in-
dividuals. If two people have the same 
parents, we can infer they are siblings. 
If we know that Laura was a daughter of 
Charles and Caroline and discover 
Mary was also their daughter, then we 
can infer Mary and Laura are sisters.

The representations that underlie 
cognitive models and common sense 
are built out of abstract relations, com-
bined in complex structures. We can 
abstract just about anything: pieces of 
time (“10:35 PM”), pieces of space 
(“The North Pole”), particular events 
(“the assassination of Abraham Lin-
coln”), sociopolitical organizations 
(“the U.S. State Department”), and the-
oretical constructs (“syntax”), and use 
them in, an explanation, or a story, 
stripping complex situations down to 
their essentials, yielding enormous 
leverage in reasoning about the world.

Highly Structured Cognitive Systems
Marvin Minsky argued that we should 
view human cognition as a “society of 
mind,” with dozens or hundreds of 
distinct “agents” each specialized for 

different kinds of tasks. For instance, 
drinking a cup of tea requires the in-
teraction of a GRASPING agent, a BAL-
ANCING agent, a THIRST agent, and 
some number of MOVING agents. 
Much work in evolutionary and devel-
opmental psychology points in the 
same direction; the mind is not one 
thing, but many.

Ironically, that is almost the oppo-
site of the current trend in machine 
learning, which favors end-to-end 
models that use a single homoge-
neous mechanism with little internal 
structure. An example is Nvidia’s 2016 
model of driving, which forsook clas-
sical modules like perception, predic-
tion, and decision-making. Instead, it 
used a single, relatively uniform neu-
ral network that learned direct corre-
lations between inputs (pixels) and 
one set of outputs (instructions for 
steering and acceleration).

Fans of this sort of thing point to the 
virtues of “jointly” training the entire 
system, rather than having to train mod-
ules separately. Why bother construct-
ing separate modules when it is so much 
easier just to have one big network?

One issue is that such systems are dif-
ficult to debug and rarely have the flexi-
bility that is needed. Nvidia’s system 
typically worked well only for a few hours 
before intervention from human driv-
ers, not thousands of hours (like Way-
mo’s more modular system). And where-
as Waymo’s system could navigate from 
point A to point B and deal with lane 
changes, all Nvidia’s could do was to 
stick to a lane.

When the best AI researchers want 
to solve complex problems, they often 
use hybrid systems. Achieving victory in 
Go required the combination of deep 
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ure 2). Cognitive psychologists often 
distinguish between bottom-up infor-
mation, that comes directly from our 
senses, and top-down knowledge, which 
is our prior knowledge about the world 
(letters and numbers form distinct cat-
egories, words and numbers are com-
posed from elements drawn from 
those categories, and so forth). An am-
biguous symbol such as shown in the 
figures here looks one way in one con-
text and different in another, as we in-
tegrate the light falling on our retina 
with a coherent picture of the world.

Whatever we see and read, we inte-
grate into a cognitive model of the 
situation and with our understanding 
of the world as a whole.

Concepts Embedded in Theories
In a classic experiment, the develop-
mental psychologist Frank Keil5 
asked children whether a raccoon that 
underwent cosmetic surgery to look 
like a skunk, complete with “super 
smelly” stuff embedded, could be-
come a skunk. The children were con-
vinced the raccoon would remain a rac-
coon nonetheless, presumably as a 
consequence of their theory of biology, 
and the notion that it’s what is inside a 

learning, reinforcement learning, game 
tree search, and Monte Carlo search. 
Watson’s victory in Jeopardy!, question-
answering bots like Siri and Alexa, and 
Web search engines use “kitchen sink” 
approaches, integrating many different 
kinds of processes. Mao et al.12 have 
shown how a system that integrates 
deep learning and symbolic techniques 
can yield good results for visual ques-
tion answering and image-text retrieval. 
Marcus10  discusses numerous different 
hybrid systems of this kind.

Multiple Tools for Simple Tasks
Even at a fine-grained scale, cognitive 
machinery often consists of many 
mechanisms. Take verbs and their 
past tense forms. In English and many 
other languages, some verbs form 
their past tense regularly, by means of 
a simple rule (walk-walked, talk-talk-
ed, perambulate-perambulated), while 
others form their past tense irregularly 
(sing-sang, ring-rang, bring-brought, go-
went). Based on data from the errors 
that children make, one of us (Gary 
Marcus) and Steven Pinker argued for 
a hybrid model, a tiny bit of structure 
even at the micro level, in which regu-
lar verbs were generalized by rules, 
whereas irregular verbs were produced 
through an associative network.

Compositionality
The essence of language is, in Hum-
boldt’s phrase, “infinite use of finite 
means.” With a finite brain and finite 
amount of linguistic data, we manage 
to create a grammar that allows us to 
say and understand an infinite range 
of sentences, in many cases by con-
structing larger sentences (like this 
one) out of smaller components, such 

as individual words and phrases. If we 
can say, the sailor loved the girl, we can 
use that as a constituent in a larger 
sentence (Maria imagined that the 
sailor loved the girl), which can serve 
as a constituent in a still larger sen-
tence (Chris wrote an essay about how 
Maria imagined that the sailor loved 
the girl), and so on, each of which we 
can readily interpret.

At the opposite pole is the pioneer-
ing neural network researcher Geoff 
Hinton, who has been arguing that the 
meaning of sentences should be en-
coded in what he calls “thought vec-
tors.” However, the ideas expressed in 
sentences and the nuanced relation-
ships between them are just way too 
complex to capture by simply grouping 
together sentences that ostensibly 
seem similar,9,10 Systems built on that 
foundation can produce text that is 
grammatical, but show little under-
standing of what unfolds over time in 
the text they produce.

Top-Down and Bottom-Up 
Information, Integrated
Consider the image shown in Figure 1:6 
Is it a letter or a number? It could be ei-
ther, depending on the context (see Fig-

Figure 1. Possible number or letter. Figure 2. Context-dependent interpretation.
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chitecture that can be freely extended to 
every kind of knowledge, keeping always 
in mind the central tenets of abstrac-
tion, compositionality, and tracking of 
individuals.10 We also need to develop 
powerful reasoning techniques that 
can deal with knowledge that is com-
plex, uncertain, and incomplete and 
that can freely work both top-down and 
bottom-up,16 and to connect these to 
perception, manipulation, and lan-
guage, in order to build rich cognitive 
models of the world. The keystone will 
be to construct a kind of human-in-
spired learning system that leverages 
all the knowledge and cognitive abili-
ties that the AI has; that incorporates 
what it learns into its prior knowledge; 
and that, like a child, voraciously learns 
from every possible source of informa-
tion: interacting with the world, inter-
acting with people, reading, watching 
videos, even being explicitly taught.

It’s a tall order, but it’s what has to 
be done.	
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creature that really matters. (The chil-
dren didn’t extend the same theory to 
human-made artifacts, such as a cof-
feepot that was modified to become a 
bird feeder.)

Concepts embedded in theories are 
vital to effective learning. Suppose that 
a preschooler sees a photograph of an 
iguana for the first time. Almost imme-
diately, the child will be able to recog-
nize not only other photographs of 
iguanas, but also iguanas in videos and 
iguanas in real life, easily distinguish-
ing them from kangaroos. Likewise, 
the child will be able to infer from gen-
eral knowledge about animals that 
iguanas eat and breathe and that they 
are born small, grow, breed, and die.

No fact is an island. To succeed, a 
general intelligence will need to em-
bed the facts that it acquires into richer 
overarching theories that help orga-
nize those facts.13

Causal Relations
As Judea Pearl14 has emphasized, a rich 
understanding of causality is a ubiqui-
tous and indispensable aspect of hu-
man cognition. If the world was simple, 
and we had full knowledge of every-
thing, perhaps the only causality we 
would need would be physics. We could 
determine what affects what by running 
simulations; if I apply a force of so many 
micronewtons, what will happen next?

But that sort of detailed simulation 
is unrealistic; there are too many parti-
cles to track, and too little time, and 
our information is too imprecise.

Instead, we often use approxima-
tions; we know things are causally re-
lated, even if we don’t know exactly 
why. We take aspirin, because we know 
it makes us feel better; we don’t need to 
understand the biochemistry. We know 
that having sex can lead to babies and 
can act on that knowledge, even if we 
don’t understand the exact mechanics 
of embryogenesis. Causal knowledge is 
everywhere, and it underlies much of 
what we do.

Tracking Individuals
As you go through daily life, you keep 
track of all kinds of individual objects, 
their properties and their histories. 
Your spouse used to work as a journal-
ist. Your car has a dent on the trunk, 
and you replaced the transmission last 
year. Our experience is made up of enti-

ties that persist and change over time, 
and a lot of what we know is organized 
around those things, and their individ-
ual histories and idiosyncrasies.

Strangely, that is not a point of view 
that comes at all naturally to deep 
learning systems. For the most part, 
current deep learning systems focus 
on learning general, category-level as-
sociations, rather than facts about spe-
cific individuals. Without a notion 
something like a database record and 
an expressive representation of time 
and change, it is difficult to keep track 
of individual entities distinct from 
their categories.

Innate Knowledge
How much of the structure of the mind 
is built in, and how much of it is 
learned? The usual “nature versus nur-
ture” contrast is a false dichotomy. The 
evidence from biology—from develop-
mental psychology and developmental 
neuroscience—is overwhelming: na-
ture and nurture work together.

Learning from an absolutely blank 
slate, as most machine-learning re-
searchers aim to do, makes the game 
much more difficult than it should be. 
It is nurture without nature, when the 
most effective solution is obviously to 
combine the two. Humans are likely 
born understanding that the world con-
sists of enduring objects that travel on 
connected paths in space and time, 
with a sense of geometry and quantity, 
and the basis of an intuitive psychology.

AI systems similarly should not try to 
learn everything from correlations be-
tween pixels and actions, but rather start 
with a core understanding of the world 
as a basis for developing richer models.7

Conclusion
The discoveries of the cognitive scienc-
es can tell us a great deal in our quest to 
build artificial intelligence with the 
flexibility and generality of the human 
mind. Machines need not replicate the 
human mind, but a thorough under-
standing of the human mind may lead 
to major advances in AI.

In our view, the path forward should 
start with focused research on how to 
implement the core frameworks15 of hu-
man knowledge: time, space, causality, 
and basic knowledge of physical objects 
and humans and their interactions. 
These should be embedded into an ar-
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ficial intelligence (AI) in job displace-
ment and reduced human agency). Fo-
cusing on excessive use, as is, it is 
often assumed that it is the sole re-
sponsibility of users; they should have 
controlled their use. This is akin to a 
speeding driver, in which case if 
caught, most people will agree that it 
is purely his or her fault, and not the 
car manufacturer’s fault for affording 
speeding. This simplistic one-sided 

T
HE  IN F LUX OF hedonic online 
services (including video 
streaming, social media, vid-
eo games) has created rather 
fierce competition for peo-

ple’s attention, in what is termed the 
“attention economy—in which every 
minute of attention and engagement 
tech companies can “squeeze” out of 
users counts. To compete in this envi-
ronment, tech companies, intention-
ally or unintentionally, have adapted 
practices that have capitalized on vary-
ing features of human decision mak-
ing and brain physiology to cultivate 
automatic, and uninterrupted use.4

There is a body of evidence—grow-
ing yet debated—suggesting that when 
some technologies are used excessive-
ly, the use can interfere with normal 
functioning, such as with sleep, physi-
cal activity, and school performance.12 
What’s more, populations such as 
children and adolescents may be sus-
ceptible to excessive use,2 although 
age related prevalence issues have not 
always been made clear. We say the evi-
dence is debated because some stud-
ies suggest that excessive use may be 
related to prior mental illness rather 
than to the technology itself.6 Conse-
quently, some scholarly groups have 
criticized the concept of “technology 
addiction.”1 Therefore, we use here 
the term “excessive use,” which re-
flects use patterns that are excessive in 

that they infringe on normal function-
ing of users.5

The role of tech companies (mostly 
hedonic online service providers and 
app developers) in excessive use is an 
issue that merits further discussion 
and research. This issue is very timely, 
given the tendency to blame tech pro-
viders for many ills in our society (for 
example, violence and radicalization 
on social media and/or the role of arti-
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Can Tech Providers 
be the Culprits?
Seeking to assess the possible responsibility  
of tech providers for excessive use patterns.
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V nues.4 Some worry they specifically use 
mechanisms that promote repeated, 
automatic, tempting behavior through 
a variable reward schedule7 and mak-
ing behaviors easy and automatic.9 Re-
warding behaviors produce behavior-
reward associations in people’s brains, 
which leads to behavior seeking and 
reenactment, especially when rewards 
are obtained on a variable schedule.4 
Tech companies have mastered the de-
livery of variable rewards. For example 
the schedule of “likes” on social media 
posts is variable; and the wins or con-
tent of loot boxes on video games is 
also variable.3

That said, much of this narrative is 
speculative. Almost certainly, tech 
companies attempt to develop ways in 
which participants remain engaged, 
although the degree to which such 
mechanisms are harmful remain hotly 
contested. The proliferation of mod-
ern technology has not been linked to 
a visible epidemic or upswing of “ad-
dicted” individuals in the same man-
ner that irresponsible prescribing of 
opioids led to an opioid epidemic in 
the U.S. This need not absolve technol-
ogy companies from a role in protect-
ing their struggling customers or pre-
venting vulnerable customers from 
becoming excessive users. However, 
we argue that narratives that are overly 
hostile to tech companies, imply they 
are a primary source of overuse prob-
lems, or have sinister intentions, are 
likely less than helpful. In part this 
may be because technology overuse 
may sometimes be symptomatic of 
other issues.6

Are Tech Companies 
Practices Ethical?
It is not uncommon to hear activists 
claim that scientists are hired by tech-
nology companies to make technol-
ogy purposefully addictive. Engaging 
AI to choose and present content (for 
example, on the social media feed) 
that will overly engage the users can 
also be blamed for causing exces-
sive use. However, evidence for such 
claims is still lacking. Such concerns 
also appear to confuse addiction 
(a pathological state) with engage-
ment (a state of continued, enjoyed 
use, with no significant impairment). 
However, this need not mean that 
some mechanisms might not over-

view, however, has been losing ground 
in recent years. For example, the use of 
loot boxes in video games has been 
equated with gambling, which 
prompted debate about the need to 
regulate such tools.3 Similarly, a re-
cent U.S. senate bill proposes social 
media providers should also take 
some responsibility for excessive use, 
and remove psychological mecha-
nisms that reduce people’s self-con-
trol over their use.10

In this Viewpoint, we seek to make 
first strides toward discussing the re-
sponsibility of tech providers for ex-
cessive use. Initiating this discussion 
is important, because it can serve as a 
basis for more informed use practices 
and interventions.

What Makes Technology 
Use Excessive?
Excessive use of technologies is not 
measured by use frequency, or time, 
because what is excessive for one per-
son or in one situation may be normal, 
unharmful, and even beneficial for an-
other person or in another situation. 
For example, spending five hours/day 
on social media may benefit an un-
employed job seeker, but may become 
excessive when this person starts 
working. As such, the excessiveness of 
technology use is typically captured by 
a range of persistent negative symp-
toms involving interference with other 
life responsibilities. Given there are 
no agreed upon criteria, prevalence 
rates of excessive use range from 1% to 
over 17%.11 The high numbers may re-
sult from false positives (that is, iden-
tifying individuals as excessive users 
when they are experiencing mundane 
symptoms).

Motivation for Excess
If excessive use of technology is char-
acterized by persistently hurting other 
life domains, why would rational peo-
ple engage in such excessive behav-
ior? In part this may relate to humans’ 
limited ability to control very tempt-
ing behaviors,8 particularly under 
times of strain. This explanation is 
based on dual-system theory, accord-
ing to which some people have a hy-
peractive reward processing system 
that creates strong motivations to en-
gage in tempting behaviors, and in 
some cases also have hypo-active self-

control faculties that prevent them 
from engaging the “brakes.” The use 
of many personal-hedonic technolo-
gies routinely activates the reward fac-
ulties in the brain, which makes these 
technologies susceptive to excess con-
sumption.

While this is also true for many oth-
er routine fun activities such as eating 
and shopping, hedonic technologies 
are unique in that they can be con-
sumed nearly anytime and anywhere 
with relative assumed privacy. This has 
been afforded by the advent of smart-
phones and ubiquitous high-speed 
data access (at least in the U.S.). That 
is, while rewarding behaviors such as 
eating may be equally or more reward-
ing than technology use, they typically 
cannot be performed as routinely. In 
addition, many hedonic technologies 
afford socialization with large groups, 
beyond the physical reach of users. 
This can be a highly rewarding facet, 
and it typically cannot be afforded to 
the same extent by other rewarding ac-
tivities. Whether these are meaningful 
or trivial differences remains to be 
seen from future research.

Both nature and nurture affect dif-
ficulties in moderation of fun activi-
ties. Regarding arguments for the nur-
ture component, many scholars argue 
it is driven by the way modern technol-
ogies are designed. Tech companies 
fight for their survival by trying to ac-
cumulate use time and engagement, 
which often translate into increased 
in-app purchases or advertising reve-

Hedonic  
technologies  
are unique in 
that they can be 
consumed  
nearly anytime  
and anywhere  
with relative  
assumed privacy.
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arrangements and potential conflicts 
of interest by computer and social sci-
entists working with tech providers. 
Take for example the Cambridge Ana-
lytica scandal, which was a non-scruti-
nized collaboration between academ-
ics and industry. Hopefully with 
further research, we will have greater 
clarity on these ethical issues, and bet-
ter insights on best academia-indus-
try collaboration practices. In the 
meantime, technology companies can 
help with this by making their consid-
erable anonymized user data available 
openly to scholars without restric-
tions regarding the favorability of 
scholarly findings for those technolo-
gy companies. They should also meet 
our concerns with open ears and 
minds. Academics, for now, can sim-
ply employ an ethical mind-set when 
getting involved in projects that may 
support excessive use.	
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shoot engagement into excessive over-
use. One useful test for ethics in this 
context is whether tech companies 
act like drug dealers, in that they ma-
nipulate people to use their products, 
their products are harmful, and they 
themselves do not use their products.5 
While there is a trend in Silicon Valley 
for some tech executives to send their 
kids to tech-free schools,12 it does not 
seem that tech executives avoid using 
their own products. The evidence re-
garding the harmfulness of technolo-
gy is also not conclusive, and does not 
apply to all users. Hence, on its face, 
it seems that tech companies pass at 
least some aspects of this ethicality 
test; yet their personnel present some 
worries about the potentially harm-
ful nature of technology, at least for 
young children.

There also appears to be little con-
sensus regarding the ethical ramifica-
tions of scientists’ involvement with 
technology companies and/or the use 
of AI for increasing engagement. Cer-
tainly, were scientists to knowingly en-
gage in actions they believed might be 
harmful to consumers; common eth-
ics principles are violated. However, 
there does not appear to be current 
evidence to support such claims. On 
its face, it does not seem to differ 
much from engaging food scientists 
for developing tastier foods. One can 
ask in this case, if the scientists add-
ing sugar to food while ignoring the 
implications (such as obesity, tooth 
decay) were ethical. This is of course 
not an easily resolved issue, but it 
should be discussed for ensuring we 
avoid moral panic, while ensuring us-
ers who need our help and protection 
receive it.

Recommendations
One thing that is clear is there is a 
need for further research to clarify 
concepts related to excessive use 
of technology. First, distinguishing 
whether excessive use behaviors con-
stitute a unique diagnosis or are bet-
ter conceptualized as risk markers, 
symptoms or red flags of established 
mental health disorders would be 
welcome. Second, current conceptu-
alizations of excessive use tend to rely 
on symptom profiles adapted from 
substance abuse. However, critiques 
of this method suggest it may be too 

easy to meet “addiction” criteria as 
applied to technology use (for exam-
ple, most people will feel some dis-
comfort/withdrawal when prevented 
from using their smartphones, but 
this “withdrawal” in non-comparable 
with the physical withdrawal people 
who quit substances feel). Research 
on symptom sensitivity and specifici-
ty is therefore needed. Third, it would 
be important to consider whether ex-
cessive use is distinct from overuse of 
non-tech behaviors such as shopping. 
If not, it may be of greater utility to 
consider an overarching behavioral 
overuse disorder category that could 
be applied to any behavior, rather 
than many microdiagnoses focused 
on specific behaviors.

Without this greater research clari-
ty, it is unclear what ethical advice to 
give to scientists working with tech-
nology companies. We note that know-
ingly developing technology (for ex-
ample, algorithms, AI) that would 
reasonably be expected to lead to ex-
cessive use among vulnerable individ-
uals would certainly be unethical. 
However, we feel that blanket prohibi-
tions against scientists working with 
technology companies, including re-
lated to non-pathological engage-
ment, are not yet warranted. What is 
needed, as a first step, is much greater 
transparency and scrutiny of funding 

Almost certainly,  
tech companies 
attempt to develop 
ways in which 
participants  
remain engaged, 
although the degree  
to which such 
mechanisms  
are harmful remain 
hotly contested.
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MOST EVERY TECHNOLOGY practitioner has a smartphone 
of some sort. Around the world cellular connectivity  
is more ubiquitous than clean, running water.  
With their smartphones, owners can do their 
banking, interact with their local government, shop 
for day-to-day essentials, or simply keep in touch  
with their loved ones around the globe.

It’s this ubiquity that introduces interesting 
security challenges and opportunities. Not even 10 
years ago, a concept like biometric authentication 
was a novelty, reserved only for specialized 
applications in government and the financial services 
industry. Today you would be hard-pressed to find 
users who have not had the experience of unlocking 
their phones with a fingerprint, or more recently by 
simply looking at the display. But there is more to the 
picture than meets the (camera’s) eye: Deep beneath 
layers of glitzy user interfaces, there is a world of 
secure processors, hardware-backed key 

storage, and user-identity manage-
ment that drives this deceptively sim-
ple capability.

Newer phones use these security 
features in many different ways and 
combinations. As with any security 
technology, however, using a feature 
incorrectly can create a false sense of 
security. As such, many app developers 
and service providers today do not use 
any of the secure identity-management 
facilities that modern phones offer. For 
those of you who fall into this camp, 
this article is meant to leave you with 
ideas about how to bring a hardware-
backed and biometrics-based concept 
of user identity into your ecosystem.

The goal is simple: Make it as hard 
as possible for attackers to steal cre-
dentials and use them at their leisure. 
Let’s even make it difficult for users to 
clone their own credentials to share 
with other users. In addition to this 
protection, let’s ensure that adding ex-
tra factors such as biometric authenti-
cation provides a stronger assurance 
of who the user is. Bringing keys and 
other secrets closer and closer to 
something that is physically attached 
to the user provides a stronger assur-
ance of the identity of the user who 
just authenticated to the device.

What Is a Digital Identity?
In the physical world, proving your 
identity might involve checking an 
identity document such as a passport, 
visa, or driver’s license, and matching 
a photo or other biometric printed on 
that document. The value of forging 
these documents is quite high, so na-
tion-states and other identity issuers 
go to great lengths to make this diffi-
cult. At the same time they must make 
it easy for a verifier to catch even the 
most sophisticated forgeries. There is a 
whole industry behind designing se-
cure documents (for example, https://
www.jura.hu), developing anti-forgery 
technologies (https://www.muehlbau-
er.de), and producing these documents 
at scale. Of course, these efforts are 
not foolproof, and sometimes the 
most sensitive use cases warrant a 
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closer inspection of the identity docu-
ment, using “secret” security features 
embedded in the document itself.

In the realm of technology, an iden-
tity is proven through some sort of cryp-
tographic scheme, the identity itself be-
ing embodied in a secret key held by the 
user. Simply possessing this secret, 
however, is often not enough: Like a 
physical identity document that doesn’t 
have a photo to identify the possessor, 

some cryptographic secrets can be sto-
len and used by anybody. For most use 
cases, the policy around how a secret is 
stored becomes critical. A private key 
stored on a laptop’s hard disk might not 
be as trustworthy as a private key stored 
in a smart card.

Consider, for example, the classic evil 
maid attack in which the attacker uses 
privileged access to a physical space 
(such as a private residence) to alter, 

steal, or simply use a device or creden-
tials in a way that the owner would be un-
able to detect. Where you store a private 
key can make a difference. While an evil 
maid might be able simply to copy a pri-
vate key stored on a laptop’s disk, he or 
she could not easily do so on a smart 
card, which is hard to clone and extract 
material from. The evil maid would not 
be able to walk away with a smart card 
without you noticing, and cloning the 
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phones either have a completely sepa-
rate chip (such as, Google’s Titan M 
chip in the Pixel 3 and later) or imple-
ment the SP as a TEE using Trust-
Zone,9 an ARM-proprietary secure vir-
tualized state of the application 
processor CPU.

The SP has a dedicated secure region 
of memory that is encrypted and usual-
ly authenticated.3,6 This encryption also 
protects the secure memory from at-
tackers in physical possession of the 
phone, as well as preventing the AP 
from altering or recovering the SP’s 
state. Without access to the keys used 
to encrypt memory, anyone would have 
a difficult time recovering the raw 
memory contents. This is a hardware-
enforced control on the modern SoC 
(system on a chip) such as those from 
Apple or Qualcomm. Any breach of this 
control would be catastrophic, allowing 
the AP free access to any of the SP’s sen-
sitive data in memory. (A vulnerability 
in the SP’s software would allow an at-
tacker to gain access to the SP’s memo-
ry in a way similar to what the secure 
hardware is trying to prevent. If this 
poses too large a risk for your applica-
tion, you might want to think about 
other hardware secure tokens, such as 
YubiKeys, or even building your own.)

The SP also has access to its own set 
of peripherals (such as the fingerprint 
sensor or secure external devices for 
payment processing or secure data 
storage) that are inaccessible to the AP. 
Certain features of the SoC, such as 
cryptographic keys that give a smart-
phone its unique identity, are also ac-
cessible only to hardware available ex-
clusively to the SP. The keys to encrypt 
all the long-term storage for the secure 
processor are usually stored using this 
type of mechanism.

The persistent storage for the SP in-
cludes a number of important pieces of 
data, including secret keys generated by 
applications, biometric templates rep-
resenting authorized users, and keys 
that uniquely identify the phone. In 
most implementations, these bits of 
data are cryptographically wrapped us-
ing the long-term storage keys, making 
them accessible only to the software 
running in the SP. The persistent data is 
then handed back to the AP for long-
term storage in flash. This wrapping 
process keeps this information safe and 
ensures that no applications running 

card in short order is a difficult task with 
most modern implementations. It’s also 
easier to keep a smart card on your per-
son at all times, thus keeping it out of 
the clutches of the evil maid.

Mobile Phones as Secure Keystores
Many years of development, hard-
learned security engineering lessons, 
and practical experiences have led to ex-
tensive security capabilities in most 
modern smartphones. Before discuss-
ing the use of a mobile phone as an iden-
tity management device, let’s define 
what this device looks like at a high level.

Figure 1 shows the idealized smart-
phone. Note the division between the 
AP (application processor) and SP (se-
cure processor), and how they control 
different aspects of the phone.

The parts of a smartphone are fairly 
simple:

	˲ A display.
	˲ A biometric sensor (facial recogni-

tion, fingerprint recognition).
	˲ A “secure” processing environ-

ment, or SP. (GlobalPlatform prefers 
the terminology trusted execution en-
vironment, or TEE. Architecturally, 
these are similar in concept, but the 
use of SP avoids confusion with ter-
minology that is often used to refer 
to the Android-specific implemen-
tation). The SP is where specialized 

security software runs, such as Ap-
ple’s SEPOS (Secure Enclave Proces-
sor operating system) or Qualcomm’s 
QTEE; all memory-containing pro-
gram code and data associated with 
the SP environment is protected such 
that not even other CPUs on the same 
chip can access the SP data (more on 
this later).

	˲ A secure storage environment, 
where secrets and other sensitive infor-
mation for the SP are stored.

	˲ The “application” processing en-
vironment, or AP, where apps and the 
phone’s operating system (such as iOS 
or Android) run. The AP can commu-
nicate with the SP only through a lim-
ited channel.

One assumption made here is that 
the device is normally in the user’s pos-
session. Also, additional protections 
such as a PIN are assumed to be strong 
enough to protect the device from an 
adversary. While it’s interesting to 
think about the attacks a nation-state 
with unlimited resources could pull 
off, designing to such a high standard 
is not always practical.

With this smartphone model you 
can start reasoning about how to con-
struct a security system. Think of the 
SP and AP as two separate worlds on 
one phone. For the iPhone, Apple in-
troduced the SEP. Most Android 

Figure 1. The idealized smartphone.
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on the AP would be able to pretend they 
are the SP. More importantly, wrapping 
prevents malicious parties from ex-
tracting secrets from the phone and 
cloning them (or worse, subtly corrupt-
ing these secrets).

The SP, compared with the AP, runs 
an extremely simple, minimal operat-
ing system. Typically third-party apps 
can’t be installed in this environment, 
and the code that does run is purpose-
built—just for the security applica-
tions required for the device. This is 
designed to minimize the exposed at-
tack surface and reduce the probabili-
ty of software vulnerabilities compro-
mising the integrity of the SP. As you 
know, software, even in the SP, is never 
actually perfect.10

All communication between the SP 
and AP is highly regimented. By design, 
the AP cannot access the memory of the 
SP, but the SP might be able to see some 
of the AP’s memory. All communica-
tion between the two worlds is through 
RPCs (remote procedure calls), serializ-
ing all arguments and data to be passed 
from the insecure world to the secure 
world (or vice versa).

Operations defined with this RPC 
mechanism are usually quite high lev-
el. For example: “Generate key pair” 
generates a new key pair with parame-
ters specified in the command; it then 
returns the public key and the key ID 
as a response, “Sign blob with key 
pair,” which takes the key ID and a 
pointer to a blob of data, then returns 
the signature as a response. These op-
erations are inflexible, but that is by 
design: Flexibility introduces more 
ways things can go wrong.

Figure 2 shows the logical division 
between the SP and AP. Note how the SP 
has its own private encryption hardware 
and how that hardware is the only way to 
access key material generated during 
manufacturing. This protects the key 
even from software compromise. Most 
SPs do not have enough flash memory 
for storing all the keys needed but in-
stead pass their data, encrypted using a 
key only accessible to the SP, to the AP 
for long-term storage. Secure memory 
protection prevents the AP from being 
able to “see” what is going on in the SP’s 
memory space, but lets the SP read and 
write the AP’s memory space.

Figure 3 shows the usage sequence 
for any key generated and held by the 

SP. Note how the AP can request use of 
the key only through specific RPCs and 
never accesses the private key itself. 

One important lesson to take away 
is that there is a carefully choreo-
graphed dance occurring between 
hardware and software running on 
both the AP and SP to implement the 

security features of a modern phone. 
One mistake, and the entire security 
model could be compromised.

The final piece of the puzzle to con-
sider is where a phone’s identity comes 
from. Establishing trust requires a bit 
of proof that the phone was manufac-
tured to the expected security standard. 

Figure 2. The logical division between the SP and the AP.
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that must be kept secret and can be 
used to generate cryptographic proofs 
(in the form of digital signatures), and 
a public key, which can be used by an-
other party to verify these signatures. 
The private key must be used under 
the most controlled circumstances—
using the most protected of hardware, 
ensuring nobody could capture the 
private key. In the smartphone model 
of Figure 1, this means all operations 
performed with the private key are 
done in the SP’s environment.

Keys And Attestation
It is very difficult to consider the trust-
worthiness of a private key and the pol-
icy with which it is stored without hav-
ing a way to verify these attributes. How 
do you gain confidence that the keys 
you are generating have been stored in 
an actual SP?

The process of key attestation uses 
another private key, usually the one 
installed during manufacturing, to 
form a proof. This proof is in the form 
of structured data that contains the 
public key you generated and the attri-
butes of the key, including whether or 
not a biometric factor is required to 
access this key and other policies 
around its usage. When this data 
along with a proof of validity for the 
key unique to the hardware, plus the 
detailed security policy of the device, 
are considered together, you have 
what is needed to decide whether or 
not to trust that a key is stored in se-
cure hardware with the specified poli-
cy. Let’s review the mechanisms for 
expressing this attestation.

Identity secrets and certificates. 
Any identity verifier will need a public 
key to perform some sort of verifica-
tion. That key can be shared freely, 
unlike the private key that is held as a 
secret in the device’s SP. Some plat-
forms, such as Apple’s SEP, allow the 
user to generate key pairs on the NIST 
P-256 elliptic curve. Conversely, An-
droid’s hardware-backed keystore 
implements the RSA (Rivest-Shamir-
Adleman) scheme.2

A public key on its own is ambigu-
ous and hard to know anything about; 
all a public key consists of is a large 
integer (or pair of integers, in the gen-
eral case of elliptic curve cryptogra-
phy) and no other unique metadata. 
To show the purpose of the key and to 

Traceability back to a secure manufac-
turing process requires that the device 
have a cryptographic secret programmed 
into it during manufacturing, which 
can be tracked to the manufacturer. A 
proof of identity signed with this manu-
facturing secret, combined with knowl-
edge of the physical security of a device 
holding the key and the software poli-
cies around how and where a key you 
generated might be used, allows you to 
decide how trustworthy an identity you 
generated on a device really is.

Basic Identity Model
By now it should be clear that most re-
cent phones have all the pieces required 
to create a digital identity. How can de-
velopers use those pieces to build up an 
identity that allows them to authenti-
cate a user running an app on the phone 
to access a service that runs in the cloud 
or some on-premises infrastructure?

There is a common lifecycle for any 
identity you generate to support au-
thenticating a user to your application. 
The basic steps, whether for a smart-
phone, stand-alone biometric token, 
or otherwise, are:

1.	 Enrollment. This kicks off the pro-
cess to generate required keys.

2.	 Attestation and delivery. This veri-
fies that keys are secure, safely stored, 
and difficult to extract and clone. If this 

succeeds, you can deliver some form of 
identity to the device for future use.

3.	 Usage. The keys are used, perhaps 
for mutual TLS (Transport Layer Secu-
rity) authentication or some other out-
of-band authentication protocol.

4.	 Invalidation. When something 
about the user or the phone changes in 
some way, the user identity keys should 
be erased, forcing the user to re-enroll.

As we look at the various tech-
niques involved in making such an 
identity model work, we will expand 
on what each of these steps means for 
your application.

Key Pairs
In practical applications, cryptographic 
identities are represented using asym-
metric key pairs. While the details of 
asymmetric cryptography are well be-
yond the scope of this article, the au-
thor recommends An Introduction to 
Mathematical Cryptography by Jeffrey 
Hoffstein, Jill Pipher, and J.H. Silver-
man (Springer 2008) for a deep dive 
into how cryptographic schemes 
work; Practical Cryptography by Niels 
Ferguson and Bruce Schneier (Wiley, 
2003) is also a great, albeit slightly 
dated, reference. 

Without going into great detail, 
asymmetric keys can be said to be 
composed of two parts: a private key 

Figure 4. A sample key attestation X.509 certificate chain.
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show any policy checks that were 
done as part of creating the key, there 
must be a container to carry metadata 
about the key, as well as a signature 
wrapping this container to allow a re-
cipient to verify the authenticity of 
this information. 

The most common form of this veri-
fication is an X.509 certificate, which is 
an ASN.1 (Abstract Syntax Notation 
One) DER (Distinguished Encoding 
Rules)-encoded object that contains 
many fields, including:

	˲ When a certificate becomes valid 
to use.

	˲ When the certificate is no longer 
valid.

	˲ Who verified the authenticity of 
the party holding the private key of the 
certificate.

	˲ The public key itself.
	˲ A signature from the trusted au-

thority who validated the attributes of 
the key and created the certificate, 
showing the authenticity of the certifi-
cate’s contents.

Usually an X.509 certificate is 
grouped with a set of authority certifi-
cates that represent who authenticated 
the contents of the certificate. This 
complete set of authority certificates, 
along with the end entity being authen-
ticated, forms a certificate chain.

The key attestation process relies on 
the SP to perform a series of steps that 
result in an X.509 certificate chain that 
shows the provenance of the device 
back to some authority. An iPhone is 
tied to an authority run by Apple, while 
for Android this authority is Google. 
Figure 4 shows a sample key attesta-
tion X.509 certificate chain.

Of course, X.509 certificates are 
ubiquitous. Key attestation is only one 
limited use. An X.509 certificate chain 
can be used to identify a service or a 
user uniquely, as is frequently done for 
web applications. An X.509 certificate 
issued for a user would be joined with a 
private key stored in hardware. After 
verifying that a key is held in secure 
hardware and that the policy for that 
key matches expectations, you would 
then issue your own X.509 certificate to 
the user for the key you just attested. 
This means that you do not need to ver-
ify a key attestation every time you want 
to authenticate the user; it also lets 
other parties that trust you as the iden-
tity provider verify your user’s identity.

Biometric factors. Most smart-
phones include a biometric factor: the 
bare minimum these days is a finger-
print sensor. Facial recognition is in-
creasingly present in high-end devic-
es, but in the era of COVID-19, where 
most people are wearing masks, the 
convenience of facial recognition has 
been reduced. In fact, to maintain se-
curity guarantees Apple made pass-
code unlocks easier to perform.4

A phone must be personalized for a 
biometric factor to be usable by an ap-
plication. This means a user must en-
roll at least one biometric factor 
through the system’s mechanism. An 
app developer has to make the critical 
assumption that the user who person-
alizes the phone is the owner of the 
phone or an authorized user. 

For many use cases, biometric fac-
tors exist as a convenience. Rather 
than typing a long passcode every time 
a user wants to unlock a device, the 
user can simply present a biometric 
factor to prove who he or she is. Most 
devices require that the user provide 
the passcode at least once every seven 
days, as well as after a reboot or other 
system events. Reducing the frequency 
of entering a long passcode means us-
ers are more likely to choose long, 
complex passcodes, improving overall 
device security.

Both iOS and Android make it pos-
sible to set a flag such that a key can be 
used only if the user has successfully 
performed a biometric authentica-
tion—providing that extra level of con-
fidence and forcing the proof of pos-
session of the biometric factor. (An 
incident in Malaysia shows the ex-
tremes to which car thieves were will-
ing to go to steal a biometric factor to 
unlock a Mercedes S-class.8 Most fin-
gerprint sensors today have some form 
of liveness detection to thwart this 
kind of grisly attack.)

Biometric authentication can en-
sure someone is not sharing a pass-
code among multiple users or has not 
had a passcode shoulder-surfed while 
unlocking the phone. Requiring users 
to prove who they are before perform-
ing a cryptographic operation provides 
some assurance that they are at least 
physically present and authorized to 
use the device. The SP performs the en-
tire biometric authentication process, 
ensuring that any operations involving 

biometric templates occur in a secure 
environment and that tampering with 
the templates isn’t practical.

Most implementations have a se-
cure channel between the SP and the 
biometric sensor. This makes stealing 
a biometric factor and replaying it later 
difficult to accomplish. Wrapping the 
measured biometric values in a secure, 
authenticated channel makes replay 
attacks, where the communication be-
tween the sensor and the SP is cap-
tured, impractical. This provides a 
stronger assurance that the sensor is 
physically present.

For evidence of why this secure 
channel is important, you do not have 
to look far. In 2018, researchers at 
Technische Universität Berlin demon-
strated an attack where they recovered 
a latent fingerprint image from a phys-
ical card, then removed the finger-
print sensor and built a device to sim-
ulate the fingerprint sensor 
transferring that image to the host 
CPU.7 Since there were no security 
features to authenticate the commu-
nication between the fingerprint sen-
sor and the CPU itself, the attackers 
were able to unlock the card without 
the original finger being present. This 
failure shows why it’s important for a 
secure channel to exist between the 
sensor and the SP, including the ability 
to authenticate all communications 
between the two.

Finally, a policy decision is need-
ed: Do you continue to trust an iden-
tity you generated if a user has added 
new biometric enrollments on his or 
her phone? This could indicate some 
sort of compromise of the device. It 
could also indicate the user was hav-
ing trouble with the biometric factor 
and tried to re-enroll, or perhaps the 
user’s children added their own en-
rollment so they could more easily 
buy in-game currency. This is a secu-
rity and usability trade-off to consid-
er. Both Android and iOS enable a 
policy that will delete a key if any bio-
metric factors have been added.

Trust is a business decision. When 
a manufacturer imbues a smartphone 
with a cryptographic identity on the 
manufacturing line, it has made an as-
sertion: This phone was manufactured 
in a trusted environment, to specified 
standards. At this point, businesses need 
to make a decision: Do they believe 
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Establishing an Identity: 
Android Style
On Google Android devices, a hard-
ware-managed identity is created using 
the hardware-backed keystore, often 
run in the TEE, the Android implemen-
tation of the SP. An application can 
specify a number of characteristics for 
the key pair to be used:

	˲ The asymmetric encryption scheme 
to be used (RSA, EC, among others) and 
the size of the key.

	˲ Whether or not the user needs to 
have a PIN code, biometric factor, or 
other requirements to be able to gener-
ate the key at all.

	˲ Whether or not the user needs to 
present a biometric factor or simply 
have recently unlocked the phone (or 
have not done anything at all) to use 
the key.

	˲ The purpose or usage of the key 
(whether it’s supposed to be used for 
signing, encryption, and so on).

	˲ An attestation challenge, a num-
ber-used-once (nonce) that was gener-
ated specifically for this enrollment at-
tempt by your back-end application, to 
avoid replay attacks. This must not be 
shared between enrollment attempts 
and must be a cryptographically ran-
dom string.

After the key is generated, the app 
can request an attestation for the key. 
This returns an X.509 certificate chain 
with the following members:

	˲ The key attestation certificate, the 
end-entity certificate of this chain, con-
taining the key just generated, the attes-
tation challenge nonce, and the policy 
associated with the key. This is signed 
with the device attestation key. This type 
of certificate is issued to the device only 
if it has a hardware key store.

	˲ An intermediate certificate, repre-
senting and attesting the device attesta-
tion key. This is shared, along with the 
private key, with 9,999 other devices.

	˲ Another intermediate, which is as-
sociated with a batch, used to issue the 
device attestation key certificates.

	˲ Google Hardware Attestation 
Root certification, representing the 
root of Android device identities. This 
is held by Google, hopefully in a very 
secure location.

These certificates are then passed to 
your back-end service for verification 
and to validate that the policies and 
metadata match expectations. Secure 

this standard is sufficient for their 
threat model? 

They are deciding whether to trust 
the assessments that Google and Apple 
have made of their manufacturing pro-
cesses. Proving the authenticity of a de-
vice is one of the major challenges fac-
ing developers today, but it’s critical for 
them to complete the enrollment pro-
cess and decide if they trust the device 
to hold on to the secret for normal use.

For modern Android phones, 
Google provides this assertion. Each 
Android phone that is built to the re-
quirements Google has set out will re-
ceive an X.509 certificate chain, gener-
ated for a private key that is held by the 
secure hardware on the device. The 
end entity of this chain is a certificate 
specifically for this device. Thus, this 
certificate chain can be provided for 
outside parties so they can verify the 
authenticity and trustworthiness of a 
particular smartphone. 

This process is also an attestation—
attesting the authenticity and unique-
ness of a particular phone. It is worth 
noting that Google generates an attes-
tation key that is shared among up to 
10,000 devices, making it difficult to 
track users directly (more detail about 
this later).

By extension, generating another 
key and associated certificate, subor-
dinate to the device identity certifi-
cate, will produce a key attestation 
certificate. Signing this key attestation 
certificate with the secret key held in 
secure hardware could support the 
claim that all the data held in the cer-
tificate is true and valid, assuming the 
integrity of the software and hardware 
in the SP has not been compromised. 
This becomes an authenticated, tam-
perproof way of transporting data 
about the state of the world as the SP 
sees it to the outside world. Short of 
stealing the private key for device 
identity, an attacker would have a hard 
time forging one of these key attesta-
tion certificates.

This is not a panacea. As discussed, 
software bugs might allow attackers to 
extract secret keys and use them to cre-
ate seemingly valid, but forged, certifi-
cate chains. Hardware bugs could ex-
pose sensitive data from the SP to the 
AP or an outside attacker. Again, you 
must make a business decision: Is this 
software and hardware sufficiently well 

designed to trust with sensitive access 
credentials for your service? Do you 
trust Google as an authority to assess 
whether or not a phone is secure 
enough to store sensitive secrets used 
to identify your users? Is Google stor-
ing the attestation keys securely 
enough to ensure they cannot be sto-
len? One other risk to consider: Could 
the phone manufacturer have tam-
pered with the software that runs in the 
SP? That would completely undermine 
the trust model.

Key attestation has another bene-
fit: By proving a key is stored in secure 
hardware, you can also have some as-
surance that an attacker isn’t simply 
emulating trusted hardware. As long 
as no party is able to extract the device 
attestation key from the phone, this 
assertion will hold true. Malware with 
enough sophistication to emulate 
cryptographic APIs is not unheard of, 
and an attacker who can steal all keys 
generated by an app would allow that 
attacker to subvert any sort of trust 
model. As the secrets are held in se-
cure hardware, even an altered ver-
sion of your app wouldn’t be able to 
steal these secrets, further protecting 
your users.

Unfortunately, while Apple imple-
ments these capabilities in its Secure 
Enclave, the ability to leverage this at-
testation is not yet broadly exposed to 
third-party app developers. This means 
that you need to take a leap of faith in 
the enrollment process for any sort of 
identity on an iPhone, since verifying 
that your keys are actually stored in se-
cure hardware is impossible. The iOS 
14 developer release introduces app at-
testation, but this functionality had 
not been enabled for developer experi-
mentation as of this writing. The new 
API also does not expose the means to 
control whether or not a biometric fac-
tor is required to unlock the key, limit-
ing its usefulness for many identity 
management applications.

Google has exposed these features to 
apps since Android 7, though generally 
devices that shipped with Android 8 or 
later implement all the required capa-
bilities. Since Apple has not revealed 
how it will ultimately expose key attesta-
tion and biometric identity functionality 
to third-party apps, let’s explore how to 
use Android’s features for key attesta-
tion and establishing an identity. 
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hardware is the only place that the de-
vice attestation key resides; this is the 
only way the end-entity certificate, the 
key attestation certificate, can be gen-
erated. If the certificate chain is rooted 
in the Google Hardware Attestation 
Root, then the key is stored in hard-
ware that Google believes to be secure.

Recommendations and sample 
code on how to perform key attestation 
for Android are available on the An-
droid developers website.1

What about the other 9,999 phones 
with the same certificate? Sharing the 
same key attestation certificate among 
10,000 devices certainly seems coun-
terproductive from a security perspec-
tive. This means that attestations from 
any phones in that group are indistin-
guishable. How can you be assured 
that an identity is unique? Several miti-
gating factors lower the risk.

First, the keys used by the SP to wrap 
secure material are unique to each 
phone. Therefore, even if you found two 
phones with the same key attestation 
certificate, you would not be able to 
swap keys generated by one device with 
the other. This meets the requirement 
that identity keys must be difficult to ex-
tract or clone. The key attestation cer-
tificate gives you assurance only that 
the hardware-backed keystore is hold-
ing on to your keys—it is not meant to 
be used as an identity on its own. As dis-
cussed earlier, you would want to gen-
erate your own X.509 certificate for the 
key held in secure hardware after verify-
ing the attestation is accurate.

Second, each attestation should be 
tied to some other identity verification 
operation during the enrollment pro-
cess. For example, when a user logs in 
to your app for the first time, your ap-
plication would generate a unique 
challenge. There is a limited horizon 
for how long this challenge should be 
valid—likely on the order of tens of sec-
onds. This means that replaying a key 
attestation from another device with 
the same key attestation certificate 
would be difficult; the challenge would 
limit how long such an attestation 
could be valid. Of course, once a user 
has successfully authenticated to your 
service, that challenge immediately be-
comes invalid, so even knowing this 
challenge would make it difficult for an 
attacker to exploit this property with-
out a user knowing something is up.

With this level of care during the 
initial enrollment stage, sharing key 
attestation certificates among devic-
es should not pose a major threat to 
your service.

Revisiting the Identity Model
Let’s revisit the identity model and fill 
in some details about how an imple-
mentation might work.

First, there is a core assumption 
that the user has personalized his or 
her phone by registering a fingerprint, 
facial recognition, or other biometric 
factor. Personalization is a prerequisite 
for any biometric factor to be usable.

Once the user has completed the 
personalization process, you need to 
generate an identity unique to your ap-
plication in the user’s secure hardware. 
Typically this is done the first time a 
user authenticates to your service, per-
haps using an alternative second fac-
tor. Let’s review this in the context of 
the lifecycle described previously:

1.	 Enrollment. After authenticating 
the user some other way (for example, 
username, password, one-time pass-
word, challenge on screen as a QR 
code), you can generate a unique 
asymmetric key pair that will be used 
to authenticate the user in the future. 
The private key is stored by the SP, and 
the app developer needs to specify the 
parameters of the key, what is re-
quired for the user to unlock this key, 
and so forth.

2.	 Attestation and delivery. Verify that 
the parameters (usage policies, key 
lengths, etc.) around the secret meet 
your requirements, performing the fi-
nal checks on your service back end. 
This is a comprehensive set of checks 
that gives your back-end application 
some assurances of: where the key is 
held; what the user must do before the 
key can be used by a program (for ex-
ample, provide biometric proof); what 
the SP should do when the phone’s pa-
rameters, such as fingerprint or facial 
recognition templates, change (for ex-
ample, invalidate key); and what type of 
biometric parameter can be used to 
unlock the key for use. If the attesta-
tion checks match expectations, you 
can issue an identity certificate chain 
to the user and store that on the device 
for future use.

3.	 Usage. An identity can then be 
used, based on the policy defined 

Proving the 
authenticity of a 
device is one of the 
major challenges 
facing developers 
today, but it’s 
critical for them 
to complete the 
enrollment process 
and decide if they 
trust the device to 
hold on to a secret 
for normal use. 
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could be used to further disambiguate 
who you are.

Conversely, Apple has a centralized 
attestation authority. The most naive 
approach would involve Apple attest-
ing each key in the SEP by asking its 
centralized authority to generate a cer-
tificate. The Secure Enclave encrypts a 
blob of data containing information 
about the attributes of the key, the pub-
lic key itself, the app that requested the 
attestation, and unique identifiers for 
the phone. This encrypted blob is then 
handed to Apple’s attestation authority 
service, which looks up the device, 
manufacturing details, whether or not 
it’s been marked as stolen (through 
Find My iPhone), and similar device 
posture checks. If everything lines up, 
the service will return an X.509 certifi-
cate chain for the key in question.

The upside of this is that the attesta-
tion intermediate authority is tied to 
Apple, not to a secret stored in the 
phone, a huge benefit for user privacy. 
This means you’re rooting your trust in 
Apple authenticating the phone, and 
you know the phone is real—but you 
don’t know exactly which phone this is. 
You do not know if any attestations for 
different apps are from the same de-
vice, a huge privacy benefit. This naive 
approach could give Apple a lot of fine-
grained information (beyond the scope 
of App Store telemetry) about how 
you’re using your iPhone and what apps 
you’re using. That’s a huge responsibil-
ity to hold onto that information.

The details of key attestation for iOS 
remain to be explored, as Apple has 
just announced a subset of the func-
tionality to be released in iOS 14. This 
is not helpful for many user identity 
use cases, since there is no ability to re-
quire biometric factor verification be-
fore using the app attestation key.5

Think of the User!
Any identity management or security 
feature you add to your app must con-
sider user experience. While factors 
such as biometric authentication make 
life easier for users, a poorly planned 
policy for your app can result in a disap-
pointing user experience. The impor-
tant part of all this is to make several 
judgment calls—including whether 
you need a biometric factor at all for 
your app to achieve its desired level of 
proof of user identity.

during enrollment and verified dur-
ing attestation. This could be used 
along with a client certificate to verify 
identity when connecting to a back-
end service—for mutual authentica-
tion of TLS sessions—or used to sign 
a cryptographic challenge that is pro-
vided out of band.

4.	 Invalidation. Some events can in-
validate a user’s identity—for example, 
changing the user’s PIN, adding bio-
metric templates, or other changes to 
policy that affect the security of the 
phone. These changes would mean 
there is no way to guarantee that who-
ever originally generated the identity is 
still in possession of the phone. The 
user must re-enroll in order to get out 
of this state. Return to step 1.

How to Use a Digital Identity
Once the hard work of establishing an 
identity has been taken care of, the next 
step is to use that identity. Many use cas-
es might simply be able to directly use 
the secret held in the trusted hardware 
as a part of authenticating to a service 
through mTLS (mutual Transport Layer 
Security) authentication. The benefits of 
mTLS are significant: Requiring any 
communication with your back-end ser-
vices to be authenticated using this se-
cret means that no device without a val-
id, attested identity key pair will even be 
able to connect. Of course, this comes 
with a host of other challenges around 
certificate issuance and management 
that are outside of the scope here.

This certificate is an attestation of 
the validity of the generated identity, 
supplied by you as the service provider. 
This is done, of course, after the attes-
tation of the validity of the key for this 
purpose from the phone manufactur-
er. Lots of trusted authorities are in-
volved in this process.

In this case, you issue an X.509 cer-
tificate to authenticate a user through 
a PKI (public key infrastructure) you 
run yourself. The private key for the 
certificate is held exclusively in the 
phone’s secure hardware and can only 
be acted on in the secure hardware. 
This means that you have a measure of 
assurance that users connecting to 
your service are who they say they are 
(so long as the integrity of the SP has 
not been compromised).

Alternatively, a bespoke protocol is 
an option. A simple challenge-response 

protocol—where the SP is tasked 
with signing a nonce—works, espe-
cially for legacy environments where 
OTPs (one-time passwords) have 
been implemented. Of course, the 
usual caveat around implementing 
any cryptographic protocols applies: 
Here be dragons. The challenges and 
risks inherent in building such pro-
tocols are too numerous to cover in 
this article, but suffice to say that if 
you are not aware of how wrong it can 
go, you should not be considering 
this approach.

Privacy Challenges
With any sort of unique identifier 
that is tied to hardware, the question 
of user privacy is inevitable. Some 
vendors do not want to build devices 
that make it easier for advertisers, 
hackers, or nation-state adversaries 
to track users. Cryptographic identi-
ties have the advantage that they are 
very hard to forge—but this cuts both 
ways, and privacy advocates are right-
fully concerned these identities could 
be used abusively to identify user be-
havior patterns.

The vendor is a threat. Remember 
that this whole security system is 
predicated on trusting the phone 
vendor. You are assuming that the 
vendor, in good faith, is not going to 
compromise the key storage and us-
age model such that malicious users 
can violate your security assump-
tions. Apple and Google both made 
different decisions on how to ap-
proach this trust model, and both 
models have trade-offs. The major 
differences crop up during the key at-
testation process, which is critical 
for the enrollment phase.

Google chose to attest on the de-
vice. This means Google has no visibil-
ity into what you are attesting, or that 
you are performing a key attestation at 
all—all the secrets and attestation cer-
tificate generation is performed by the 
TEE on the phone. What it also means, 
however, is that the attestation key 
could be abused by malicious apps to 
track users, and thus this approach 
has privacy implications. Reusing this 
key across 10,000 other devices does 
make it harder to track a single user 
based on the attestation key alone. Of 
course, the value of this is limited in 
that other factors about the device 
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One common mistake is thinking 
that proof of identity is required every 
time a user performs an operation. 
Requiring biometric verification ev-
ery time a key is used will have side 
effects for TLS connections, where 
users will constantly have to prove 
identity, multiple times over. This 
could get awkward as an app is back-
grounded and its network activity 
times out. In these cases, it is better 
to unlock a key for a longer period of 
time, such as the duration of the ses-
sion for which the user is likely going 
to use the app.

Enrollment is tricky—well-defined 
user flows are needed, especially once 
biometric authentication is integrated 
into the user’s login process for your 
app. Users have to know exactly what 
they’re doing at each stage, especially 
if there’s an out-of-band challenge/re-
sponse protocol involved in enrolling a 
user, such as a QR code on a webpage 
that contains a challenge for the app to 
prove the user logged in elsewhere, 
Also, make sure that feature and de-
vice state detection is well implement-
ed and fails rapidly, so users don’t get 
into a process and have confusing fail-
ures. Some common states you will 
need to check include:

	˲ If you are using these features, is 
biometric authentication enabled, and 
are there enrollments that would allow 
the user to authenticate? Is there even 
a biometric sensor present at all?

	˲ If you are relying on secure hard-
ware in the phone, have you checked 
that the hardware is present, enabled, 
and capable of providing the features 
you require?

	˲ Can you connect to the services that 
will perform the enrollment process?

An additional consideration is check-
ing whether or not the enrollment was 
successful. A dry run at enrollment to en-
sure that the user knows how to use the 
biometric capability is always helpful.

Never scare your users. Failures 
and error messages should be honest 
and succinct but friendly. A message 
along the lines of, “Your device is not 
secure enough,” is neither accurate 
nor appropriate. A vague message 
could scare and mislead a user. A mes-
sage that is too technical will train us-
ers to ignore error messages, which 
could be even worse down the road. 
Messages that explain specific failures 

in a user-focused fashion are critical, 
so users can either self-help or know 
who to contact for support.

Remember that requiring a bio-
metric factor for a key for which you’re 
generating a short-lived certificate 
will require the user to present the 
biometric factor just to sign the certif-
icate signing request. This can have 
an impact on the user experience dur-
ing certificate renewal, since every 
time users renew a certificate, they 
will have to present that factor. It 
might be tempting just to issue a long-
lived certificate and wash your hands 
of the matter—this isn’t necessarily 
the wrong thing to do, but it might not 
fit with your security model. 

Make sure that such trade-offs are 
considered carefully when integrating 
identity into your system. A longer-
lived identity certificate might make 
sense for an app that users are expect-
ed to interact with daily. A short-lived 
authorization might be preferred if the 
app is used infrequently, and an attes-
tation only has to happen during these 
rare interactions. 

Where Does This Leave Us?
There’s no easy answer when it comes 
to creating a usable, durable, and se-
cure user identity. Mobile phones offer 
a compelling option, especially where 
the right features and capabilities are 
available, but these are not consistent 
across the major smartphone plat-
forms today. When building these sys-
tems you will always have to make 
trade-offs, ranging from user experi-
ence challenges to limitations of the 
platforms themselves.

As you build such a system, you will 
find that the devil truly is in the de-
tails: How correct is your service in 
validating the attestation certificate 
chain? How do you adjust your policy 
as mobile-phone technology changes 
(think Apple’s migration to Face ID 
from Touch ID)? How do you handle 
various types of partially malformed 
attestation certificates? Do you want 
to trust Apple and Google with the 
crown jewels—how users access and 
authenticate to your service? Do you 
even have a choice if you want to lever-
age smartphones as identity devices?

Stealing a user’s credentials with 
such a scheme is now difficult. Mali-
ciously using the credentials is even 

more difficult if you require biometric 
authentication. To use the keys repre-
senting your user, the user would 
have to be prompted—how conve-
nient is that?

Unfortunately, until Apple provides 
such capabilities as a part of iOS and 
makes these features available to 
apps in its App Store, we are going to 
be a long way off from making strong, 
hardware-backed identity ubiquitous. 
Google, on the other hand, has provid-
ed this capability for several years, al-
lowing apps to take advantage of the 
attestation capabilities.	
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IN  2 011,  A  fictitious company was created by the U.S. 
Government Accountability Office (GAO) to gain 
access to vendors of military-grade integrated circuits 
(ICs) used in weapons systems. Upon successfully 
joining online vendor platforms, the GAO requested 
quotes for bogus part numbers not associated with 
any authentic electronics components. No fewer than 
40 offers returned from vendors in China to supply 
the bogus chips, and the GAO successfully obtained 
bogus parts from a handful of these vendors.3 The 
ramifications of the GAO findings are stark: The 
assumption of trusted hardware is inappropriate to 
invoke for cybersecure systems.

Injection of counterfeit electronics 
into the market is only a subset of vulner-
abilities that exist in the global IC supply 
chain. Other types of attacks include tro-
jans built into the circuitry, piracy of intel-
lectual property, and reverse engineering. 
Modern ICs are exceptionally complex 
devices, consisting of upward of billions 
of transistors, miles of micron-scale inter-
connecting wires, advanced packaging 
configurations, and multisystem integra-
tion into chips sized on the order of a U.S. 
quarter. These ICs are designed, manu-
factured, and assembled by an equiva-
lently complicated, globally distributed 
supply chain. A semiconductor company 
can have more than 16,000 suppliers 
spread around the world.10 While global-
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ization has drastically reduced industry 
costs by tapping inexpensive labor mar-
kets and economies of scale, it has simul-
taneously opened many windows of op-
portunity for attackers to maliciously 
modify hardware without the knowledge 
of original device manufacturers (ODMs) 
or their customers.

The tenet that “trust starts in silicon” 
underscores hardware as the root of secu-
rity upon which software protections are 
implemented. Secure systems cannot be 
architected on a foundation of compro-
mised hardware. Unlike software, there is 
no patch update that can fix a malicious 
hardware insertion short of replacing 
the device. Securing hardware is a mul-
tifaceted problem consisting of shoring 

up the manufacturing chain, develop-
ing robust means to detect malicious 
insertions, and designing systems to be 
secure against the inevitability of hard-
ware compromise.

Innovative research efforts spanning 
DARPA’s TRUST (Trusted Integrated Cir-
cuits) program to its LADS (Leveraging 
the Analog Domain for Security) pro-
gram emphasize the increasing spot-
light on hardware security as do high-
profile reports ranging from the Defense 
Science Board to the President’s Council 
of Advisors on Science and Technology. 
Modern economies and critical systems 
depend on IC technologies, making the 
ramifications of hardware attacks in-
creasingly dire.

The Spectrum of Invasive 
Hardware Attacks
An invasive hardware attack con-
sists of changing the physical layout 
of a single IC or assembly of ICs. 
Specific classes of attacks include 
hardware trojans that modify the 
layout of a legitimate IC during de-
sign and fabrication, counterfeit at-
tacks that substitute an illegitimate 
chip for a legitimate one, and assem-
bly attacks that include incorporat-
ing additional ICs in the end-user 
device. (This last type of attack was 
the subject of a now-famous 2018 
Bloomberg Businessweek article con-
cerning datacenter motherboards.8 
Even if the events of that article are 
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distribution, and second-hand supply-
chain stages. Insertion of malicious 
hardware trojans can occur at any stage 
during IC manufacturing.

Trojans can be categorized accord-
ing to the fabrication step at which they 
are inserted, to yield insight into sup-
ply-chain risk mitigation. The three 
classes of trojan insertion are pre-sili-
con, in-silicon, and post-silicon. Tro-
jans range in their impact on IC perfor-
mance (function change, backdoors, 
kill switches, decrease in service life-
time, information leakage), their acti-
vation mechanism (always on, inter-
nally triggered, externally triggered), 
their physical location on the chip (I/O, 
logic, memory, power distribution, 
clock), and the hardware abstraction 
level at which they occur.4

A pre-silicon attack occurs during 
the specification and design stages. A 
trojan can be inserted by changing 
functional characteristics during spec-
ification, such as timing or power con-
sumption, or by modifying features at 
different hardware-abstraction layers 
during design, such as register transfer 
level (RTL), gate level, transistor level, 
and place-and-route. Every stage of de-
sign and every software tool used dur-
ing design is a potential security vul-
nerability. The pervasive use of 
third-party IP cores and standard cell 
libraries in circuit design affords in-
creased opportunity for external par-
ties to insert malicious functionality. 
Computer-aided design tools can be 
tampered with to create compromised 
IC designs.9 Malicious modifications 
can even be made during the inclusion 
of design for test functionality before a 
design is sent to fabrication.

An in-silicon attack occurs during 
fabrication. An attack of this type re-
quires both detailed knowledge of and 
access to manufacturing stages for the 
targeted device. These attacks can 
range from editing or exchanging the 
masks to altering the types or concen-
trations of chemicals used during fabri-
cation. Changing the fine-tuned electri-
cal properties of IC materials can have 
serious impacts on the function and 
lifetime of the device. Altering transis-
tor dopant concentration can impact 
circuit function,1 and altered composi-
tion or dimension of interconnects can 
lead to increased electromigration of 
metal atoms and early circuit failure.

not verifiable, the attack described 
represents a realistic threat vector.)

An invasive attack seeks to incorpo-
rate a malicious capability in an end-
user device. An overt attack has signa-
tures that are potentially detectable by 
the targeted system once implement-
ed. Examples include kill switches that 
destroy a system’s function, backdoors 
that enable illegitimate access, and 
control circuitry that changes a sys-
tem’s behavior. A covert attack seeks to 
operate undetected for long periods of 

time, often with the objective of col-
lecting information to route to the at-
tacker, and may never be detected. The 
execution of a hardware attack requires 
knowledge of how ICs are fabricated 
and how they can be compromised.

Semiconductor manufacturing in-
cludes hundreds of steps from speci-
fication to distribution, providing 
many opportunities for invasive attacks 
(see the accompanying sidebar). Coun-
terfeit attacks and assembly attacks 
are conducted during the assembly, 

Break open your laptop and you will find on the order of 100 to 1,000 ICs. These range 
from the CPU to microprocessors to memory. Each of these circuits has crossed the 
globe multiple times, moving among geographically distributed supply-chain vendors 
during their evolution from an initial specification to final assembly as a component in 
the machine sitting in your home or office. IC manufacturing can be broken into three 
primary stages—design, fabrication, and assembly and testing—each of which presents 
opportunities for hardware to be altered or assembled systems to be compromised.

Specifications and Design
Designing a new IC begins once the desired specifications for the chip are established. The 
specs determine the required performance of a chip for a targeted environment, including 
function, power, size, and timing. Semiconductor design is typically undertaken by teams of 
engineers who translate the IC specification into a register transfer level (RTL) description 
of the circuit in an HDL (hardware description language) such as VHDL (Very High-speed 
Integrated Circuit HDL) or Verilog. The RTL description is synthesized into a gate-level 
netlist using the logic gates and components from the desired technology library. The 
netlist is then converted to the transistor level with a fully placed and routed physical layout 
(shown in a GDSII file, the standard format used to represent the layout) using electronic 
design automation (EDA) software, thereby completing the circuit description.

Design is undertaken by both IDMs (integrated device manufacturers) that own 
fabrication facilities and fabless semiconductor companies that outsource semiconductor 
manufacturing. Throughout the design process, engineers incorporate IP from external 
vendors. The third-party IP companies develop and license circuit blocks, called IP cores, that 
are integrated into the overall design of a new chip. IP cores can take the form of synthesizable 
RTL or of a GDSII representation of the fully placed and routed core design. Leading IP 
vendors can have their IP cores included in tens of billions of chips manufactured each year.

Fabrication
Completed GDSII files are sent to a semiconductor fabrication facility, called a foundry, 
for manufacturing. Foundries are either owned and operated by IDMs or exist as stand-
alone fabrication companies contracted by fabless semiconductor companies. GDSII files 
are converted by the foundry or a third party into mask sets that are used for patterning 
the physical circuit layout into layers in a silicon wafer during photolithography.

The full fabrication process includes multiple steps of material deposition, etching, 
and patterning, along with the processes of ion implantation and annealing that 
fine-tune electrical properties of the integrated elements. Once the transistor level has 
been fabricated, patterned metal wires are deposited to link transistor elements. The 
geometrical configuration of these interconnections is optimized for the functional 
specification of the chip, with complex ICs having upward of 20 metal layers. A completed 
fabricated wafer is tested and cut into individual silicon chips (dies) that are shipped for 
assembly and further testing.

Assembly, Testing, and Distribution
The packaging of individual silicon dies creates a protective interface between the die and 
the external environment. Package integration incorporates the silicon die with package 
wiring, substrates, heat spreaders, and ground planes, thereby creating the required 
electrical, mechanical, and thermal environment for the chip to interface properly with 
an external system. The packaged ICs are tested, binned according to performance, and 
distributed to electronics assembly plants that incorporate the ICs into end-user products.

From Specs and Sand 
to Semiconductors: 
How ICs Are Made
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A post-silicon attack is conducted 
after fabrication is completed. Attacks 
that can occur at this stage include cir-
cuit editing, modified package-level 
circuitry, untrusted testing that fails to 
reveal trojans, package counterfeiting, 
and malicious assembly of trusted ICs 
on a printed circuit board. Assembly at-
tacks can manifest as the inclusion of 
unwanted ICs or the use of unshielded 
connections between trusted ICs and 
their environment, giving rise to elec-
tromagnetic-coupling-mediated infor-
mation leakage.

Detecting Invasive Attacks
Many variants of hardware trojans can 
be implemented to achieve a range of 
attacks: from the addition of extra 
transistors creating new logic to the 
modification of the wire width of the 
clock distribution network introduc-
ing clock skew. Overt kill switches and 
shortening of service lifetimes to co-
vert backdoors and information leak-
age also have different activation 
mechanisms. Some trojans are always 
on, whereas others require either in-
ternal or external triggers for attack 
payload activation. A universal objec-
tive for all trojans, however, is to es-
cape detection throughout manufac-
turing and deployment until the 
trojan’s attack is executed.

A trojan is designed to be of mini-
mal size and consume minimal re-
sources on a chip, posing a serious 
challenge to any effort to detect it. Be-
cause of the potential impact of hard-
ware attacks, extensive research efforts 
have led to the development of sophis-
ticated means of detecting trojans, but 
there is no smoking gun that ensures 
the trust of an IC. In principle, detec-
tion can be accomplished either by ac-
tivating the trojan and observing its 
impact on chip performance compared 
with known performance specifica-
tions, or by comparing the question-
able design or fabricated chip with the 
physicality and functionality of a trust-
ed (golden) copy. Methods for detect-
ing pre-silicon attacks differ from 
those for in- and post-silicon attacks, 
the latter ranging from nondestructive 
to destructive.

Detecting trojans in IC designs re-
quires evaluating and ensuring the 
trust of third-party IP cores, libraries, 
and electronic design-automation 

tools. This is not easy. IP cores are 
challenging to verify for trust since 
there is no golden version with which 
to compare. As such, establishing trust 
in IP cores typically takes the form of 
searching for unexpected components 
or signal output during design perfor-
mance testing. Internal verification of 
IP functionality and code coverage 
analysis is used to identify suspect 
components and signals.

Automatic test pattern generation 
(ATPG) uses digital signal inputs to se-
quentially generate output patterns 
from a simulation of the designed chip. 
ATPG can detect trojans consisting of 
modifications to the known function-
ality of the chip, but it will not be suc-
cessful finding trojans that have added 
functionality, such as additional logic, 
to the design. Having no information 
about the additional logic makes it im-
possible for ATPG to conduct a direct-
ed search of all possible digital signal 
inputs that could cause trojan activa-
tion. Furthermore, a trojan that acti-
vates physical side-channel leakage 
will go undetected with ATPG alone.

Once the chip has been fabricated, a 
new suite of trojan-detection methods 
is brought to bear. Sophisticated tools 
such as scanning electron microscopy 
and picosecond imaging circuit analy-
sis can be used to do a full teardown of 
an IC to extract its physical layout for 
comparison with a trusted design. This 
is expensive and time consuming, re-
sulting in partial to full destruction of 
the device under test, and thus is infea-
sible for widescale testing of chips set 
to enter the consumer market.

More tractable, less thorough non-
destructive physical inspection and 
electrical testing leverage everything 
from x-ray imaging to parametric test-
ing of chip behavior. Other testing 
methods include trojan activation via 
ATPG on the physical device, as well as 
side-channel analysis. The latter meth-
od investigates the physical character-
istics of the device under test, such as 
timing and power consumption, to 
compare with known or golden side-
channel behavior. Process variations 
that naturally occur during the course 
of fabrication, however, decrease the 
efficacy of side-channel analysis for 
trojan detection.

There is as yet no assured way of de-
finitively determining whether or not a 

Trojans can be 
categorized 
according to the 
fabrication step 
at which they 
are inserted, to 
yield insight into 
supply-chain risk 
mitigation.
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physical attack plane for emerging 
communications and computing tech-
nologies.2 Perhaps the commercial 
market will evolve such that the GAO 
will run a study on compromised 
quantum technologies in the not-too-
distant future.	
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chip has been tampered with, despite 
the large arsenal of testing methods. In 
many cases the sheer volume of ICs, as 
well as the lack of access to sophisticat-
ed testing equipment, hinders assur-
ance of devices on the market. Testing is 
typically done by the ODMs or third-par-
ty specialists. Testing methods make 
heavy use of established means used by 
the microelectronics industry to test for 
device quality assurance. These tech-
niques, including performance assess-
ment and failure analysis, similarly ex-
tend to counterfeit and assembly 
attacks. Although powerful, these meth-
ods are not comprehensive, and in-
creasing emphasis is being placed on 
adopting either design for security or 
zero trust in IC manufacturing.

Broadening the Spectrum:  
Semi-Invasive and  
Non-Invasive Attacks
The notoriety of recent microarchitec-
tural attacks such as Spectre and Melt-
down clearly indicates the book on 
hardware security does not end with 
the supply chain. Latent vulnerabilities 
of trusted ICs can be taken advantage 
of using semi-invasive attacks such as 
fault injections and non-invasive at-
tacks leveraging side channels. If you 
have ever been warned not to yell in a 
datacenter, you are familiar with the 
faults that can be introduced in disk-
head readers by mechanical vibrations. 
Analogous fault injection can be intro-
duced by physical coupling or manipu-
lation of ICs. Many examples exist, 
ranging from corrupted memory isola-
tion induced by disturbance errors in-
jected into DRAM by repeated row 
hammering,6 to violations of trusted 
execution environments such as Arm 
TrustZone, to Intel SGX (Software 
Guard Extensions).5

The physical attack plane can also be 
leveraged for side-channel attacks such 
as Spectre and Meltdown. Unintended 
physical or microarchitectural signa-
tures that manifest during the opera-
tion of the IC can be leveraged by an at-
tacker to learn information about the 
circuit that allows the attacker either to 
compromise secure data or to yield ac-
cess to secure functions. This was fa-
mously first demonstrated with timing 
attacks.7 Increasingly, designing for se-
curity seeks to understand and preempt 
the physical signatures of ICs at the de-

sign stage to anticipate or detect side-
channel security vulnerabilities that 
manifest in the post-fabrication stage.

The Future of Hardware Security
Recognition of the importance of hard-
ware security has shifted focus from 
traditional software threats to lower 
levels of the computing hierarchy. Re-
search across hardware security areas 
from supply chains to side channels 
has led to a better understanding of 
hardware threats and increased devel-
opment of detection and mitigation 
techniques. Resources such as the 
TrustHub Trojan database and confer-
ences such as IEEE’s HOST (Hardware-
oriented Security and Trust) and PAINE 
(Physical Assurance and Inspection of 
Electronics) are signs of this shifting 
focus toward hardware security.

Despite the increased attention and 
growing corpus of research, no com-
mon standards or tools exist and no de-
finitive solutions have been developed. 
The spectrum of invasive to non-inva-
sive vulnerabilities at the physical at-
tack plane makes hardware assurance 
a daunting if not insurmountable chal-
lenge. As with the rest of the cybersecu-
rity community, hardware security 
benefits from the recognition that a 
prevention-only approach to assurance 
leaves systems vulnerable to successful 
attacks. This is analogous to a home se-
curity system solely dependent on an 
external fence, with no internal alarms, 
locks, safe rooms, or police response 
force should an intruder hop the barri-
er. As such, focus increasingly leans to-
ward designing hardware capable of 
identifying, operating through, miti-
gating, and recovering from an at-
tack.11 However, the economic benefits 
of security often remain unclear due to 
the high cost of security and the preva-
lence of consumers who are willing to 
risk security for increased compute ca-
pability (or who are ignorant of the vul-
nerabilities).

The future of hardware security will 
evolve with hardware. As packaging 
advances and focus moves to beyond 
Moore’s Law technologies, hardware 
security experts will need to keep 
ahead of changing security paradigms, 
including system and process vulnera-
bilities. Research focused on quantum 
hacking is emblematic of the transla-
tion of principles of security on the 
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CITIZENS WORLDWIDE HAVE demonstrated serious 
concerns regarding the management of personal 
information by online services. For instance, the 
2015 Eurobarometer about data protection13 reveals 
that: 63% of citizens within the Eurpean Union (EU) 
do not trust online businesses, more than half do not 
like providing personal information in return for free 
services, and 53% do not like that Internet companies 
use their personal information in tailored advertising. 
Similarly, a recent survey carried out among U.S. users9 

reveals that 53% of respondents were 
against receiving tailored ads from the 
information websites and apps learn 
about them, 42% do not think websites 
care about using users data securely 
and responsibly at all, and 73% con-
siders websites know too much about 
users. A survey conducted by Internet 
Society (ISOC) in the Asia-Pacific re-
gion in 20168 disclosed that 59% of the 
respondent did not feel their privacy 
is sufficiently protected when using 
the Internet, and 45% considered get-
ting the attention of policymakers in 
their country on data protection a 
matter or urgency.

Policymakers have reacted to this 
situation by passing or proposing new 
regulations in the area of privacy and/or 
data protection. For instance, in May 
2018, the EU enforced the General 
Data Protection Regulation (GDPR)6 
across all 28 member states. Similarly, 
in June 2018, California passed the Cal-
ifornia Consumer Privacy Act,3 which is 
claimed to be the nation’s toughest data 
privacy law. In countries like Argentina 
or Chile, the governments proposed 
new bills in 2017 updating their existing 
data protection regulation.11 For this 
article, we will take as reference the 
GDPR since it is the one affecting more 
countries, citizens, and companies.

The GDPR (but also most data pro-
tection regulations) define some cate-
gories of personal data as sensitive 
and prohibits processing them with 
limited exceptions (for example, the 
user provides explicit consent to pro-
cess that sensitive data for a specific 

Does 
Facebook 
Use Sensitive 
Data for 
Advertising 
Purposes?

DOI:10.1145/3426361

Facebook labels 67% of its users with 
potential sensitive interests, 
sometimes at great risk to the user.

BY JOSÉ GONZÁLEZ CABAÑAS, ÁNGEL CUEVAS, 
ARITZ ARRATE, AND RUBÉN CUEVAS

 key insights
	˽ 67% of FB users, which corresponds to 

22% worldwide citizens, are labeled with 
some potentially sensitive ad preferences.

	˽ The EU’s GDPR had a negligible impact on 
FB regarding the use of sensitive ad 
preferences for commercial purposes

	˽ In October 2018, FB labeled 540k users  
in Saudi Arabia with the ad preference 
“Homosexuality.” As of Nov. 11, 2020,  
this number was still 250k users.  
We observe the same issue in other countries 
where, like Saudi Arabia, homosexuality  
is punished with the death penalty.
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Figure 1 (left side). The text in the ad 
clearly reflects the ad was targeting 
homosexual people. The author had 
not explicitly defined his sexual orien-
tation, but he discovered that FB had 
assigned him the “Homosexuality” ad 
preference (see Figure 1 right side).

First, this article extends the scope 
of our analysis from the EU to 197 
countries worldwide in February 
2019. We quantify the portion of FB 
users that have been assigned ad pref-
erences linked to potentially sensi-
tive personal data across the referred 
197 countries.

Second, we analyze whether the en-
actment of the GDPR on May 28, 2018 
had some impact on the FB practices 
regarding the use of sensitive ad pref-
erences. To this end, we compare the 
number of EU users labeled with po-
tentially sensitive ad preferences in 
January 2018, October 2018 and Febru-
ary 2019 (five months before, five 
months after and nine months after 
the GDPR was enacted, respectively).

Third, we discuss privacy and eth-
ics risks that may be derived from the 
exploitation of sensitive FB ad prefer-
ences. As an illustrative example, we 
quantify the portion of FB users la-
beled with the ad preference Homo-
sexuality in countries where homo-
sexuality is punished even with the 
death penalty.

Finally, we present a technical solu-
tion that allows users to remove in a 
simple way the sensitive interests FB 
has assigned them.

Background
Advertisers configure their ad cam-
paigns through the FB Ads Manager.a It 
allows advertisers to define the audi-
ence (that is, user profile) they want to 
target with their advertising cam-
paigns. It can be accessed through ei-
ther a dashboard or an API. The FB Ads 
Manager offers advertisers a wide range 
of configuration parameters such as 
(but not limited to): location (country, 
region, and so on), demographic pa-
rameters (gender, age, among others), 
behaviors (mobile device, OS and/or 
Web browser used, and so on), and in-
terests (sports, food). The interest pa-
rameter is the most relevant for our 
work. It includes hundreds of thou-
sands of possibilities capturing users’ 
interest of any type. The FB Ads Manag-
er provides detailed information about 
the configured audience. The most rel-
evant element for this article is the Po-
tential Reach that reports the number of 
monthly active users in FB matching 
the defined audience.

In parallel, FB assigns to each user a 
set of ad preferences, that is, a set of in-
terests, derived from the data and ac-
tivity of the user on FB. These ad prefer-
ences are indeed the interests offered 
to advertisers in the FB Ads Manager.b 
Therefore, if a user is assigned “Watches” 
within her list of ad preferences, she 
will be a potential target of any FB ad-
vertising campaign configured to reach 
users interested in watches. It is impor-
tant to note that ad preferences in the 
FB ad ecosystem are available world-
wide, thus there are not specific ad 
preferences per country.

The dataset used in this work is ob-
tained from the data collected with our 
FDVT Web browser extension.1 The 
Data Valuation Tool for Facebook Users 
(FDVT) is a Web browser extension cur-
rently available for Google Chromec and 
Mozilla Firefox.d The FDVT main func-
tionality is to provide users with a real-
time estimation of the revenue they gen-
erate for FB out of the ads they receive 
in FB. To compute that estimation we 
obtain from the FB API the price adver-
tisers are willing to pay to display ads 

a	 https://www.facebook.com/ads/manager
b	 Given that interests and ad preferences 

refer to the same thing, we use these two 
terms interchangeably in the rest of the article.

c	 https://bit.ly/3iMoytw
d	 https://addons.mozilla.org/firefox/addon/fdvt

purpose). In particular, the GDPR de-
fines as sensitive personal data as: 
“data revealing racial or ethnic origin, 
political opinions, religious or philo-
sophical beliefs, or trade union mem-
bership, and the processing of genetic 
data, biometric data for the purpose of 
uniquely identifying a natural person, 
data concerning health or data con-
cerning a natural person’s sex life or 
sexual orientation.”

In a recent work,2 we demonstrated 
that Facebook (FB) labels 73% of users 
within the EU with potentially sensi-
tive interests (referred to as ad prefer-
ences as well), which may contravene 
the GDPR. FB assigns user’s different 
ad preferences based on their online 
activity within this social network. Ad-
vertisers running ad campaigns can 
target groups of users that have been 
assigned a particular ad preference (for 
example, target FB users interested in 
Starbucks). Some of these ad prefer-
ences may suggest political opinions 
(for example, Socialist party), sexual 
orientation (for example, homosexual-
ity), personal health issues (for exam-
ple, breast cancer awareness), and oth-
er potentially sensitive attributes. In 
the vast majority of the cases, the re-
ferred sensitive ad preferences are in-
ferred from the user behavior in FB 
without obtaining explicit consent 
from the user. Then advertisers may 
reach FB users based on ad preferenc-
es tightly linked to sensitive informa-
tion. For instance, one of the authors 
of this article received the ad shown in 

Figure 1. Snapshot of an ad received by one of the authors of this article and ad preference 
list showing that FB inferred this person was interested in homosexuality.

https://www.facebook.com/ads/manager
https://bit.ly/3iMoytw
https://addons.mozilla.org/firefox/addon/fdvt
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ic, U.S., among others). FFB(C,N) is 
computed as the ratio between the num-
ber of FB users that have been assigned 
at least one of the top N potentially 
sensitive ad preferences and the total 
number of FB users in country C. Final-
ly, it is important to note that the FB 
Ads Manager API only allows creating 
audiences with at most N = 1,000 inter-
ests. Therefore, in practice, the maxi-
mum value of N we can use to compute 
FFB is 1,000.

Exposure of FB Users to Potentially 
Sensitive Ad Preferences
We have computed the portion of FB us-
ers that have been assigned some of the 
2,067 potentially sensitive ad preferenc-
es within 197 different countries. Figure 
2 shows a choropleth map of FFB(C,1000) 
for those countries in February 2019.

If we consider the 197 altogether, 
67% of FB users are tagged with some 
potentially sensitive ad preference. 
This portion of users corresponds to 
22% of citizens across the 197 analyzed 
countries according to the population 
data reported by the World Bank.g 
However, FFB shows an important vari-
ation across countries.

We find the most impacted country 
is Malta where 82% of FB users are as-
signed some potentially sensitive ad 
preference. Contrary, the least impact-
ed country is Equatorial Guinea where 
37% of FB users are assigned potentially 
sensitive ad preferences.

More interesting, an overview of the 
map seems to suggest that western 
countries have a higher exposure to 

g	 https://data.worldbank.org

and gather clicks from users with the 
same profile as the FDVT user and quan-
tify the number of ads the FDVT user 
receives and clicks during a Facebook 
session. The FDVT collects (among oth-
er data) the ad preferences FB assigns to 
the user by parsing the user’s ad prefer-
ences’ pagee where any user can find her 
ad preferences’ list. It is important to 
note that all FDVT users granted us ex-
plicit permission to use the collected 
information (in an anonymous man-
ner) for research purposes. We leverage 
this information to identify potentially 
sensitive ad preferences assigned to us-
ers that have installed the FDVT.

Finally, for any ad preference, we 
can query the FB Ads Manager API to 
retrieve the Potential Reach (that is, 
FB active users) associated with any 
FB audience. Hence, we can obtain 
the number of FB users in any country 
(or group of countries) that have been 
assigned a particular interest (or 
group of interests).

Data and Methodology
We seek to quantify the number of FB 
users that have been assigned poten-
tially sensitive ad preferences across 
197 countries in February 2019. To this 
end, we follow a two-step process.

First, we identify likely sensitive 
ad preferences within five of the rel-
evant categories listed as Sensitive 
Personal Data by the GDPR: racial or 
ethnic origin, political opinions, reli-
gious or philosophical beliefs, 
health, and sexual orientation. This 
article reuses the list of 2092 poten-
tially sensitive ad preferences we ob-
tained in Cabañas et al.2 out of ana-
lyzing more than 126k unique ad 
preferences assigned 5.5M times to 
more than 4.5k FDVT users.

To extract that list we first imple-
mented an automatic process to re-
duce the list of 126k ad preferences to 
4,452 likely sensitive ad preferences. 
Next, we recruited a group of 12 panel-
ists who manually classified the 4,452 
ad preferences into sensitive, in case 
they could be assigned to some of the 
five sensitive categories referred 
above, or non-sensitive. All of the pan-
elists are researchers (faculty or Ph.D. 
students) with some knowledge in the 

e	 https://www.facebook.com/ads/preferences/
edit

area of privacy. Each ad preference re-
ceived five votes, and we used majority 
voting10 to classify each ad preference 
either as sensitive or non-sensitive. 
Overall, 2092f out of the 4,452 ad pref-
erences were labeled as sensitive. We 
referred to this subset of 2,092 ad pref-
erences as the suspected sensitive sub-
set. We collected this set in January 
2018 and checked that 2,067 out of 
these 2,092 potentially sensitive ad 
preferences were still available within 
the FB Ads Manager in February 2019.

Second, we leveraged the FB Ads 
Manager API to retrieve the portion of 
FB users in each country that had been 
assigned at least one of the Top N 
(with N ranging between 1 and 2,067) 
potentially sensitive ad preferences 
from the suspected sensitive subset. 
In particular, we retrieve how many 
users in a given country are interested 
in ad preference 1 OR ad preference 2 
OR ad preference 3... OR ad prefer-
ence N. An example of this for N = 3 
could be “How many people in France 
are interested in Pregnancy OR Homo-
sexuality OR Veganism.” We have de-
fined the following metric that we use 
in the rest of the article.

–FFB(C,N). Percentage of FB users in 
country C that have been assigned at 
least one of the top N potentially sensi-
tive ad preferences from the suspected 
sensitive subset. We note C may also re-
fer to all the countries forming a partic-
ular region (for example, EU, Asia-Pacif-

f	 https://fdvt.org/usenix2018/panelists.html. 
This resource includes the list of all potential-
ly sensitive ad preferences manually labeled 
by the panelists along with the 5 votes each of 
them received from the panelists.

Figure 2. Choropleth map of the number of FB users assigned potentially sensitive ad 
preferences (FFB(C,1000)) for the 197 countries analyzed in the article.
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affected by flu. Therefore, the level of 
sensitivity of our list of interests is very 
likely subjective and will depend on 
each person personal perception.

Here, we zoom in our analysis to a 
narrowed list of interests that match 
undoubtedly with the definition of the 
GDPR for the case of sensitive personal 
data. We examined a subset of 15 ad 
preferences not compliant with the 
GDPR definition of sensitive personal 
data. We supported our statement ask-
ing for validation by an expert from the 
Spanish Data Protection Authority 
(DPA). This expert, with both a very 
deep knowledge of the GDPR and a 
technical background that allow him 
perfectly understanding the FB adver-
tisement ecosystem, verified that in his 
opinion these 15 ad preferences do not 
comply with the GDPR.

We retrieve the portion of FB users 
assigned in each of the 197 countries 
analyzed that have been assigned each 
of the 15 expert verified ad preferences 
and the aggregation of them. Since it is 
unfeasible to show the results for each 
of the countries within the paper, we 
have grouped them into five conti-
nents: Africa, America, Asia, Europe, 
and Oceania. To obtain the desegregat-
ed results for each country we refer the 
reader to the following external link.h

Table 2 shows FFB for each of the ex-
pert-verified sensitive ad preferences 
within the five continents. Besides, the 
last row referred to as Union shows the 
aggregated results considering all the 
15 interests within a group, while the 
last column World depicts the overall re-
sults considering all 197 countries. The 
results show that when considering all 
the 197 countries 33% of FB users, which 
corresponds to almost 11% of citizens 
within those countries, have been la-
beled with some of the 15 sensitive in-
terests in the table. As it was expected 
from the correlation results depicted in 
the previous section, Asia and Africa are 
showing the lowest values of FFB 
(27.62% and 30.43%, respectively). The 
exposition of FB users grows up to 38.25.

If we look in detail some of the ad 
preferences in the table, we observe 

h	 https://fdvt.org/world_sensitivities_2019/display_
sensitivities.html. This resource is a website in 
which the reader can select any country in the 
world and obtain the percentage of users in that 
country that have been assigned each of the 15 
very sensitive ad preferences listed in Table 2.

developed countries are more exposed 
to be labeled with sensitive ad prefer-
ences than users in Africa and Asia. It is 
interesting to observe that in the case of 
South-America we observe a similar pat-
tern in which the most powerful econo-
mies and developed countries such as 
Brazil, Chile, and Argentina show high-
er exposure to sensitive ad preferences 
than other countries in South-America.

Exposure of FB Users to Very 
Sensitive Ad Preferences
Although legislation tries to define 
what sensitive data is, some people 
might think that not all different sensi-
tive data items are equally sensitive. 
For instance, data revealing sexual ori-
entation from somebody could be con-
sidered more sensitive than, for example, 
data showing that one user may be 

potentially sensitive ad preferences 
compared to Asian and African coun-
tries. To quantify these effects we have 
computed the Pearson correlation of 
the FFB metric with the following so-
cio-economic indicators: FB penetra-
tion; expected years of school; access to 
a mobile phone or Internet at home; 
GDP per capita; voice and accountabili-
ty; and birth rate. Note that Western de-
veloped countries show higher values in 
all the indicators but birth rate. Hence, 
we hypothesize that we will find a posi-
tive correlation between FFB and all the 
indicators but birth rate. Table 1 shows 
the results of the referred correlations.

The results corroborate our hypoth-
esis since all the indicators but birth 
rate are positively correlated with FFB. 
In summary, the results validate our ini-
tial observation that FB users in western 

Table 2. Percentage of FB users (FFB) within Africa, America, Asia, Europe, and Oceania 
assigned some sensitive ad preferences from a list of 15 expert-verified sensitive ad prefer-
ences as non-GDPR compliant. Last column “World” shows FFB for the aggregation of all 
197 considered countries. Last row shows the result for the 15 ad preferences aggregated.

Ad preference Africa America Asia Europe Oceania World

Alternative medicine 3.40 11.35 3.27 7.17 10.82 6.26

Bible 13.28 14.65 6.31 8.13 14.61 9.68

Buddhism 2.87 5.38 10.36 4.13 7.19 7.23

Feminism 3.22 9.27 2.08 6.52 10.84 5.01

Gender identity 0.08 0.46 0.07 0.20 0.60 0.21

Homosexuality 2.66 7.93 2.27 6.07 8.48 4.57

Illegal immigration 0.26 0.15 0.02 0.03 0.07 0.08

Judaism 11.06 3.72 1.91 .24 2.44 3.33

Lgbt community 3.93 13.89 5.39 11.94 14.82 8.79

Nationalism 1.82 1.11 1.28  1.32 0.95 1.28

Oncology 1.30 1.33 0.38 0.84 0.97 0.81

Pregnancy 11.75 19.17 11.58 17.09 21.41 14.71

Reproductive health 0.36 0.24 0.17 0.07 0.09 0.19

Suicide prevention 0.05 0.30 0.03 0.08 1.02 0.13

Veganism 5.97 14.18 6.83 16.98  22.78 10.61

Union 30.43 40.66 27.62 38.25 46.92 33.45

Table 1. Pearson correlation and p_value between FFB and six socioeconomic development 
indicators of the country.

Indicator correlation FFB p_value

FB penetration 0.544 2.2e-16

Expected Years of School 0.444 7.249e-09

Access to a mobile phone or Internet at home (% age 15+) 0.395 1.478e-06

GDP per capita (current USD) 0.381 5.733e-08

Voice and Accountability 0.372 1.142e-07

Birth rate, crude (per 1,000 people) –0.455 4.922e-11

https://fdvt.org/world_sensitivities_2019/display_sensitivities.html
https://fdvt.org/world_sensitivities_2019/display_sensitivities.html
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tagged with some sensitive ad prefer-
ence through a phishing-like attack7 at a 
cheap cost ranging between €0.015 and 
€1.5 per user, depending on the success 
ratio of the attack. Following, we de-
scribe other potential risks associated 
with sensitive ad preferences.

Recently, a journalist of the Washing-
ton Post wrote an article to denounce her 
own experience after she became preg-
nant.i It seems FB algorithms inferred 
that situation out of some actions she 
performed while browsing in FB. Prob-
ably FB labeled her with the ad prefer-
ence “pregnancy” or some other similar 
and she started to receive pregnancy-
related ads. Unfortunately, the journal-
ist had a stillbirth but she kept receiving 
ads related to pregnancy, which exposed 
here to a very uncomfortable experience.

Another serious risk, which in our 
opinion is extremely worrying, is linked 
to the fact that many FB users are tagged 
with the interest “Homosexuality” in 
countries where being homosexual is il-
legal and may even be punished with 
the death penalty. There are still 78 
countries in the world where homosexu-
ality is penalizedj and a few of them 

i	 https://wapo.st/2FQrZ4d
j	 https://ilga.org/downloads/2017/ILGA_World-

Map_ENGLISH_Criminalisation_2017.pdf

that the portion of users worldwide la-
beled with the ad preference homosex-
uality is almost 5%. This number dou-
bles for the ad preference bible 
(intimate related to one particular reli-
gious belief), and grows up to almost 
15% for pregnancy.

Comparison of EU FB Users 
Exposure to Potentially Sensitive 
Ad Preferences Before and 
After GDPR Enforcement
This section aims to analyze whether 
the GDPR enforcement had some ef-
fect on minimizing the use of poten-
tially sensitive ad preferences in the 
EU. To that end we compare the expo-
sure of EU users to potentially sensi-
tive ad preferences in January 20182 
(five months before the GDPR was en-
forced) to the exposure measured in 
October 2018 and February 2019 (five 
and nine months after the GDPR was 
enforced, respectively).

The first relevant change is that FB 
had removed 19 ad preferences in Oc-
tober 2018 and 25 in February 2019 
from the set of 2,092 potentially sensi-
tive ad preferences we retrieved on Jan-
uary 2018. Although this is a negligible 
amount, it is worth noting that five of 
the removed ad preferences are: Com-
munism, Islam, Quran, Socialism, and 
Christianity. These five ad preferences 
were included in an initial set of 20 ad 
preferences verified by the DPA expert 
as very sensitive. Although we observe 
the removal of these five elements hap-
pened around the GDPR enforcement 
(between January 2018 and October 
2018) we do not know whether the ac-
tual reason why FB deleted those ad 
preferences was a reaction to the GDPR 
or there was a different motivation.

Figure 3 shows the FFB difference in 
percentage points between the results 
obtained in January 2018 and October 
2018 (grey bar); and between January 
2018 and February 2019 (black bar) 
across the 28 EU countries, and the EU 
aggregated labeled as EU28.

If we consider the results of October 
2018, we observe that the portion of us-
ers labeled with potentially sensitive ad 
preferences was lower in all EU coun-
tries but Spain after the GDPR enforce-
ment (that is, compared to the data ob-
tained in January 2018). However, the 
aggregated EU reduction is rather 
small, only three percentage points. 

The largest reduction is 7.33 percent-
age points in the case of Finland.

The slight reduction observed in 
the results obtained in October 2018 
seems to disappear when we observe 
the results from February 2019. There 
are 13 countries where the portion of 
users labeled with potentially sensi-
tive data is higher in February 2019 as 
compared to January 2018. Overall, the 
aggregated results show that the por-
tion of users labeled with potentially 
sensitive ad preferences in February 
2019 is only 1% less than in January 2018.

In summary, the overall impact of 
the GPDR to prevent FB of using poten-
tially sensitive ad preferences for ad-
vertising purposes is negligible.

Ethics and Privacy Risks 
Associated with Sensitive 
Personal Data Exploitation
The possibility of reaching users labeled 
with potentially sensitive personal data 
enables the use of FB ad campaigns to 
attack (for example, hate speech) spe-
cific groups of people based on sensitive 
personal data (ethnicity, sexual orienta-
tion, religious beliefs, and so on). Even 
worse, in Cabañas,2 we performed a 
ball-park estimation showing that in av-
erage an attacker could retrieve person-
al identifiable information (PII) of users 

Figure 3. Variation of FFB in percentage points for each EU country between: the data 
obtained in January 2018 and October 2018 (five months before and five months after 
the GDPR was enacted) represented by the grey bar; the data obtained in January 2018 
and February 2019 (five months before and nine months after the GDPR was enacted) 
represented by the black bar. The last label (EU28) represents the results for all EU 
countries together.
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take immediate actions to avoid worry-
ing and painful situations like the ones 
exposed in this section, in which FB may 
unintentionally expose users to serious 
risks. The most efficient and privacy-pre-
serving solution would be implementing 
an opt-in process in which users have to 
proactively accept receiving targeted ads. 
That solution would empower the users 
to avoid companies like FB to process 
personal data (including sensitive one) 
for advertising purposes, and, therefore, 
would alleviate the potential privacy risks 
associated to the use of sensitive ad pref-

erences for users that do not opt-in. How-
ever, that is unlikely to happen in the 
short-term. Meanwhile, a straightfor-
ward action should be stopping using the 
ad preference “Homosexuality” (or simi-
lar ones) in countries where being homo-
sexual is illegal, and other very sensitive 
ad preferences like the 15 ones we list in 
this article.

FDVT Extension to Allow 
Users Removing Potentially 
Sensitive Ad Preferences
The results reported previously moti-
vate the development of solutions that 
make users aware of the use of sensitive 
personal data for advertising purposes. 
In addition, it is also important to em-
power them to remove in a very simple 
manner those sensitive ad preferences 
they do not fill comfortable with. Unfor-
tunately, the existing process FB offers 
is unknown and complex for most us-
ers. To this end, we have extended the 
FDVT browser extension to inform us-
ers about the potentially sensitive ad 
preferences that FB has assigned them, 
both the active ones but also those as-
signed in the past that are not currently 
active; or allow users to remove with a 
single click either all the active sensi-
tive ad preferences or those individual 
ones users do not fill comfortable with.

We have introduced a new button in 
the FDVT extension interface with the la-
bel “Sensitive FB Preferences.” When a 
user clicks on that button, we display a 
page listing at the top the potentially sensi-
tive ad preferences included in the user’s 
ad preference set (both the active ones and 
inactive ones). Figure 4 shows an example 
of this page. We provide the following in-
formation for each ad preference: Ad pref-
erence name; Topic; and, Sensitive, wheth-
er the ad preference is potentially sensitive 
(highlighted in yellow) or not. Besides, next 
to each ad preference there is a button De-
lete Ad Preference to individually remove 
those ad preferences. Moreover, we pro-
vide another button More Info to individ-
ually display the historical information 
for the ad preference, which includes the 
period(s) when the ad preference has 
been active and the reason why FB has 
assigned that ad preference to the user. 
Finally, at the top of the page we include 
a search bar to look for specific prefer-
ences and two buttons: Delete All Sensi-
tive Ad Preferences and Delete All Ad Prefer-
ences to remove all currently active 

where the maximum punishment is the 
death penalty. Table 3 shows the FFB 
metric results only considering the in-
terest “Homosexuality” in countries that 
penalize homosexuality with the death 
penalty. For instance, in the case of Sau-
di Arabia, we found that FB assigns the 
ad preference “Homosexuality” to 540K 
users (2.08% of all FB users in that coun-
try). In the case of Nigeria 620k (2.35% of 
all FB users in that country).

We acknowledge the debate regarding 
what is sensitive and what is not is a com-
plex one. However, we believe FB should 

Table 3. Percentage of FB users (FFB) tagged with the interest “Homosexuality” in 
countries where being homosexual may lead to death penalty. Note we do not include 
Iran and Sudan since FB is not providing information for those countries.

Code Country Homosexuality

AF AFGHANISTAN 12.31

MR MAURITANIA 0.99

QA QATAR 2.35

SO SOMALIA 1.44

PK PAKISTAN 1.54

AE UNITED ARAB EMIRATES 3.00

BN BRUNEI  5.24

NG NIGERIA 2.35

SA SAUDI ARABIA 2.08

YE YEMEN 1.08

IQ IRAQ 3.20

Figure 4. Snapshot of FDVT new feature to allow users deleting sensitive ad preferences.
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potentially sensitive ad preferences and 
all currently active, respectively.

Related Work
We published a prior article2 in which 
we already analyzed the use of sensitive 
information on FB. That article focuses 
on the European Union a few months 
before the GDPR was enacted. The re-
search community asked us in various 
forums that it would be interesting to 
further extend our analysis to cover the 
use of sensitive information on FB 
worldwide and not just in the EU, and to 
understand the potential impact that 
the GDPR could have on reducing the 
exposure of users to sensitive ad prefer-
ences. This article covers both requests 
and, in addition, it adds two more con-
tributions: We present two clear scenari-
os in which the use of sensitive ad prefer-
ences could have serious consequences 
for the users; and we introduce an im-
provement of the FDVT that allows users 
to remove in a simple way potentially 
sensitive ad preferences they do not like.

Few previous works in the literature 
address issues associated with sensitive 
personal data in online advertising, as 
well as some recent works that analyze 
privacy and discrimination issues relat-
ed to FB advertising and ad preferences.

Carrascosa et al.4 propose a new 
methodology to quantify the portion of 
targeted ads received by Internet users 
while they browse the web. They create 
bots, referred to as personas, with very 
specific interest profiles (for example, 
persona interested in cars) and measure 
how many of the received ads match the 
specific interest of the analyzed perso-
na. They create personas based on sen-
sitive personal data (health) and dem-
onstrate that they are also targeted with 
ads related to the sensitive information 
used to create the persona’s profile.

Castellucia et al.5 show that an attack-
er that gets access (for example, through 
a public WiFi network) to the Google ads 
received by a user could create an inter-
est’ profile that could reveal up to 58% of 
the actual interests of the user. The au-
thors state that if some of the unveiled 
interests are sensitive, it could imply se-
rious privacy risks for users.

Venkatadri et al.14 and Speicher et 
al.12 exposed privacy and discrimination 
vulnerabilities related to FB advertising. 
In Venkatadri,14 the authors demon-
strate how an attacker can use FB third-

party tracking JavaScript to retrieve per-
sonal data (for example, mobile phone 
numbers) associated with users visiting 
the attacker’s website. Moreover, in 
Speicher,13 authors demonstrate that 
sensitive FB ad preferences can be used 
to apply negative discrimination in ad-
vertising campaigns (for example, ex-
cluding people based on their race). 
This work also shows that some ad pref-
erences that initially may not seem sen-
sitive could be used to discriminate in 
advertising campaigns (for example, ex-
cluding people interested in Blacknews.
com that are potentially Black people).

Conclusion
Facebook offers advertisers the option to 
commercially exploit potentially sensi-
tive information to perform tailored ad 
campaigns. This practice lays, in the best 
case, within a gray legal area according to 
the recently enforced GDPR. Our results 
reveal that 67% of FB users (22% of citi-
zens) worldwide are labeled with some 
potentially sensitive ad preference. Inter-
estingly, users in rich developed coun-
tries present a significantly higher expo-
sure to be assigned sensitive ad 
preferences. Our work also reveals that 
the enforcement of the GDPR had a neg-
ligible impact on FB regarding the use of 
sensitive ad preferences within the EU. 
We believe it is urgent that stakeholders 
within the online advertising ecosystem 
(that is, advertisers, ad networks, pub-
lishers, policymakers, and so on) define 
an unambiguous list of personal data 
items that should not be used anymore 
to protect users from potential privacy 
risks as those described in this article.
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THE HISTORY OF invention is a history of knowledge 
spillovers. There is persistent evidence of knowledge 
flowing from one firm, industry, sector or region to 
another, either by accident or by design, enabling other 
inventions to be developed.1,6,9,13 For example, Thomas 
Edison’s invention of the “electronic indicator”  
(US patent 307,031: 1884) spurred the development by 
John Fleming and Lee De Forest in early 20th century 
of early vacuum tubes which eventually enabled not 
just long-distance telecommunication but also early 
computers (for example, Guarnier10). Edison, in turn, 
learned from his contemporaries including Frederick 
Guthrie.11 It appears that little of this mutual learning 
and knowledge exchange was paid for and can thus be 

called a “spillover,” that is, an unin-
tended flow of valuable knowledge, an 
example of a positive externality.

Information technologies have 
been a major source of knowledge 
spillovers.a Information is a basic in-
gredient of invention, and technolo-
gies that facilitate the manipulation 
and communication of information 
should also facilitate invention. In-
deed, Koutroumpis et al.17 found that 
information technology patents re-
ceive more citations than patents in 
other technology sectors. Similarly, 
Klevorick et al.16 found that advances 
in information technologies can gener-
ate broader technological develop-
ment by enhancing technological op-
portunities in adjacent industries.

Another technology sector that has 
been theorized as generating outsize 
spillovers are instrument technolo-
gies.b Instrument technologies include 
measuring equipment ranging from 
scales, rulers, chronometers, ther-
mometers, and accelerometers to 
more complex devices such as interfer-
ometers, spectrometers, oscilloscopes, 
medical transducers, and electron mi-
croscopes. Despite arguments by histo-
rians of science that instrument tech-
nologies enabled industrial revolutions 
(for instance, see Baird2 and Price21), 
they have not been extensively studied. 
The studies that do exist are primarily 
qualitative descriptions of patterns of 
innovation rather than quantitative 
empirical analyses. For instance, 

a	 Standard Industrial Classifications 357, 367.
b	 Standard Industrial Classification 38.
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 key insights
	˽ Knowledge spillovers from instrument 

technologies are exceptional and 
sustained over a long period of time.

	˽ Knowledge spillovers from information 
technologies accelerate dramatically 
after 1970 and are closely related  
to instruments.

	˽ Digital instruments—the intersection 
of information and instrument 
technologies—have been particularly 
generative in spurring invention in  
other sectors.
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Rosenberg22 illustrated how improve-
ments in the instruments used for 
measuring, testing and manipulating 
materials also affect the results of in-
dustrial R&D. Aware of the scarcity of 
empirical research on instrument 
technologies, Rosenberg called for 
“more research [that] may powerfully 
illuminate the course of scientific 
progress in the twentieth century … 
[and that] … the scope of such research 
must be international.”

In this article, we undertake such an 
empirical study. While there are many 
studies on knowledge spillovers from 
specific technologies (such as broad-
band, see for instance Becchettiet et al.3 
and Bertschek et al.5), there are few that 
have considered broader technologi-
cal classes and economy-wide spillover 

effects. The study closest to ours is Hall 
and Trajtenberg12 who conducted anal-
yses of patent citations to identify tech-
nologies that can be characterized as 
general-purpose technologies because 
of their generality and association with 
rapidly evolving technology sectors. Al-
though we also conduct patent-level 
analyses, we are not interested in iden-
tifying general-purpose technologies. 
Instead, we seek to evaluate the impact 
of instrument and information tech-
nologies as sources of invention by in-
vestigating which technology sectors and 
fields are the most prolific sources of 
knowledge inputs into the invention ac-
tivities of other sectors, and how these 
sources have changed over time. Thus, we 
are interested in identifying the evolu-
tion of the sources of invention, and in 

particular, the roles played by instru-
ment and information technologies.

To do so, we examine how new tech-
nologies are disseminated and adopt-
ed across industries to characterize 
long-term shifts in the sources of tech-
nological change. We conduct a long-
term descriptive analysis of cross-sec-
toral knowledge flows through analysis 
of patent citations. We take a big data 
approach and consider the entire tech-
nological progress of the world for 
more than the past century. We analyze 
the technology sectors of patented in-
ventions and their prior art citations to 
describe the direction and volume of 
knowledge flows among between tech-
nology fields. This allows us to describe 
evolving relationships between tech-
nology fields that are difficult to discover 
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strumentation with digital communica-
tion technologies. While the processing 
and transmission capacity of such sys-
tems has multiplied in recent years, the 
core ideas and technologies have existed 
for a long time. We suggest the continu-
ing coevolution of instrument and infor-
mation technologies will generate very 
powerful invention machines for the 
coming decades, spurring a potential 
technological flourishing in the adopt-
ing sectors. We now describe our meth-
odology to analyze the patent database and 
present our empirical results primarily 
through visualizations. 

Method
Given the difficulty in measuring knowl-
edge flows between firms, patent cita-
tions have long been considered proxies 
for the flow of knowledge from the inven-
tors whose patents are cited to the inven-
tors making the citations. Much econom-
ic research has attempted to measure and 
assess the implications of such spillovers 
by analyzing citations made in patent 
documents to predecessor inventions. 
To verify this measurement strategy, 
Jaffe et al.14 surveyed the meaning of 
patent citations and concluded that a 
substantial part (but by no means all) of 
such citations involve actual flows of 
knowledge. Thus, patent citations are a 
noisy but meaningful indicator of 
knowledge spillovers in an economy. 
However, patent citations must be used 
carefully, as citations can be added not 
only by the inventors, but also by the 
patent attorneys and the patent examin-
ers involved with the patent application, 
with the final decision ultimately lying 
with the patent examiner.8 That said, 
patent data remains a valuable, even if 
imperfect, tool with which to measure 
how new technological knowledge is 
disseminated in the economy.

Our data source is PatStat, a com-
prehensive resource from the Europe-
an Patent Office covering more than 
170 publication authorities (patent of-
fices), 88 million awarded patents, 160 
million citations, and more than 200 
control variables covering the period 
from 1850 to 2018. In this article, we 
consider the four primary PatStat 
technology sectors (mechanical engi-
neering, chemistry, electrical engi-
neering, and instruments), resulting in 
32 fields (details are provided online, 
see Appendix 1 at https://dl.acm.org/

doi/10.1145/3377476).c,d Our analysis is 
based on a simple count-data model of 
the number of citations received by 
each patent, controlling for several 
confounding factors that may influ-
ence our estimates. The basic model is 
the following:

Ci is the sum of all citations received 
by patent i, Fkt is a binary variable equal 
to 1 for patents that belong to field k and 
were published in year t, and 0 other-
wise. This model reports estimators at 
the field-year level conditional on a set of 
controls. These controls are included in 
Xi, the vector of patent characteristics, 
and εi is the error term. βkt captures the 
number of citations received by each 
field and year, all other things being 
equal. Our analysis is done at the patent 
level allowing for maximum degree of 
flexibility in the estimates.

Given our analytic interest in in-
strument and electrical engineering 
technologies, we exploit the fact that 
patents can be classified to multiple 
patent sectors. Building upon the 
growing impact of electrical engineer-
ing patents after the 1970s (see Fig-
ures 1 and 2 and Koutroumpis et al.17), 
we use a differences-in-differences 
model to measure the change in spill-
overs to other sectors that originate 
from instruments before and after 
1970. We construct Sik as the sum of ci-
tations that originate from sectors j 
other than k (k ≠ j), with Sik = ∑k ≠ j Cik < 
Ci, where Ci is the sum of all citations 
received by patent i. The simple model 
from Eq. 1 now becomes:

c	 We do not present the results for the “Other 
Fields” technology sectors as there are only 
limited data.

d	 Occasionally patent classification schemes are 
modified, and patents can change their clas-
sification. For our analysis we use the most re-
cent classifications. We do not believe that past 
reclassifications will influence our analysis, as 
most reclassifications happen at quite granu-
lar (3 or 4 digit) levels, and our analysis is at the 
rather coarse sectoral and field levels. Put dif-
ferently, it is unlikely for a patent to be reclas-
sified between technology sectors. We thank 
Paola Criscuolo for pointing this out to us.

with a short or industry-specific sample. 
Our methodology allows us to present an 
accurate image of large-scale technologi-
cal trends in the economy. While specific 
inventions are impossible to predict, this 
approach can be used to pinpoint emerg-
ing areas of exceptional R&D productivity 
and impact. As such, our study provides 
the first quantitative empirical analysis 
of instrument and information technol-
ogies as a key source of knowledge for 
other fields of invention.

Our results highlight, first, that spill-
overs from instrument technologies, as 
anticipated by historians of science, are 
exceptional and sustained over a long 
period of time. We also find the spill-
overs from information technologies 
accelerate dramatically after 1970 and 
that they are closely related to instru-
ments. In fact, the intersection of infor-
mation and instrument technologies, 
which we call “digital instruments,” 
has been particularly generative in 
spurring invention in other sectors.

Second, we conceptualize these ex-
ceptionally generative classes of tech-
nologies as “invention machines” due 
to their critical roles in the processes 
of invention in many sectors of the 
economy. We suggest that both infor-
mation and instrument technologies 
should be considered as types of “Tur-
ing machines of invention:” Per Rosen-
berg, information technologies enable 
the manipulation of information, 
whereas instrument technologies en-
able the manipulation of physical mat-
ter (chemical substances, artifacts, 
physical processes, biological organ-
isms). Thus, they are not only general-
purpose technologies that can be uti-
lized in many different sectors but also 
general invention technologies that 
facilitate the discovery of other tech-
nologies. Together, instrument and 
information technologies as digital in-
struments have been used to automate 
a wide range of industrial processes 
since early 1970s. They constitute an 
essential combination whose funda-
mental nature in technological change 
has thus far gone unnoticed.

Finally, we suggest that digital in-
struments constitute the core of in-
dustrial systems and other “smart” 
systems, often known as the Internet of 
Things (IoT). The evolution of these 
technologies began decades ago and 
reflects a convergence of industrial in-

https://dl.acm.org/doi/10.1145/3377476
https://dl.acm.org/doi/10.1145/3377476
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that recently published patents have a 
shorter window of observations, to 
avoid a systematic bias, we only consider 
results with a varying cut-off year rang-
ing from 2005 to 2018 in our analysis. 
(In the online appendix, Figure 1  pres-
ents the average number of citations 
received by all patents in the years af-
ter publication; https://dl.acm.org/doi/ 
10.1145/3377476). We also only focus 
on priority patents (the patent with the 
first application filing date) and attri-
bute all citations for subsequent appli-
cations (across patent offices) to them. 
This latter choice along with the in-
creasing patenting activity in recent 

where FSector,t takes the values Sector = 
[electrical, mechanical, chemical], 
FSector,t * FInstruments,t is a binary variable 
equal to 1 for patents that list technol-
ogy sectors in electrical, mechanical or 
chemical and instruments sectors pub-
lished in year t, and 0 otherwise. The 
Postyear=1970 binary variable is 1 for years 
after 1970 and 0 otherwise. The interac-
tion of Postyear=1970 by the selected FSector,t * 

FInstruments,t measures the post 1970 effect 
in the treated groups. We report estima-
tors at the field-year level using the 
same set of controls included in Xi, the 
vector of patent characteristics includ-
ing tech sector fixed effects. εi is the er-
ror term and βkt reflects the number of 
citations received by each field and 
year, all other things being equal.

There are several factors that may 
influence patent citation counts. 
First, the number of citations is 
linked to the procedures followed by 
publication authorities (national or 
regional patent offices) that oversee 
the application and grant process. 
This can change over time as new pro-
cesses within the patent offices affect 
the ways they attribute citations. Sec-
ond, prior art citations have been ris-
ing in recent years thus introducing a 
secular trend. We therefore control for 
year and patent office effects allowing 
direct comparisons across jurisdic-
tions and over time. Third, a patent 
may belong to a family of inventions 
that are submitted to multiple patent 
offices. The size of such a patent family 
can affect the visibility of the invention 
and hence increase the likelihood of the 
patent being cited. We compute and 
control for the numbers of patents that 
belong to each family and each “ex-
tended” family.e Fourth, technology 
sectors have varying publication and 
citation patterns. We control for the 
total number of inventions granted 
(annual patent flows) and the total 
number of citations within each pat-
ent class each year. These metrics cor-
rect for potentially inflated citation 
counts in sectors with more inven-
tions (hence with a higher likelihood 
of being cited) and sectors that cite 

e	 This broader definition of a patent family 
takes domestic application numbers as addi-
tional connecting elements and includes pat-
ents having the same scope but lacking a com-
mon priority (www.epo.org).

patents and non-patent literature 
more extensively than others. Further, 
we control for the citations made by 
patent examiners and the number of 
claims to capture the extent and scope 
for protection sought. Lastly, we cap-
ture seasonal effects with controls for 
the month of publication.

All these controls reassure us about 
the validity of comparisons over time, 
across patent offices, and across tech-
nology fields. Our assumption is that 
patents submitted in a patent office, at 
the same time, within the same field, 
and with the same family size will be 
treated equally by the authorities. Given 

Figure 1. Total patents, citations, and spillovers by technology sector (1920–2010).
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mechanical engineering technolo-
gies, ranging from 422,504 in the 
1920s to 4,623,680 in the 2010s. Panel 
B in the figure presents the total cita-
tions by technology sector and illus-
trates that mechanical engineering 
technologies were the most cited pat-
ents up until the 1970s, when electri-
cal engineering technologies became 
dominant. Citations of electrical engi-
neering patents rose from 501,283 the 
1970s to peak at 8,138,699 in the 
2000s. Panel C in the figure presents 
the total cross-sector spillovers (that 
is, excluding the same sector cita-
tions) by technology sector and illus-
trates that mechanical engineering 
technologies were the main source of 
sectoral spillovers up until the 1970s, 
when instrument technologies (rising 
from 5,365 to 24,674 in the 2010s) and 
electrical engineering technologies 
(rising from 10,651 to 28,856 in the 
2000s), became the main source of 

cross-sector spillovers. Put different-
ly, Figure 1 highlights a shift from me-
chanical and chemical technologies 
to electrical and instrument technolo-
gies as the main source of cross-sector 
spillovers since the 1970s. 

We now look at the relative influ-
ence of the four primary technology 
sectors, namely instruments, electri-
cal engineering, mechanical engi-
neering, and chemistry (Figure 2). Al-
though the four technology sectors 
display distinct citation profiles, the 
pattern changes for all of them in the 
early 1970s.h As anticipated, we ob-
serve that instruments are the most 
widely cited sector both within and 

h	 In 1970, many publication offices were added 
in the dataset (including the Japanese JPO and 
the European EPO). The inclusion of these 
patent offices increased the nominal number 
of patents but not necessarily their citation 
counts. We do not believe this change influ-
ences our results.

years—for which we explicitly control—
reduces our sample to approximately 54 
million (from 88 million in total).f

Results
Relative influence. To understand the 
overall long-term pattern of knowl-
edge spillovers via prior-art citations 
of patented inventions, we first look 
at the spillovers from all technology 
sectors (but not within technology 
sector) across 10 decades, from the 
1920s to the 2010s.g We present these 
results in Figure 1.

Panel A in Figure 1 presents the to-
tal patents by technology sector and 
illustrates the growth of patents over 
the past century. It clearly shows, with 
the exception of the 2000s, that the 
most common patents awarded are 

f	 Full tables are available from L. Thomas.
g	 The figures for the 2010s are up until the end 

of 2018.

Figure 2. Patent citations by sector, field, and year.
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Figure 3. Spillovers for all patent technology fields by decade, 1950–2010.
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more citations than the mean of all 
sectors for the entire period of study. 
Also of interest are control instru-
ments that become more influential 
after the 1970s. Control instruments 
typically relate to the manipulation 
and management of machinery.

For electrical engineering technolo-
gies, we observe that prior to 1970 this 
technology sector follows the mean, 
after which it begins to increase more 
rapidly, peaking just after the 2000s. 
Within electrical engineering, most 
technology fields are above the mean 
post 1970, except for basic communi-
cation processes. Of note are the fields 
of computer technology, digital com-
munication, audiovisual technology 
and telecommunications, which ex-
hibit significant spillovers. Consider-
ing the other technology sectors, while 
mechanical engineering was consis-
tently above the trend prior to 1970, 
and chemistry technology sectors 
closely followed the general trend, 
soon after 1970 their influence starts to 
decline to below trend.

Figure 3 presents the spillovers for 
all patent technologies from the 
1950s to the 2000s.i This shows the di-
rection and size of the relative cross-
sectoral citations. As the number of 
patents increases significantly with 
time, so do the level of spillovers 
across decades. For example, the 
maximum spillovers from a technolo-
gy field range from 17,642 in the 
1950s to 513,275 in the 2000s. We 
clearly show over this time period a 
shift from mechanical and chemistry 
technologies as the main source of 
cross-sector spillovers to electrical 
and instrument technologies, with 
the effect beginning in the 1970s.

Taken together, the patterns pre-
sented in Figures 1–3 correspond to a 
shift from mechanical and chemical 
technologies to electrical technolo-

i	 Results prior to 1950 are similar to those of the 
1950s; for conciseness we do not report them 
here. They are available from the correspond-
ing author upon request.

across other industrial activities, ex-
hibiting the highest mean numbers of 
citations per patent for the entire pe-
riod. The most striking changes with-
in instrument technologies appear to 
both measurement and medical in-
struments, which consistently receive 

Table 1. Spillovers for instruments cross-referenced with other patent sectors, before and 
after 1970.

(1) (2) (3)

Estimation method OLS OLS OLS

Dependent variable
X-sector X-sector X-sector

Spillovers Spillovers Spillovers

Postt (dummy=1 after 1970) 0.096** 0.061** 0.133**

(143.23) (139.25) (140.58)

Digital Instruments 1.32**

(432.28)

Digital Instruments X Post 0.133**

(123.53)

Mechanical Instruments 1.394**

(846.08)

Mechanical Instruments X Post –0.034**

(19.51)

Chemical Instruments 1.632**

(505.94)

Chemical Instruments X Post —0.08**

(23.82)

Observations 53,980,888 53,980,888 53,980,888

R2 0.14 0.12 0.22

Year FE yes yes yes

Publication Authority yes yes yes

Stock of published patents  
by field and year yes yes yes

Family Size yes yes yes

Family Size Broad yes yes yes

Publication Claims yes yes yes

Citations (#) by examiners yes yes yes

Stock of citations by field and year yes yes yes

Notes: The dependent variable is the number of citations from all other sectors excluding Digital Instruments  
(column 1; specifically Electrical Engineering and Instruments), Mechanical Instruments (column 2),  
Chemistry Instruments (column 3) and Other Instruments (column 4). Standard errors clustered at the patent family 
level are reported in parenthesis below coefficients: *significant at 5%; **significant at 1%. 
Source: Authors’ calculations based on data from PATSTAT.

Table 2. Spillovers from instrument technology fields (sub-sectors) interacted with other patent sectors after 1970.

Instrument 
Fields:

(1) (2) (3) (4) (5)

Optics Measurement
Analysis of  

biological materials Control
Medical  

technology

Chemical 0.306** (68.63) 0.066** (25.53) 0.035** (68.24) –0.045** (104.34) 0.838** (55.95)

Electrical 
Engineering

0.242** (65.90) 0.212** (98.74) –0.034** (81.08) 0.040** (99.21) –0.174** (14.08)

Mechanical 
Engineering

0.080** (20.17) 0.035** (15.24) –0.028** (61.59) –0.021** (56.63) 1.012** (76.42)

Notes: The dependent variable is the number of citations from the Instrument patent field. Standard errors clustered at the patent family level are reported in 
parenthesis below coefficients: *significant at 5%; **significant at 1%. Source: Authors’ calculations based on data from PATSTAT.
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teractions of the electrical engineering 
fields with the instrument fields post 
1970. Of note is the strong interaction 
of optical instruments (column 1) 
with all electrical engineering fields 
except for basic and digital communi-
cation. Table 3 also shows strong in-
teraction of measurement instru-
ments (column 2) with semiconductors 
(0.246), electrical machinery (0.245), 
computer technology (0.129), and ba-
sic communication (0.113). Both are 
highly suggestive of the technologies 
that comprise the digital sensors that 
typify industrial connected devices. 
There is also evidence of the digitiza-
tion of medical instruments (column 
5) with the strong interaction of elec-
trical machinery (1.368) and computer 
technology (0.512), and the digitiza-
tion of control systems (column 4), 
with a strong interaction effects with 
IT management methods (0.443) and 
computer technology (0.157).

Conclusion and Limitations
To investigate the hypothesized spill-
over effects of instrument and infor-
mation technologies,2,16,22 we analyzed 
the entire global history of patenting 
from 1850 to 2018 to detect long-term 
patterns of knowledge spillovers via 
prior-art citations of patented inven-
tions. We found that information and 
instrument technologies generate the 
most substantial and widespread 
spillovers of knowledge used in other 
technology fields. For this reason, we 

gies. They are also aligned with find-
ings by Jovanovic and Rousseau15 and 
Koutroumpis et al.17 regarding the 
ICT revolution commencing about 
this time.

Cross-sector and cross-field spillover 
effects. Table 1 presents our regres-
sion analyses of the technology sec-
tors that instrument patents are co-
listed with. We define as “digital 
instruments” those patents that list 
both electrical engineering and in-
strument sectors, and “mechanical 
instruments” those patents that list 
both mechanical engineering and in-
strument sectors. Similarly, “chemi-
cal instruments” list both chemistry 
and instrument sectors.

We find that instrument technolo-
gies appear to have generated sub-
stantial and sustained knowledge 
spillovers over several decades re-
gardless of the underlying technolog-
ical base. Overall, chemical instru-
ments (coefficient 1.632) are the 
most influential, followed by me-
chanical instruments (1.394) and dig-
ital instruments (1.320). When we 
consider citation patterns after 1970 
(X Post), more specifically consider-
ing the ICT revolution, we find that 
spillovers from digital instruments 
increase by 0.388 citations after 1970 
(column 1), while those from me-
chanical instruments (-0.034) and 
chemical instruments (-0.080) drop 
after 1970 (columns 2 and 3). This 
suggests that instrument technolo-

gies have become increasingly digi-
tized post 1970.

Given the important inflection point 
of 1970 in the transition to digital tech-
nology-based instruments, we now fo-
cus on post 1970 spillovers and investi-
gate how each instrument field interacts 
with the main sectors, namely, electri-
cal engineering, chemistry, and me-
chanical engineering technologies. Ta-
ble 2 presents these coefficients.

Here we again see the confluence 
of electrical engineering with instru-
ment technologies, with electrical 
engineering strongly co-listed with 
optical (0.242) and measurement 
(0.212) instruments (columns 1 and 
2). These results are suggestive of dig-
ital sensor technologies. However, we 
also find positive effects for optical 
instruments (column 1) co-listed in 
the chemistry sector (0.306), sugges-
tive of laser technologies, and for 
medical technology instruments (col-
umn 5) co-listed in the chemical 
(0.838) and mechanical engineering 
(1.012) sectors.j

Given the importance of electrical 
engineering to instruments post-1970 
(Table 2), we carry out a similar analy-
sis of the fields of the electrical engi-
neering sector. Table 3 reports the in-

j	 These are normalized citation counts, when 
the dummy becomes one the coefficient re-
flects that additional citations a patent with 
these characteristics would receive (i.e., the 
implied influence).

Table 3. Spillovers for instrument technology fields interacted with electrical engineering technology fields after 1970.

Instrument Fields:

(1) (2) (3) (4) (5)

Optics Measurement
Analysis of  

biological materials Control
Medical  

technology

Electrical machinery, 
apparatus, energy

0.464** (41.54) 0.245** (37.82) 0.011** (8.54) 0.046** (53.05) 1.368** (36.58)

Audiovisual technology 0.597** (53.03) –0.123** (18.82) –0.005** (4.11) 0.023** (22.89) –0.231** (6.14)

Telecommunications 0.130** (11.45) 0.029** (4.46) –0.007** (5.34) 0.074** (66.61) –0.189** (4.99)

Digital communication –0.109** (9.14) –0.164** (23.79) –0.007** (4.90) 0.056** (43.37) –0.381** (9.58)

Basic communication 
processes

–0.037** (2.66) 0.113** (14.07) –0.011** (7.21) 0.001** (0.37) –0.435** (9.38)

Computer technology 0.160** (14.63) 0.129** (20.32) 0.006** (4.75) 0.157** (155.50) 0.512** (13.96)

IT methods for management 0.154** (10.69) –0.144** (17.34) –0.005** (3.21) 0.443** (201.90) –0.411** (8.56)

Semiconductors 0.732** (57.59) 0.246** (33.50) 0.013** (9.02) –0.030** (25.05) –0.311** (7.33)

Notes: The dependent variable is the number of citations from Instrument patent field. Standard errors clustered at the patent family level are reported in 
parenthesis below coefficients: *significant at 5%; **significant at 1%. Source: Authors’ calculations based on data from PATSTAT.
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it is interesting to note that the set of 
technologies that fundamentally en-
ables this, instruments, has gone rela-
tively unnoticed in the economics and 
management of technology.

Despite the volume of data ana-
lyzed, this study is subject to several 
limitations. First, patents represent 
only a subset of technological knowl-
edge that may also appear in other 
forms and channels including non-
patent literature, tacit or organization-
al knowledge, open innovation, and 
software. Capturing these links would 
strengthen the interpretation of spill-
overs and could also help explain or 
even predict the launch of new inven-
tions and technologies. We consider 
this along with a parallel research of 
academic and open source software a 
promising area of future research.

Second, we can identify influential 
patents ex-post but have not created a 
robust method that predicts the new 
patents that will appear. One approach 
for this could combine the spectrum of 
possible applications of a patent using 
our baseline specification and ma-
chine-learning techniques to analyze a 
very granular dataset.

Third, there is a long literature link-
ing the inventor capacity, networks, 
legislation and resource allocation to 
the subsequent success of inven-
tions.4,16,20,23 Our work has not utilized 
this type of information to predict the 
commercial success of various inven-
tions, and we believe some fruitful re-
search can be undertaken here.
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call them “invention machines.” The 
greatest spillover impact is generated 
by digitized optical and measure-
ment instruments.

Digital instruments form the tech-
nological base of industrial connected 
devices, such as smart buildings (in-
cluding “smart” lighting, heating, ven-
tilation, and air conditioning and phys-
ical security systems), process sensors 
for manufacturing, and real-time loca-
tion and sensing devices for health-
care. Digital instruments also com-
prise the sensors a standard 
smartphone has—accelerometer, gyro-
scope, magnetometer, GPS, barome-
ter, proximity sensors, and ambient 
light sensors—without which many of 
the functions of the phone cannot 
work.k There were approximately 8.4 
billion of these types of connected de-
vices in 2017,l and by 2020, it is estimat-
ed there will be between 30 to 50 bil-
lion connected devices.19

Thus, we argue the convergence of 
digital technologies and instrument 
technologies is likely to bring about the 
next generation of invention machines. 
Advanced digital communications make 
it possible to simultaneously and imme-
diately utilize information in a wide vari-
ety of contexts. As such, digital instru-
ments will allow the observation and 
manipulation physical, chemical, bio-
logical, and social processes in connect-
ed industrial activities in a vast set of 
contexts. One can view these technolo-
gies as key enablers for the “Second 
Machine Age” vision of the future of 
Brynjolfsson and McAfee.7 Therefore, 
we suggest the emergence and adop-
tion of the digital instruments in 
coming years is likely to generate a 
flurry of invention in many if not most 
technology fields.

The increasing reach of digital in-
struments and knowledge spillovers 
will potentially speed up the rate of in-
vention both within industries and 
within firms. As the onslaught of net-
worked automation may continue to 
create industrial value but also societal 
upheaval via creative destruction of 
jobs, occupations, and organizations, 

k	 Gizmodo, 23/07/17: http://fieldguide.gizmodo.
com/all-the-sensors-in-your-smartphone-and-
howthey-work-1797121002; retrieved 26/10/17.

l	 Gartner, 17/02/17: https://www.gartner.com/
newsroom/id/3598917; retrieved 26/10/17.

http://gizmodo.com/all-the-sensors-in-your-smartphone-and-how-they-work-1797121002
https://www.gartner.com/newsroom/id/3598917
https://www.gartner.com/newsroom/id/3598917
http://gizmodo.com/all-the-sensors-in-your-smartphone-and-how-they-work-1797121002
http://gizmodo.com/all-the-sensors-in-your-smartphone-and-how-they-work-1797121002
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R E V E N U E  C YC L E  M A N AG E M E N T  (RCM) is a complicated 
process that involves several steps and considerable 
data flow. A software development organization 
(SDO) that was building an RCM application quickly 
realized the complexity of this task. Specifically, the 
cyclomatic complexity of the application was in the 

thousands. The SDO could not easily scale 
the application or add features without 
having an impact on the entire code base.

In the early 2000s, no clear means 
was available to overcome this challenge 
until, per the suggestion of a consultant, 
the SDO began to discuss how to simpli-
fy the system by isolating the RCM steps 
into smaller, independent services. Lat-
er, this idea became known as mi-
croservice architecture (MSA), which 
has recently been touted as a promising 
software architecture alternative. Gen-
erally, an architecture style denotes a 
plausible and reusable pattern of solu-
tions, backed by experience, to a set of 
known programming problems.10 The 
architecture conveys a highly abstracted 
conceptual model of structure and be-
havior of the software, given its design 
goals and constraints. The choice of the 
architecture has an impact on the ways 
the software will be implemented and 
how its development can be organized. 

A judiciously chosen architecture style 
helps reduce technical debt and en-
hances software efficiency and quality.9

Generally, a MSA solution is found-
ed on the idea of “orchestrating” the 
software, comprising loosely coupled 
and independent “services.”13,18,22 In an 
MSA solution, each service is responsi-
ble for a dedicated, well-defined, and 
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Incrementally 
to Microservice 
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A field study examines technological advances 
that have created versatile software ecosystems 
to develop and deploy microservices.
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	˽ MSA offers a flexible, speedy, scalable 
software development paradigm founded 
on loosely coupled, cohesive, reusable, 
and easy to replace software services.

	˽ Transitioning to MSA challenges software 
development organizations as they 
migrate their legacy code built around 
monolithic architectures.

	˽ A roadmap is provided to adapt legacy 
code to MSA across four process phases 
where decision makers, mechanisms, 
and outcomes for each phase differ 
along with different benefits, risks, and 
organizational impacts.
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that a decoupling will automatically lead 
to scalability, flexibility, and decreased 
time to market. The most publicly 
known successful examples come from 
large and born-digital operations, such 
as Amazon, whereas most SDOs that 
consider the transition lack the resourc-
es, skills, and project management ca-
pabilities of such software giants. There-
fore, companies with legacy systems 
need to carefully consider alternatives to 
accomplish the transition.

Per our field study, most SDOs with 
significant software assets select an in-
cremental strategy to decrease transi-
tion risks and ensure a smooth transi-
tion. Under the incremental strategy, 
the monolith legacy software and the 
new, modular MSA-based software will 
be simultaneously present for a signifi-
cant period. This calls for a deeper ap-
preciation of their joint impact on soft-
ware assets, people, the organization, 
and managerial practices.8 SDO man-
agement must prepare for a wide array 
of changes at multiple levels of the orga-
nization while the transition unfolds 
and to assess the impact of the benefits 
and inevitable risks. We next identify 
some of those changes and related chal-
lenges identified in a field study that fo-
cused on leading industry practices dur-
ing a successful MSA transition.

Study Design
The field study data was collected be-
tween February 2018 and June 2019. 
The study relied on semi-structured in-
terviews that focused on changes, chal-
lenges, and opportunities during the 
architectural transition and the impacts 
of the transition on SDO’s management 
of software assets and their software 
process and organization. The data was 
collected from nine SDOs that had expe-
rienced an incremental transition in dif-
ferent forms and stages. The SDOs were 
of varying sizes and operated in six in-
dustries. The study included 23 inter-
views with 31 software experts, whose 
titles included CTO, Global Director, 
Senior/Principal Architects, Application 
Architects, and Lead Developers. The 
data collection progressed through 
three iterative rounds. In the first 
round, we sought to understand the im-
pact of emerging technologies on soft-
ware development. During this round, 
informants unanimously identified 
MSA as a critical architectural trend. In 

the second round, we sought to identify 
the motivations and decision logics that 
guided the selection of architectural 
styles and transitions. During the third 
round, we sought to identify and under-
stand pivotal challenges in operating 
co-existing monoliths and MSA archi-
tectures and solutions. We also validat-
ed our study findings and conclusions 
among a subset of informants. The 
transition strategies and challenges dis-
cussed here were inductively derived 
from the transcripts. We coded data si-
multaneously with the data collection 
to ensure higher validity and reliability 
of emerging themes, guide follow-up in-
terviews, and identify saturation in data 
and code. Further details of data collec-
tion and analysis as well as examples of 
coding trees are reported in Appendix A 
available online at https://dl.acm.org/
doi/10.1145/3378064.

Incremental Transition
During incremental architectural transi-
tion, microservices are introduced in a 
piecemeal fashion while software assets 
are iteratively and successively re-archi-
tected. Table 1 provides a summary of 
the benefits, risks, and organizational 
impacts of the incremental transition to 
MSA, as derived from our field study. 
The benefits and drawbacks of the two 
most common alternative strategies—
big bang and zero alternative, no tran-
sition—are reported in Appendix B 
available online at https://dl.acm.org/
doi/10.1145/3378064. In the incremental 
strategy, the choice of applications to be 
re-architected and the way microser-
vices are spun out from monolith code 
base are guided primarily by the deter-
mination of whether the re-architecting 
provides recognizable value to the busi-
ness and immediate benefits to the ap-
plication users. Business needs drive 
which services will be isolated and de-
veloped independently. Under the in-
cremental strategy, the final goal is not 
necessarily to decouple the system fully 
unless it comes with clearly defined 
and measurable advantages. Overall, 
the goal is to continually balance tran-
sition risks23 with expected benefits.1,7,12

The four phases of incremental 
transition. Typically, an incremental 
transition process unfolds through 
four phases: identify goals for tran-
sition; identify the scope and level 
of architectural changes; prepare for 

scalable function, which may and often 
is expected to serve, at the same time, 
other applications. Credit card pro-
cessing, product rating, and checkout 
business functions are examples of mi-
croservices in e-business. Each service 
is developed, tested, and deployed in-
dependently without making strict as-
sumptions as to how the deployment 
of the service will affect its use as part 
of other applications. Under MSA, 
some services are developed internally, 
while others are developed by third 
parties and linked to the final applica-
tion through APIs through service or-
chestration. From a historical perspec-
tive, MSAs are a testament to the 
software community’s aspiration to 
develop and manage highly modular, 
well-organized software assets.3

In the past, software has been built 
mainly around a tightly coupled code-
base called a monolith architecture. This 
style mainly organizes software as a mod-
ular single tier or, later, as a horizontally 
isolated n-tier architecture (Internet 
stack). Software built using a monolith 
architecture faces significant challenges 
to its feature growth, scalability, or per-
formance when the software continues 
to evolve, often under tight time pres-
sure.2 As new requirements emerge or in-
novative technologies are adopted, the 
“legacy” code often fails to support a 
rapid implementation of such changes.

Recent technological advances have 
created versatile software ecosystems 
to develop and deploy microservices. 
For example, Docker, a container plat-
form, provide a means to operate sys-
tem-level virtualization to package 
software in lightweight “containers” 
orchestrated by Kubernetes.5 A grow-
ing number of software service start-
ups now offer support services for con-
tainer deployment, management, and 
security. This also allows small SDOs to 
increasingly deploy software assets 
previously available for large SDOs, 
such as Amazon.

Moving to MSA, however, is neither 
easy nor risk free. It calls for a strategic, 
disciplined approach that avoids the dis-
ruption of current operations and user 
experience with software. Many SDOs 
remain uncertain of the benefits of the 
transition and remain on the sidelines.15 
The published success stories of transi-
tion offer often unfounded and far too 
positive claims and give the appearance 

https://dl.acm.org/doi/10.1145/3378064
https://dl.acm.org/doi/10.1145/3378064
https://dl.acm.org/doi/10.1145/3378064
https://dl.acm.org/doi/10.1145/3378064
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resource readiness; and change criti-
cal development practices. The phas-
es are distinguished by:

	˲ Different decision makers who initi-
ate and are responsible for the types of 
changes related to phase;

	˲ Different mechanisms that allow 
decision makers to carry out the transi-
tion in that phase; and

	˲ Different outcomes for each phase.
The mechanisms are defined orga-

nizational capabilities that are used to 
make related decisions or to imple-
ment these decisions. SDOs will deploy 
such mechanisms when making and 
executing decisions about the transi-
tion directions while developing their 
software assets. The accompanying fig-
ure provides a summary of the princi-
ples that separate the phases and the 
logical dependencies between them. 
The top-down arrows in the figure illus-
trate the increasingly granular focus of 
the incremental transition as it moves 
across the phases. Initially, the leader-
ship must put mechanisms in place 
that help to identify the gaps between 
an SDO’s strategic goals and the extent 
to which the current software develop-
ment practices align with them. These 
mechanisms help to identify the limita-
tions that must be overcome and the 
opportunities that need to be capital-
ized on during the MSA transition. The 
strategies in an incremental transition 
that help to achieve goals the most of-
ten involve scalable applications, en-
hanced application flexibility, and ve-
locity-improved time to market. Based 
on identified gaps, the SDO leader-
ship needs to establish specific stra-
tegic goals for incremental transition.

During the next phase, mechanisms 
need to be established to identify a se-
lect set of applications and related ser-
vices as targets for decoupling. This de-
termines the scope of the architectural 
choice guidelines and, potentially, the 
impact of the proposed service splits. 
Such impacts can be evaluated only by 
knowledgeable software architects. In 
the next phase, project managers need 
to reorganize software teams to exe-
cute the splits. This calls for establish-
ing new roles and responsibilities to 
properly develop, deploy, and main-
tain microservices. The mechanisms 
here relate to the knowledge and 
skills to reorganize teams and exe-
cute related organizational change. 

learning-based feedback loops. For ex-
ample, a change in development prac-
tices is likely to have an impact on the 
teams and their skills and behaviors. A 
proper team structure will drive a fea-
sible separation of services, while each 
decoupling step needs to be checked 
against the established goals to ensure 
the split will bring business value.

Understanding the role and impact 
of all four phases in regard to transition 
outcomes is a vital precursor to a suc-
cessful MSA transition. Phasing activi-
ties and related role changes help SDOs 
to gradually prepare for and manage 

In the final phase, software devel-
opers must learn and make the tran-
sition to new development practic-
es, and software managers will 
acquire new responsibilities to man-
age service vendor relationships. The 
mechanism here aims to change lo-
cal software development principles 
and provides the means to change 
project management practices and re-
lated development guidelines, which 
then result in new software develop-
ment practices, such as DevOps.3,9

The bottom-up arrows depict the 
expected impact of each phase, that is, 

Table 1. Incremental transition to MSA.

Benefits Risks Organizational Impact

Incremental learning curve, 
increase confidence with less 
pressure

Co-existing architecture and 
team composition

Better alignment of business 
goals and technology 
deployment

Immediate impact on services 
with targeted for active 
development

Resource constraints Longer uninterrupted operation

Resilience Need to rapidly apply new skills Better performance and 
reliability for critical services

Internally trained resources, 
need for fewer experienced 
external consultants

Additional roles and 
responsibilities for developer

Eliminate resource bottlenecks, 
improve customer experience

Less up-front investment, 
quicker infrastructure set up

Complex vendor management Gain new customers and 
increase loyalty

Better work-life balance Introduce radically new 
development practices (for 
example, DevOps)

Higher reliability through 
automatic monitoring results in 
fault isolation

Apply technologies that best fit 
each service, easier to switch

Data sharing (owner vs. user), 
control transfer between legacy 
and split service

Better security: Role-based 
access controls between 
services, secure network 
communications

Clearer ownership: “You build it, 
you own it.”

Quality standards for diverse 
technology

Uninterrupted support for 
organizational changes

Experimenting culture, 
innovative solutions

Incremental transition process phases.

Transition Process Phases

Strategic Goals Business and 
technical executives

Technical leadership

Project managers

Strategic

Technical

Social

Pain points and
opportunities

Service splits

Role and skill 
structure

Architectural Change

Resource Readiness

Software developers,
software managers

Software development
principles

Software development
practices

Development Practices

Key Decision Makers Mechanisms Outcomes
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successful transition, or “burning plat-
form.” SDO managers should lead the 
transition by asking for valid business 
reasons to change the architecture of 
software assets. Typically, these goals 
relate to software velocity, scalability or 
flexibility.17 Only such well-defined stra-
tegic goals warrant the effort to engage 
in the transition and calls for the SDO to 
carry out the following activities:

	˲ Recognize strategic goals for the 
transition. Successful SDOs typically 
set up well-defined and measurable 
goals for MSA transition. These goals 
guide decision making and implemen-
tation of the organizational and tech-
nological changes to achieve them.11,16 
One SDO, for example, established a 

strategic goal of providing innovative 
solutions to their customers by re-
sponding to new demands in a more 
timely manner. This goal became the 
key driver for the MSA transition, which 
involved decoupling highly embedded 
and dependent services from the code 
base for better responsiveness and flex-
ibility. To accomplish this, the SDO pri-
oritized the development of modular 
microservices to support key business 
functions, enabling experimental de-
velopment and innovation.

	˲ Identify pain points in SDO opera-
tions and assets. The legacy system’s 
features and related practices that ob-
struct the realization of strategic goals 
need to be identified. As one executive 

the incremental transition effectively. 
In particular, if each phase is properly 
planned and managed, and related 
tasks are addressed prior to moving to 
the next phase, the transition is likely to 
be more successful in balancing the 
risks and benefits. Each phase involves 
multiple critical activities. Table 2 pro-
vides a summary of the key activities 
and facets as well as their impacts on 
the organization.

1.	 Identify strategic goals. The SDO 
must identify salient strategic goals that 
are currently not being properly met 
due to faults in software assets and re-
lated organizational capabilities. Un-
derstanding the readiness for and ur-
gency of the MSA transition is vital for a 

Table 2. Incremental transition phases, activities, key facets, and organizational impact.

Impact

Activity Key Facets Organizational Impact

Identify Organizational Strategic Goals

Recognize strategic goals for the transition Strategic goals must justify the transition 
to MSA

Align MSA solution to support SDO’s current 
strategic goals

Identify pain points in SDO operations and assets Identify parts of the legacy system that hinder 
the realization of goals

Map microservice(s) to pain points Analyze how obstructing services can be mapped 
to a feasible microservice solution

Identify Architectural Changes

Assess the complexity of microservice(s) Each service split will increase complexity Establish boundaries between monolith core and 
services to decouple

Service split rules/decisions Realize the benefit from the service split Code freeze

Contain the monolith core Avoid breaking main static business logic Gradual customer impact

Advance Resource Readiness

Re-organize teams Create service-focused teams to promote the 
service split

Dedicate champions, change agents

Ownership: “You build it, you own it.”

Identify and train key developers Motivate and train developers, involve consultants 
to train

Detach microservice teams from monolith 
responsibilities

Shift roles and responsibilities Understand the criticality of infrastructure 
support roles

Involve operational resources

Obtain buy-in Demonstrate MSA value to build 
internal capability

Culture shift

Change Software Development Practices

Support hybrid architectures Integrate microservices with monolith core Dual project management methodologies

Controlled communication across teams

Establish due process to find the right technology Find fitting technology for each service Experimenting and failure tolerant culture

Failing forward

Manage vendors Address complex vendor relationships Establish compliance and regulatory compliance

Establish minimal software quality Ensure consistently quality across technologies Consistent service quality despite polyglot system

Monitor user behavior Learn from data Real-time feedback on customer usage behavior

Establish communication structure Understand communication needs between 
monolith and MSA

Avoid cross-team dependencies
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sales site, it can be developed in-house. 
Alternatively, a third-party may offer a 
fully tested, feature-enhanced product 
rating service ready to be deployed. In 
such a situation, it is important to un-
derstand and anticipate the future 
maintenance, customization options, 
and consequences for data ownership 
before committing to any final decision.

	˲ Contain the monolith core. The 
main business logic of the application 
is not likely to change dramatically 
over time. Therefore, it is often ineffi-
cient and unnecessary to break it fully 
into services, especially if no scale-re-
lated bottlenecks are present. All iden-
tified services need to be interfaced 
with the remaining core and data 
shared accordingly. One microservice 
developer described the significance of 
keeping the core as follows: “You’ll al-
ways have to deal with monoliths and 
part of the legacy system but you are 
not adding onto monolith.”

3.	 Advance resource readiness. The 
identified architectural scope will drive 
the extent to which this phase will per-
meate the entire organization. If the 
implementation team is inexperienced 
with MSA transition, the order of ser-
vice separation should start with a less 
mission-critical one. For example, a 
product-rating service in an e-com-
merce application would be a reason-
able choice in contrast to the checkout 
or payment function. The first service 
isolation needs to be treated as a show-
case project to demonstrate the busi-
ness benefits and to obtain the organi-
zation’s buy-in. Therefore, a proper 
assembly and management of teams 
will be crucial for the long-term suc-
cess of the transition. The architectural 
change phase helps to identify the 
needs for proper composition of the 
teams responsible for developing these 
first services. The phase consists of ac-
tivities focused on building mecha-
nisms that hone individuals’ skills and 
enables successful team formation, as 
described here:

	˲ Re-organize teams. A software devel-
opment team’s organization typically 
mirrors the modular software organiza-
tion expressed in Conway’s Law:6 An or-
ganization that designs software will 
produce a software organization that 
structurally represents the organiza-
tion’s current division of labor. A shift to 
MSA seeks to break the present software 

stated, “I always ask why they want to 
use microservices. What problem do 
they plan to fix with moving to mi-
croservices architecture?” For example, 
if the strategic goal is to increase inno-
vativeness of solutions and improve 
the customer experience, bottlenecks 
that impede the achievement of this 
goal must be identified. Tightly cou-
pled services are time consuming to 
change due to the dependencies and 
require complex and slow testing ar-
rangements. Decoupling such services 
allows simpler testing, faster code 
change, and easier monitoring of per-
formance and user behavior.

	˲ Map microservice(s) to pain points. 
A set of services must be identified as 
a cause of bottlenecks. By implement-
ing a microservice in lieu of a mono-
lith augmentation, the new service 
should help to achieve the identified 
goals. Consider a ride-hailing service 
similar to Uber, whereby a service is 
provided by using GPS coordinates for 
pick up and drop off, while the prices 
for the service are determined by dy-
namic supply and demand informa-
tion. The data needed to run such ser-
vice will have high volume, as the 
application must be able to compare 
historic data of supply and demand 
quickly and combine it with applica-
ble customer characteristics to deter-
mine the price on the spot. The pro-
cessing of such high volume data, 
while using a monolith, could easily 
put significant constraints on which 
types of pricing outcomes can be pro-
vided in real time while offering such 
a service. Therefore, using Apache’s 
Kafka Stream application as a mi-
croservice to handle the data would 
emerge as an appealing alternative mi-
croservice solution that would better 
meet system requirements.

2.	 Identify architectural change. The 
second phase helps the technical lead-
ership to engage in critical technical 
decisions that relate to the scope of the 
architectural change needed. This 
change occurs by establishing a clear 
understanding of the technical scope 
and risks of the transition. Services to 
be isolated need to be identified and 
their dependencies accounted for. This 
helps an SDO to conduct a proper ini-
tial scoping of the transition. In this 
phase, it is important not only to assess 
the complexity that new microservices 

add to the software management but 
also to identify those parts of the 
monolith that should not be decou-
pled, as the benefits would be marginal 
or the risks would outweigh them. The 
following activities are conducted in 
the architectural change phase:

	˲ Assess the complexity of microservice(s). 
Technical leadership needs to identify 
and agree on services to be split and pri-
oritize the decoupling schedule. This 
requires a detailed assessment of the 
complexity that each split introduces to 
the application. Understanding and 
mitigating possible risks, organization-
al tolerance for such risks, and expected 
benefits are important elements to con-
sider. For example, messaging between 
microservices will quickly grow in com-
plexity and become error prone. If a 
code freeze is necessary until the servic-
es are developed and integrated, cus-
tomers need to be notified whether this 
is expected and whether the reported 
enhancements will be delayed.

	˲ Service split rules/decisions. The or-
der of services to be decoupled should 
be dictated by service characteristics 
and related business value. In customer-
facing services, if the service is de-
ployed independently, rapid develop-
ment and deployment can soon realize 
business value. The services to be split 
should be large enough and further di-
vided as the need arises to avoid unnec-
essary complexity. Leadership must 
understand the value of proper scop-
ing and avoid the creation of “mini-
monoliths,” which often result from 
poorly defined cross-boundary servic-
es. A common approach is to split two 
to three services in a single develop-
ment effort and to leave everything else 
in the monolith’s core. The splitting 
rules are not, however, always driven by 
business logic. They also are affected 
by inherent constraints of database de-
sign and data dependencies. As one in-
terviewee stated, “The code is actually 
not that difficult to pull apart; it is al-
most always [that] the data is [sic] so 
much harder to pull apart because you 
have to know which service owns which 
pieces of the data.”

When a microservice has been identi-
fied for separation, either building it in-
ternally in an isolated fashion or search-
ing for a third-party service provider is a 
viable option. For example, if a product 
rating service is added to a commercial 
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invited initially to guide developers to 
execute the first split smoothly and to 
manage the code change. The train-
ing should cover the skills to build re-
lationships with external service pro-
viders that engage in the transition 
effort. Developers should attend pro-
fessional conferences to build up de-
velopers’ critical knowledge base and 
create learning networks.

	˲ Shift roles and responsibilities. Large 
SDOs commonly use established con-
sulting firms for internal talent devel-
opment. Smaller SDOs encourage self-
based and paced learning but hire 
external consultants to lead the initial 
process of decoupling code and assim-
ilating the chosen technologies. Some 
infrastructural and testing support 
roles in the new environment will be 
less desired, as development and oper-
ations are now largely run on and man-
aged in the cloud. The transition team 
needs to involve members from busi-
ness operations so that the business 
side understands why these changes 
take place. This is also necessary to cre-
ate successful DevOps practices3 that 
place autonomous development teams 
at the forefront of not only developing 
services but also of testing and deploy-
ing them with higher velocity.23

	˲ Obtain buy-in. The success of the 
initial service split will create momen-
tum for the architectural transition 
and help to obtain a buy-in from devel-
opers and business units. The MSA 
transition generally induces a change 
within the SDO to support the creation 
of modular and independent opera-
tional units responsible for specific mi-
croservices. Because MSA assumes 
that there are more software compo-
nents to develop, test, deploy, and 
manage, DevOps practices need to be 
introduced prior to forming teams. 
This grants time to erect the proper in-
frastructure and document and devel-
op proper metrics to measure MSA 
transition outcomes.10

4.	 Change software development 
practices. This phase focuses on chang-
ing key development mechanisms and 
technologies with the goal of finding 
appropriate technology to implement 
selected microservices. This phase also 
establishes standards for quality assur-
ance and prepares the organization for 
more complex service vendor manage-
ment. Key activities include:

	˲ Support hybrid architectures. Al-
though the teams that support MSA 
solutions and the monolith core will 
be separated by relatively limited and 
well-defined interfaces, they need to 
understand the impact of their work 
on one another. Well-defined service 
responsibilities will guarantee more 
rapid fault recognition and resolution. 
With the isolated services, the need 
for agility will change significantly. 
Management needs to introduce asso-
ciated changes in project manage-
ment methods to properly entrain sets 
of activities related to the core and mi-
croservice development. They must 
run agile DevOps teams to become 
more reactive in microservice devel-
opment. The monolith application 
benefits from stability and requires 
more predictive long-term support 
and related practices.

	˲ Establish due process to find the right 
technology. Developing microservices 
grants teams higher flexibility to choose 
“fit” technologies for services for which 
they are responsible. The chosen tech-
nologies, however, need to be formally 
evaluated at the higher level to ensure 
that their use aligns with the holistic 
needs of the organization. In this way, 
SDOs can better control diffusion and 
deployment of varied technologies and 
mitigate the risks of growing heteroge-
neity, poor choices, and cost escala-
tion. If the selected technology proves 
to be a poor fit for the service, it can be 
relatively easily replaced if proper mi-
croservice specifications have been 
used. In this regard, one microservice 
developer stated, “We build this pro-
cess in such a way that we make it okay 
to drop a new technology if we see that 
it’s not working out.” Most SDOs en-
courage experimenting, and failing 
early is accepted as part of the process, 
which ultimately promotes innovative 
service development.

	˲ Manage vendors. The cloud plat-
forms necessary for the development 
and deployment of microservices in-
troduce myriad potential new vendors 
within the MSA ecosystem. Coordinat-
ing service deployment, managing 
contracts and compliance, and under-
standing and mitigating associated 
risks become significant new challeng-
es. SDO management needs to prepare 
for and consider vendor issues prior to 
starting the transition.

organization, and, thus, it is necessary to 
divide the software teams differently to 
produce a new structure in the organiza-
tion. Developers need to be reorganized 
into smaller, independent, service-fo-
cused units with less dependencies and 
narrower communication structures.14 
The new organization needs to isolate 
critical independent, multi-application 
services within their autonomous devel-
opment units. The new team structure 
puts pressure on maintaining the legacy 
system and how its current social orga-
nization operates when parts of software 
functionality are split into autonomous 
services with new responsible DevOps 
teams. If the organization does not have 
significant experience with carrying out 
such a radical re-organization, it is advis-
able to start with just one service team 
responsible for a non-critical service to 
get a sense how manage and organize 
such teams.

	˲ Identify and train key developers. 
Another challenge is to identify team 
members who will truly advocate for 
the idea of MSA and are willing to un-
dergo training and learning. Develop-
ers must learn new skills and need to 
remain dedicated to carrying out the 
change while untried technologies are 
integrated into a technology portfolio. 
Those with good business domain 
knowledge (especially of the services to 
be decoupled) and a natural drive to 
learn technical skills are the best can-
didates. The selected candidates 
should be fully removed from their 
monolith-related responsibilities to 
create a fully capable team that can ef-
fectively decouple, develop, deploy, 
and maintain the service as an inde-
pendent unit. Because both architec-
ture styles will co-exist, it is important 
to understand that all remaining devel-
opers will not be interested in learning 
new skills. These developers should be 
allocated to maintain the legacy code. 
In some situations, if all developers are 
interested in working on microser-
vices, choosing to rotate between the 
developer roles is advisable to prevent 
issues between the team members.

Acquiring critical MSA design and 
implementation skills, such as con-
tinuous delivery, represents a radical 
departure from the past. Training for 
the DevOps skills and associated code 
management must be conducted. 
Outside consultants are commonly 
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	˲ Establish minimal software quality. 
The proliferation of diverse technolo-
gies comes with advantages, as it helps 
to search for the best solutions, given 
particular implementation challeng-
es. This diversity, however, needs to be 
matched with the call for quality and 
the need to minimize errors. Estab-
lishing quality standards and deliver-
ing consistently high quality across 
deployed technologies in this new en-
vironment remain significant chal-
lenges. One developer observed: “We 
have all these different microservices 
written in different languages, giving 
us different challenges during deploy-
ment ... some will be more buggy than 
others when the teams deploy them.”

	˲ Monitoring user behavior. The real-
time understanding of user interac-
tions with the orchestrated application 
calls for constant instrumentation, 
monitoring, and analysis of large vol-
umes of user stream data. In MSA envi-
ronments, data scientists often be-
come as important as business analysts 
for understanding customer needs and 
identifying service enhancements.

	˲ Establish communication structure. 
Monoliths, due to a large number of unac-
counted dependencies, often call for com-
munications among all involved develop-
ers. Microservices should cut down 
communication overhead, as they rely pri-
marily on a narrow band of asynchronous 
communications established through in-
terface specifications. Yet, SDO manage-
ment needs to allow “enough” interac-
tions among developers across teams to 
avoid building additional dependencies 
manifested in “mini-monoliths.” Co-lo-
cated teams identified this as a huge 
challenge, and an analyst stated, “Keep-
ing the walls up around each microser-
vice, I think is certainly more challeng-
ing when you have like a co-located 
focused product team versus a distrib-
uted team. I think the distributed team 
lends itself, kind of forces you to better 
keep those services decoupled.”

Conclusion
MSA is not a silver bullet. It will not solve 
all persistent problems of managing 
software assets. For example, decou-
pling monoliths and isolating critical 
microservices will not fix the problems 
that arise from designing a flawed sys-
tem or those emerging from writing 
poor-quality code. An incremental 

transition, however, can realize better 
business value derived from software 
assets if guided by the realistic and 
measurable goals and the SDO is aware 
of the cascading impact of the transi-
tioning to the entire organization.

The SDO must have a solid reason 
for the MSA transition. If a realistic 
strategic goal can be established for 
the MSA transition, then the SDO 
needs to prepare and build the mecha-
nisms that it can, make competently 
necessary decisions, and implement 
them properly. The transition strategy 
should be incremental unless the or-
ganization has significant resources 
and deep software experience, or the 
full transition will be necessary due to 
drastic operational failures or other 
business reasons.

The SDO needs to state clear, mea-
surable benefits for service isolation 
that outweigh related risks and high-
er organizational complexity. The 
SDO should not decouple service 
without understanding its benefits 
for more flexible development, scal-
able applications, or enhanced time 
to market. The SDO must also estab-
lish stringent technological disci-
pline with well-founded, standard-
ized splitting rules. It should execute 
the service splitting iteratively, fol-
lowing established priorities, as de-
termined by business needs.

The key to success in an MSA tran-
sition is to understand and deal with 
the softer social underbelly of the or-
ganization. MSA is fundamentally 
about a deep change in the SDO’s 
structure, minds, and hearts, trig-
gered by a new technological opportu-
nity. It shapes the organization in a 
holistic and punctuated manner and 
results, over time, in a deep transfor-
mation of the organization’s status 
quo, whereby its structures, roles, re-
sponsibilities, skills, incentives, and 
routines all are affected. SDO manag-
ers should not expect these incum-
bent and deeply entrenched struc-
tures to adapt to MSA automatically or 
by fiat. The SDO needs to be prepared 
for continued change and to learn to 
adjust the organization in a disci-
plined manner to the new architectur-
al regime. Poor execution will create 
confused and disheartened employ-
ees, unfit applications, and, ultimate-
ly, the loss of competitiveness.	
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https://gist.github.com/chitchcock/1281611
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DISTRIBUTED COMPUTING  CONSIDERS the scenario where a 
number of distinct, yet connected, computing devices (or 
parties) wish to carry out a joint computation of some 
function. For example, these devices may be servers that 
hold a distributed database system, and the function to 
be computed may be a database update of some kind. 
The aim of secure multiparty computation is to enable 
parties to carry out such distributed computing tasks in a 
secure manner. Whereas distributed computing often 
deals with questions of computing under the threat of 
machine crashes and other inadvertent faults, secure 
multiparty computation is concerned with the 
possibility of deliberately malicious behavior by some 
adversarial entity (these have also been considered in 
the distributed literature where they are called Byzantine 
faults). That is, it is assumed that a protocol execution 
may come under “attack” by an external entity, or even 
by a subset of the participating parties. The aim of 
this attack may be to learn private information or 
cause the result of the computation to be incorrect. Thus, 
two important requirements on any secure computation 

protocols are privacy and correctness. 
The privacy requirement states that 
nothing should be learned beyond what 
is absolutely necessary; more exactly, 
parties should learn their output and 
nothing else. The correctness require-
ment states that each party should re-
ceive its correct output. Therefore, the 

Secure 
Multiparty 
Computation

DOI:10.1145/3387108

MPC has moved from theoretical study  
to real-world usage. How is it doing?
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 key insights
	˽ Secure multiparty computation (MPC) 

is an extremely powerful tool, enabling 
parties to jointly compute on private inputs 
without revealing anything but the result.

	˽ MPC has been studied for over three 
decades in academia and has strong 
theoretical foundations. In the past 
decade, huge progress has been made 
toward making MPC efficient enough for 
use in practice.

	˽ In the past few years, MPC has started  
to be used in commercial products.  
There are performance costs associated 
with MPC protocols, but there are many 
real-life problems that can be solved  
today using existing techniques.
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adversary must not be able to cause the 
result of the computation to deviate 
from the function that the parties had 
set out to compute.

Secure multiparty computation can be 
used to solve a wide variety of problems, 
enabling the utilisation of data without 
compromising privacy. Consider, for 
example, the problem of comparing a 
person’s DNA against a database of 
cancer patients’ DNA, with the goal of 
finding if the person is in a high risk 
group for a certain type of cancer. Such 
a task clearly has important health and 
societal benefits. However, DNA infor-
mation is highly sensitive, and should 
not be revealed to private organiza-
tions. This dilemma can be solved by 
running a secure multiparty computa-
tion that reveals only the category of 
cancer that the person’s DNA is close to 
(or none). In this example, the privacy 
requirement ensures that only the cat-
egory of cancer is revealed, and nothing 

else about anyone’s DNA (neither the 
DNA of the person being compared nor 
the DNA of the patients in the data-
base). Furthermore, the correctness 
requirement guarantees that a malicious 
party cannot change the result (for 
example, make the person think that 
they are at risk of a type of cancer, and 
therefore need screening).

In another example, consider a trading 
platform where parties provide offers 
and bids, and are matched whenever an 
offer is greater than a bid (with, for exam-
ple, the price of the trade being some 
function of the offer and bid prices). In 
such a scenario, it can be beneficial 
from a game theoretic perspective to not 
reveal the parties’ actual offers and bids 
(because this information can be used by 
others in order to artificially raise prices or 
provide bids that are lower than their 
utility). Privacy here guarantees that 
only the match between buyer and 
seller and the resulting price is revealed, 

and correctness would guarantee that 
the price revealed is the correct one 
according to the function (and, for exam-
ple, not some lower value). It is interest-
ing to note that in some cases privacy is 
more important (such as in the DNA 
example), whereas in others correctness 
is more important (such as in the trading 
example). In any case, MPC guarantees 
both of these properties, and more.

A note on terminology. In the lit-
erature, beyond secure multiparty 
computation (with acronym MPC, 
and sometimes SMPC), there are also 
references to secure function evalu-
ation (SFE). These notions overlap 
significantly and are often used syn-
onymously. In addition, special cases 
of MPC often have their own names. 
Two examples are private set intersec-
tion (PSI), which considers the secure 
computation of the intersection of 
private sets, and threshold cryptog-
raphy, which considers the secure 

http://SHUTTERSTOCK.COM
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incorruptible) party is willing to help 
the parties carry out their computa-
tion. In such a world, the parties can 
simply send their inputs to the trusted 
party, who then computes the desired 
function and passes each party its pre-
scribed output. As the only action car-
ried out by a party is that of sending its 
input to the trusted party, the only free-
dom given to the adversary is in choos-
ing the corrupted parties’ inputs. 
Notice that all of the described security 
properties (and more) hold in this ideal 
computation. For example, privacy 
holds because the only message ever 
received by a party is its output (and so 
it cannot learn any more than this). 
Likewise, correctness holds because 
the trusted party cannot be corrupted 
and so will always compute the func-
tion correctly.

Of course, in the “real world,” there 
is no external party that can be trusted 
by all parties. Rather, the parties run 
some protocol among themselves 
without any help, and some of them 
are corrupted and colluding. Despite 
this, a secure protocol should emulate 
the so-called “ideal world.” That is, a 
real protocol that is run by the parties 
(in a world where no trusted party 
exists) is said to be secure, if no 
adversary can do more harm in a real 
execution that in an execution that 
takes place in the ideal world. This 
can be formulated by saying that for 
any adversary carrying out a success-
ful attack in the real world, there exists 
an adversary that successfully carries 
out an attack with the same effect in 
the ideal world. However, successful 
adversarial attacks cannot be carried 
out in the ideal world. We therefore 
conclude that all adversarial attacks 
on protocol executions in the real 
world must also fail.

More formally, the security of a pro-
tocol is established by comparing the 
outcome of a real protocol execution to 
the outcome of an ideal computation. 
That is, for any adversary attacking a 
real protocol execution, there exists an 
adversary attacking an ideal execution 
(with a trusted party) such that the 
input/output distributions of the 
adversary and the participating parties 
in the real and ideal executions are 
essentially the same. Thus a real proto-
col execution “emulates” the ideal 
world. This formulation of security is 

computation of digital signatures 
and decryption, where no single party 
holds the private key.

Security of MPC
The definitional paradigm. As we have 
mentioned, the setting that we con-
sider is one where an adversarial entity 
controls some subset of the parties and 
wishes to attack the protocol execu-
tion. The parties under the control of 
the adversary are called corrupted, and 
follow the adversary’s instructions. 
Secure protocols should withstand any 
adversarial attack (where the exact 
power of the adversary will be discussed 
later). In order to formally claim and 
prove that  a protocol is secure, a precise 
definition of security for multiparty 
computation is required. A number of 
different definitions have been pro-
posed and these definitions aim to 
ensure a number of important security 
properties that are general enough to 
capture most (if not all) multiparty 
computation tasks. We now describe 
the most central of these properties:

(1)  Privacy: No party should learn 
anything more than its prescribed 
output. In particular, the only 
information that should be 
learned about other parties’ inputs 
is what can be derived from the 
output itself. For example, in an 
auction where the only bid 
revealed is that of the highest bid-
der, it is clearly possible to derive 
that all other bids were lower than 
the winning bid. However, noth-
ing else should be revealed about 
the losing bids.

(2)  Correctness: Each party is guaran-
teed that the output that it receives 
is correct. To continue with the 
example of an auction, this implies 
that the party with the highest bid 
is guaranteed to win, and no party 
such as the auctioneer can influ-
ence this.

(3)  Independence of Inputs: Corrupted 
parties must choose their inputs 
independently of the honest par-
ties’ inputs. This property is cru-
cial in a sealed auction, where 
bids are kept secret and parties 
must fix their bids independently 
of others. We note that indepen-
dence of inputs is not implied by 
privacy. For example, it may be 

possible to generate a higher bid, 
without knowing the value of the 
original one. Such an attack can 
actually be carried out on some 
encryption schemes (that is, 
given an encryption of $100, it is 
possible to generate a valid 
encryption of $101, without know-
ing the original encrypted value).

(4)  Guaranteed output delivery: 
Corrupted parties should not be 
able to prevent honest parties 
from receiving their output. In 
other words, the adversary should 
not be able to disrupt the compu-
tation by carrying out a “denial of 
service” attack.

(5)  Fairness: Corrupted parties should 
receive their outputs if and only if 
the honest parties also receive their 
outputs. The scenario where a cor-
rupted party obtains output and an 
honest party does not should not be 
allowed to occur. This property can 
be crucial, for example, in the case 
of contract signing. Specifically, it 
would be very problematic if the 
corrupted party received the 
signed contract and the honest 
party did not. Note that guaran-
teed output delivery implies fair-
ness, but the converse is not 
necessarily true.

We stress that this list does not constitute 
a definition of security, but rather a set  
of requirements that should hold for 
any secure protocol. Indeed, one pos-
sible approach to defining security is 
to just generate a list of separate 
requirements (as mentioned) and then 
say that a protocol is secure if all of 
these requirements are fulfilled. 
However, this approach is not satisfac-
tory for the following reasons. First, it 
may be possible that an important 
requirement was missed. This is espe-
cially true because different applica-
tions have different requirements, and 
we would like a definition that is gen-
eral enough to capture all applications. 
Second, the definition should be sim-
ple enough so that it is trivial to see that 
all possible adversarial attacks are pre-
vented by the proposed definition.

The standard definition today5 there-
fore formalizes security in the follow-
ing general way. As a mental 
experiment, consider an “ideal world” 
in which an external trusted (and 
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called the ideal/real simulation paradigm. 
In order to motivate the usefulness of 
this definition, we describe why all 
the properties described are 
implied. Privacy follows from the 
fact that the adversary’s output is the 
same in the real and ideal execu-
tions. Because the adversary learns 
nothing beyond the corrupted par-
ty’s outputs in an ideal execution, the 
same must be true for a real execu-
tion. Correctness follows from the 
fact that the honest parties’ outputs 
are the same in the real and ideal exe-
cutions, and from the fact that in an 
ideal execution, the honest parties 
all receive correct outputs as com-
puted by the trusted party. Regarding 
independence of inputs, notice that 
in an ideal execution, all inputs are 
sent to the trusted party before any 
output is received. Therefore, the 
corrupted parties know nothing of the 
honest parties’ inputs at the time that 
they send their inputs. In other words, 
the corrupted parties’ inputs are cho-
sen independently of the honest par-
ties’ inputs, as required. Finally, 
guaranteed output delivery and fair-
ness hold in the ideal world because 
the trusted party always returns all out-
puts. The fact that it also holds in the 
real world again follows from the fact 
that the honest parties’ outputs are the 
same in the real and ideal executions.

We remark that in some cases, the 
definition is relaxed to exclude fairness 
and guaranteed output delivery. The 
level of security achieved when these 
are excluded is called “security with 
abort,” and the result is that the adver-
sary may be able to obtain output, 
whereas the honest parties do not. 
There are two main reasons why this 
relaxation is used. First, in some cases, 
it is impossible to achieve fairness (for 
example, it is impossible to achieve fair 
coin tossing for two parties11). Second, 
in some cases, more efficient protocols 
are known when fairness is not guaran-
teed. Thus, if the application does not 
require fairness (and in particular in 
cases where only one party receives 
output), this relaxation is helpful.

Additional definitional parameter. 
Adversarial power. The informal def-
inition of security omits one very 
important issue: the power of the 
adversary that attacks a protocol exe-
cution. As we have mentioned, the 

adversary controls a subset of the par-
ticipating parties in the protocol. 
However, we have not defined what 
power such an adversary has. We 
describe the two main parameters 
defining the adversary: its allowed 
adversarial behavior (that is, does the 
adversary just passively gather infor-
mation or can it instruct the cor-
rupted parties to act maliciously?) 
and its corruption strategy (that is, 
when or how parties come under the 
“control” of the adversary?):

(1)  Allowed adversarial behavior: 
The most important parameter 
that must be to the actions that 
corrupted parties are allowed to 
take. There are three main types 
of adversaries:

(a)  Semi-honest adversaries: In the 
semi-honest adversarial model,  
even corrupted parties cor-
rectly follow the protocol 
specification. However, the 
adversary obtains the internal 
state of all the corrupted par-
ties (such as the transcript of 
all the messages received) and 
attempts to use this to learn 
information that should 
remain private. This is a rather 
weak adversarial model, but 
a protocol with this level of 
security does guarantee that 
there is no inadvertent data 
leakage. In some cases, this is 
sufficient although in today’s 
adversarial environment it is 
often insufficient. Semi-honest 
adversaries are also called 
“honest-but-curious” and “pas-
sive.” (Sometimes, fail-stop 
adversaries are also consid-
ered; these are essentially semi-
honest adversaries who may 
also halt the protocol execu-
tion early.)

(b)  Malicious adversaries: In this 
adversarial model, the cor-
rupted parties can arbitrarily 
deviate from the protocol 
specification according to the 
adversary’s instructions. In gen-
eral, providing security in the 
presence of malicious adver-
saries is preferred, as it ensures 
that no adversarial attack can 
succeed. Malicious adversaries 
are also called “active.”

The security  
of a protocol  
is established  
by comparing  
the outcome  
of a real protocol 
execution to  
the outcome  
of an ideal 
computation. 
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(such as in the adaptive adver-
sarial model), but corrupted 
parties may also become hon-
est. The proactive model makes 
sense in cases where the threat 
is an external adversary who 
may breach networks and break 
into services and devices, 
and secure computations are 
ongoing. When breaches are 
discovered, the systems are 
cleaned and the adversary loses 
control of some of the 
machines, making the parties 
honest again. The security 
guarantee is that the adver-
sary can only learn what it 
derived from the local state of 
the machines that it cor-
rupted, although they were 
corrupted. Such an adversary 
is sometimes called mobile.

There is no “right” model when con-
sidering this information. Rather, the 
specific definition used and adversary 
considered depend on the application 
and the threats being dealt with.

Modular sequential and concurrent 
composition. In reality, a secure multi-
party computation protocol is not  
run in isolation; rather, it is part of a 
system. Canetti5 proved that if you run 
an MPC protocol as part of a larger sys-
tem, then it still behaves in the same 
way as if an incorruptible trusted party 
carried out the computation for the 
parties. This powerful theorem is 
called modular composition, and it 
enables larger protocols to be con-
structed in a modular way using secure 
subprotocols, as well as analysing a 
larger system that uses MPC for some 
of the computations.

One important question in this con-
text is whether or not the MPC protocol 
itself runs at the same time as other 
protocols. In the setting of sequential 
composition, the MPC protocol can run 
as a subprotocol of another protocol 
with arbitrary other messages being 
sent before and after the MPC proto-
col. However, the MPC protocol itself 
must be run without any other messages 
being sent in parallel. This is called the 
stand-alone setting and is the setting 
considered by the basic definition of 
security of Canetti.5 The sequential 
modular composition theorem of 
Canetti5 states that in this setting, the 

(c)  Covert adversaries:1 This type 
of adversary may behave mali-
ciously in an attempt to break 
the protocol. However, the secu-
rity guarantee provided is that 
if it does attempt such an 
attack, then it will be detected 
with some specified probability 
that can be tuned to the appli-
cation. We stress that unlike 
in the malicious model, if the 
adversary is not detected, then 
it may successfully cheat (for 
example, learn an honest 
party’s input). This model is 
suited to settings where some 
real-world penalty can be asso-
ciated with an adversary being 
detected, and the adversary’s 
expectation is to lose overall if it 
attempts an attack.

(2)  Corruption strategy: The corrup-
tion strategy deals with the ques-
tion of when and how parties are 
corrupted. There are three main 
models:

(a)    Static corruption model: In this 
model, the set of parties con-
trolled by the adversary is fixed 
before the protocol begins. 
Honest parties remain honest 
throughout and corrupted par-
ties remain corrupted.

(b)  Adaptive corruption model: Rather 
than having a fixed set of cor-
rupted parties, adaptive adver-
saries are given the capability 
of corrupting parties during 
the computation. The choice 
of who to corrupt, and when, 
can be arbitrarily decided by the 
adversary and may depend on its 
view of the execution (for this 
reason it is called adaptive). This 
strategy models the threat of 
an external “hacker” breaking 
into a machine during an exe-
cution, or a party which is hon-
est initially and later changes 
its behavior. We note that in 
this model, once a party is cor-
rupted, it remains corrupted 
from that point on.

(c)  Proactive security model:7,30 
This model considers the pos-
sibility that parties are cor-
rupted for a certain period of 
time only. Thus, honest par-
ties may become corrupted 
throughout the computation 

In reality,  
a secure multiparty 
computation 
protocol is not run 
in isolation;  
rather, it is part  
of a system.
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MPC protocol indeed behaves like a 
computation carried out by a trusted 
third party.

In some (many) cases, MPC proto-
cols are run at the same time as other 
instances of itself, other MPC proto-
cols, and other insecure protocols. In 
these cases, a protocol proven secure 
under the aforementioned stand-
alone definition of security may not 
actually remain secure. A number of 
definitions were proposed to deal with 
this setting, the most popular of these 
is that of universal composability.6 
Any protocol proven secure according 
to this definition is guaranteed to 
behave like an ideal execution, irre-
spective of what other protocols run 
concurrently to it. As such, this is the 
gold standard of MPC definitions. 
However, it does come at a price (both 
of efficiency and of assumptions 
required on the system setup).

Important definitional implica-
tions. The ideal model and using MPC 
in practice. The ideal/real paradigm for 
defining security actually has some very 
important implications for the use of 
MPC in practice. Specifically, in order 
to use an MPC protocol, all a practitio-
ner needs to do is to consider the secu-
rity of their system when an 
incorruptible trusted party carries out 
the computation for which MPC is 
used. If the system is secure in this case, 
then it will remain secure even when 
the real MPC protocols are used (under 
the appropriate composition case). 
This means that noncryptographers 
need not understand anything about 
how MPC protocols work, or even how 
security is defined. The ideal model 
provides a clean and easy to understand 
abstraction that can be utilized by those 
constructing systems.

Any inputs are allowed. Although 
the ideal model paradigm provides 
a simple abstraction, as described 
there is a subtle point that is some-
time misunderstood. An MPC proto-
col behaves like an ideal execution; 
as such, the security obtained is anal-
ogous to that of an ideal execution. 
However, in an ideal execution, 
adversarial parties may input any val-
ues that they wish, and indeed there 
is no generic way of preventing this. 
Thus, if two people wish to see who 
earns a higher salary (without reveal-
ing any more than this one bit of 

information), then nothing stops one 
of them from inputting the maximum 
possible value as their salary (and 
then behaving honestly in the MPC 
protocol itself), with the result being 
that the output is that they earn more. 
Thus, if the security of an application 
depends on the party’s using correct 
inputs, then mechanisms must be 
used to enforce this. For example, it 
is possible to require signed inputs 
and have the signature be verified as 
part of the MPC computation. 
Depending on the specific protocol, 
this can add significant cost.

MPC secures the process, but not 
the output. Another subtlety that is 
often misunderstood is that MPC 
secures the process, meaning that 
nothing is revealed by the computa-
tion itself. However, this does not 
mean that the output of the function 
being computed does not reveal sensi-
tive information. For an extreme 
example, consider two people com-
puting the average of their salaries. It 
is indeed true that nothing but the 
average will be output, but given a per-
son’s own salary and the average of 
both salaries, they can derive the exact 
salary of the other person. Thus, just 
using MPC does not mean that all pri-
vacy concerns are solved. Rather, MPC 
secures the computing process, and 
the question of what functions should 
and should not be computed due to 
privacy concerns still needs to be 
addressed. In some cases, such as 
threshold cryptography, this question 
is not an issue (because the output of 
cryptographic functions does not 
reveal the key, assuming that it is 
secure). However, in other cases, it 
may be less clear.

Feasibility of MPC
The definition of security seems to be 
very restrictive in that no adversarial 
success is tolerated, and the protocol 
should behave as if a trusted third 
party is carrying out the computation. 
Thus, one may wonder whether it is 
even possible to obtain secure protocols 
under this definition, and if yes, for 
which distributed computing tasks. 
Perhaps surprisingly, powerful feasibil-
ity results have been established, dem-
onstrating that in fact, any distributed 
computing task (function) can be 
securely computed, in the presence of 

malicious adversaries. We now briefly 
state the most central of these results. 
Let n denotes the number of participat-
ing parties and let t denotes a bound on 
the number of parties that may be cor-
rupted (where the identity of the cor-
rupted parties is unknown):

(1)  For t < n/3 (that is, when less than a 
third of the parties can be cor-
rupted), secure multiparty proto-
cols with fairness and guaranteed 
output delivery can be achieved for 
any function with computational 
security assuming a synchro-
nous point-to-point network with 
authenticated channels,18 and 
with information-theoretic secu-
rity assuming the channels are 
also private.3, 9

(2)  For t < n/2 (that is, in the case 
of a guaranteed honest major-
ity), secure multiparty proto-
cols with fairness and 
guaranteed output delivery can 
be achieved for any function 
with computational and informa-
tion-theoretic security, assuming 
that the parties also have access to 
a broadcast channel.18, 33

(3)  For t ≥ n/2 (that is, when the number 
of corrupted parties is not lim-
ited), secure multiparty protocols 
(without fairness or guaranteed 
output delivery) can be achieved.18, 37

In the setting of concurrent compo-
sition described earlier, it has also 
been shown that any function can be 
securely computed.6, 8

In summary, secure multiparty pro-
tocols exist for any distributed comput-
ing task. This fact is what provides its 
huge potential—whatever needs to be 
computed can be computed securely! 
We stress, however, that the aforemen-
tioned feasibility results are theoretical, 
meaning that they demonstrate that 
this is possible in principle. They do 
not consider the practical efficiency 
costs incurred; these will be mentioned 
here later.

We conclude this section with a 
caveat. The feasibility results are 
proven in specific models, and under 
cryptographic hardness and/or setting 
assumptions. It is beyond the scope of 
this review to describe these details, 
but it is important to be aware that they 
need to be considered.
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every gate for which the parties 
hold (t + 1)-out-of-n sharings of 
the values on the two input 
wires, the result of the computa-
tion is a (t + 1)-out-of-n secret 
sharing of the value on the out-
put wire of the gate.

(a)  Computing addition gates: 
According to the invariant, each 
party holds a secret sharing of 
the values on the input wires 
to the gate; we denote these 
polynomials by a(x) and b(x) 
and this means that the ith 
party holds the values a(i) and 
b(i). The output wire of this 
gate should be a (t + 1)-out-of-
n secret sharing of the value 
a(0) + b(0). This is easily com-
puted by the ith party locally 
setting its share on the out-
put wire to be a(i) + b(i). 
Observe that by defining the 
polynomial c(x) = a(x) + b(x), 
this means that the ith party 
holds c(i). Furthermore, c(x) 
is a degree-t polynomial such 
that c(0) = a(0) + b(0). Thus, the 
parties hold a valid (t + 1)-out-
of-n secret sharing of the value 
a(0) + b(0), as required. Observe 
that no communication is 
needed in order to compute 
addition gates.

(b)  Computing multiplication gates: 
Once again, denote the poly-
nomials on the input wires 
to the gate by a(x) and b(x). As 
for an addition gate, the ith 
party can locally multiply its 
shares to define c(i) = a(i) × 
b(i). By the properties of 
polynomial multiplication, 
this defines a polynomial 
c(x) such that c(0) = a(0) × 
b(0). Thus, c(x) is a sharing of 
the correct value (the prod-
uct of the values on the input 
wires). However, c(x) is of 
degree-2t, and thus, this is 
a (2t + 1)-out-of-n secret shar-
ing and not a (t + 1)-out-of-n 
secret sharing. In order to 
complete the computation of 
the multiplication gate, it is 
therefore necessary for the 
parties to carry out a degree 
reduction step, to securely 
reduce the degree of the poly-
nomial shared among the 

Techniques
Over the past three decades, many dif-
ferent techniques have been developed 
for constructing MPC protocols with 
different properties, and for different 
settings. It is way beyond the scope of 
this article to even mention all of the 
techniques, and we highly recommend 
reading15 for an extremely well-written 
and friendly introduction to MPC, 
such as a survey of the major tech-
niques. Nevertheless, we will provide a 
few simple examples of how MPC pro-
tocols are constructed, in order to illus-
trate how it can work.

Shamir secret sharing. MPC proto-
cols for an honest majority typically 
utilize secret sharing as a basic tool. We 
will therefore begin by briefly describ-
ing Shamir’s secret sharing scheme.34

A secret sharing scheme solves the 
problem of a dealer who wishes to share 
a secret s among n parties, so that any 
subset of t + 1 or more of the parties can 
reconstruct the secret, yet no subset of t 
or fewer parties can learn anything 
about the secret. A scheme that fulfills 
these requirements is called a (t + 
1)-out-of-n-threshold secret-sharing 
scheme.

Shamir’s secret sharing scheme 
utilizes the fact that for any for t + 1 
points on the two dimensional plane 
(x1, y1), …, (xt + 1, yt + 1) with unique xi, 
there exists a unique polynomial 
q(x) of degree at most t such that 
q(xi) = yi for every i. Furthermore, it 
is possible to efficiently reconstruct 
the polynomial q(x), or any specific 
point on it. One way to do this is 
with the Lagrange basis polynomi-
als 1(x), …, t(x), where reconstruc-
tion is carried out by computing 

. From here on, we 
will assume that all computations 
are in the finite field p, for a prime 
p > n.

Given this, in order to share a secret 
s, the dealer chooses a random polyno-
mial q(x) of degree at most t under the 
constraint that q(0) = s. (Concretely, 
the dealer sets a0 = s and chooses ran-
dom coefficients a1, …, at ∈ p, and 
sets .) Then, for every i 
= 1, …, n, the dealer provides the ith 
party with the share yi = q(i); this is the 
reason why we need p > n, so that differ-
ent shares can be given to each party. 
Reconstruction by a subset of any t par-
ties works by simply interpolating the 

polynomial to compute q(x) and then 
deriving s = q(0). Although t + 1 parties 
can completely recover s, it is not hard 
to show that any subset of t or fewer par-
ties cannot learn anything about s. This 
is due to the fact that they have t or 
fewer points on the polynomial, and so 
there exists a polynomial going through 
these points and the point (0, s) for 
every possible s ∈ p. Furthermore, 
because the polynomial is random, all 
polynomials are equally likely, and so 
all values of s ∈ p are equally likely.

Honest-majority MPC with secret 
sharing. The first step in most proto-
cols for general MPC (that is, protocols 
that can be used to compute any func-
tion) is to represent the function being 
computed as a Boolean or arithmetic 
circuit. In the case of honest-major-
ity MPC based on secret sharing, the 
arithmetic circuit (comprised of 
multiplication and addition gates) is 
over a finite field p with p > n. We 
remark that arithmetic circuits are 
Turing complete, and so any function 
can be represented in this form. The 
parties participating in the MPC pro-
tocol are all provided in this circuit, and 
we assume they can all communicate 
securely with each other. The protocol 
for semi-honest adversaries (see here for 
what is needed for the case of malicious 
adversaries) consists of the following 
phases:

(1)  Input sharing: In this phase, each 
party shares its input with the other 
parties, using Shamir’s secret 
sharing. That is, for each input 
wire to the circuit, the party whose 
input is associated with that wire 
plays the dealer in Shamir’s secret 
sharing to share the value to all 
parties. The secret sharing used is 
(t + 1)-out-of-n, with  
(thus, the degree of the polynomial is 
t). This provides security against 
any minority of corrupted parties, 
because no such minority can 
learn anything about the shared 
values. Following this step, the par-
ties hold secret shares of the values 
on each input wire.

(2)  Circuit evaluation: In this 
phase, the parties evaluate the 
circuit one gate at a time, from 
the input gates to the output 
gates. The evaluation main-
tains the invariant that for 
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parties from 2t to t, without 
changing its value at 0. 
Before proceeding to 
describe this, observe that 
as t < n/2, the shares held by 
the n parties do fully deter-
mine the polynomial c(x) of 
degree 2t + 1.

In order to compute the degree 
reduction step, we use an idea from 
Damgård and Nielsen12 (we describe the 
basic idea here although Damgård and 
Nielsen12 have a far more efficient way 
of realizing it than what we describe 
here). Assume that the parties all hold 
two independent secret sharings of an 
unknown random value r, the first shar-
ing via a polynomial of degree-2t 
denoted R2t(x), and the second sharing 
via a polynomial of degree-t denoted 
Rt(x). Note that R2t(0) = Rt(0) = r. Then, 
each party can locally compute its 
share of the degree-2t polynomial 
d(x) = c(x) − R2t(x) by setting d(i) = c(i) − 
R2t(i). Note that both c(x) and R2t(x) are 
of degree-2t. Next, the parties recon-
struct d(0) = a(0) ⋅ b(0) − r by sending all 
of their shares to all other parties. 
Finally, the ith party for all i = 1, …, n 
computes its share on the output wire 
to be c′(i) = Rt(i) + d(0).

Observe that c′(x) is of degree t as 
Rt(x) is of degree t, and it is defined by 
adding a constant d(0) to Rt(x). Next, 
c′(0) = a(0) × b(0) as Rt(0) = r and d(0) = 
a(0) × b(0) − r; thus r cancels out when 
summing the values. Thus, the parties 
hold a valid (t + 1)-out-of-n secret shar-
ing of the product of the values on the 
input wires, as required. Furthermore, 
note that the value d(0) that is revealed 
to all parties does not leak any infor-
mation because Rt(x) perfectly masks 
all values of c(x), and in particular it 
masks the value a(0) × b(0).

It remains to show how the parties 
generate two independent secret shar-
ings of an unknown random value r via 
polynomials of degree 2t and t. This 
can be achieved by the ith party, for 
all i = 1, …, n, playing the dealer and 
sharing a random value ri via a degree-
2t polynomial  and via a degree-
t polynomial . Then, upon 
receiving such shares from each of the 
parties, the ith party for all i = 1,  
…, n defines its shares of R2t(x) and Rt(x) by 
computing  and 

. Because all parties 

contribute secret random values r1, …, rn 
and we have that , it follows 
that no party knows r.

(3)  Output reconstruction: Once 
the parties have obtained shares 
on the output wires, they can 
obtain the outputs by simply 
sending their shares to each 
other and reconstructing the 
outputs via interpolation. 
Observe that it is also possible 
for different parties to obtain 
different outputs, if desired. In 
this case, the parties send the 
shares for reconstruction only 
to the relevant parties who are 
supposed to obtain the output 
on a given wire.

This protocol is secure for semi-honest 
adversaries as long as less than n/2 par-
ties are corrupted. This is because the 
only values seen by the parties during 
the computation are secret shares 
(that reveal nothing about the values 
they hide), and opened d(0) values 
that reveal nothing about the actual 
values on the wires due to the inde-
pendent random sharings used each 
time. Note that in order to achieve 
security in the presence of malicious 
adversaries who may deviate from the 
protocol specification, it is necessary to 
utilize different methods to prevent 
cheating. See Beerliová-Trubíniová and 
Hirt4, Chida et al.,10 and Furukawa and 
Lindell16 for a few examples of how to 
efficiently achieve security in the pres-
ence of malicious adversaries.

Private set intersection. Earlier we 
described an approach to general 
secure computation that can be used to 
securely compute any function. In 
many cases, these general approaches 
turn out to actually be the most efficient 
(especially when considering malicious 
adversaries). However, in some cases, 
the specific structure of the function 
being solved enables us to find faster, 
tailored solutions. In this and the next 
section, we present two examples of 
such functions.

In a private set intersection protocol, 
two parties with private sets of values 
wish to find the intersection of the sets, 
without revealing anything but the ele-
ments in the intersection. In some 
cases, some function of the intersection 
is desired, such as its size only. There 

Over the past 
three decades, 
many different 
techniques have 
been developed 
for constructing 
MPC protocols with 
different properties, 
and for different 
settings. 



94    COMMUNICATIONS OF THE ACM   |   JANUARY 2021  |   VOL.  64  |   NO.  1

review articles

it knows the association between 
yj and Fk(yj).)

The protocol reveals nothing but the 
intersection because the first party learns 
nothing about y1, …, yn from the oblivi-
ous pseudorandom function evaluations, 
and the second party learns nothing 
about values of xj that are not in the inter-
section because the pseudorandom func-
tion hides the preimage values. This is 
therefore secure in the semi-honest 
model. It is more challenging to achieve 
security in the malicious model. For 
example, a malicious adversary could 
use a different key for the first element 
and later elements, and then have the 
result that the value y1 is in the output if 
and only if it was the first element of the 
second party’s list.

The most efficient private set inter-
section protocols today use advanced 
hashing techniques and can process 
millions of items in a few seconds.23, 31, 32

Threshold cryptography. The aim of 
threshold cryptography is to enable a 
set of parties to carry out cryptographic 
operations, without any single party 
holding the secret key. This can be 
used to ensure multiple signatories on 
a transaction, or alternatively to pro-
tect secret keys from being stolen by 
spreading key shares out on different 
devices (so that the attacker has to 
breach all devices in order to learn the 
key). We demonstrate a very simple 
protocol for two-party RSA, but warn 
that for more parties (and other 
schemes), it is much more complex.

RSA is a public-key scheme with 
public-key (e, N) and private-key (d, N). 
The basic RSA function is y = xe mod N, 
and its inverse function is x = yd mod 
N. RSA is used for encryption and sign-
ing, by padding the message and other 
techniques. Here, we relate to the raw 
RSA function, and show how the inverse 
can be computed securely amongst 
two parties, where neither party can 
compute the function itself. In order 
to achieve this, the system is set up 
with the first party holding (d1, N) and 
the second party holding (d2, N), where 
d1 and d2 are random under the con-
straint that d1 + d2 = d. (More formally, 
the order in the exponent is φ(N)—
Euler’s function—and therefore the 
values d1, d2 ∈ Zφ(N) are random under 
the constraint that d1 + d2 = d mod 

has been a lot of work on this problem, 
with security for both semi-honest and 
malicious adversaries, and with differ-
ent efficiency goals (few rounds, low 
communication, low computation, 
etc.). In this section, we describe the 
idea behind the protocol of Kolesnikov 
et al.;23  the actual protocol of Kolesnikov 
et al.23 is far more complex, but we pres-
ent the conceptually simple idea under-
lying their construction.

A pseudorandom function F is a 
keyed function with the property that 
outputs of the function on known 
inputs look completely random. 
Thus, for any given list of elements x1, 
…, xn, the series of values Fk(x1), …, 
Fk(xn) looks random. In particular, 
given Fk(xi), it is infeasible to deter-
mine the value of xi. In the following 
simple protocol, we utilize a tool called 
oblivious pseudorandom function evalu-
ation. This is a specific type of MPC 
protocol where the first party inputs k 
and the second party inputs x, and the 
second party receives Fk(x), whereas 
the first party learns nothing about x 
(note that the second party learns 
Fk(x) but nothing beyond that; in par-
ticular, k remains secret). Such a 
primitive can be built in many ways, 
and we will not describe them here.

Now, consider two parties with 
respective sets of private elements; 
denote them x1, …, xn and y1, …, yn, 
respectively (for simplicity, we assume 
that their lists are of the same size, 
although this is not needed). Then, the 
protocol proceeds as follows:

(1)  The first party chooses a key k for 
a pseudorandom function.

(2)  The two parties run n oblivious 
pseudorandom function evalua-
tions: in the ith execution, the 
first party inputs k and the sec-
ond party inputs yi. As a result, 
the second party learns Fk(y1), …, 
Fk(yn), whereas the first party 
learns nothing about y1, …, yn.

(3)  The first party locally computes 
Fk(x1), …, Fk(xn) and sends the list 
to the second party. It can com-
pute this because it knows k.

(4)  The second party computes the 
intersection between the lists 
Fk(y1), …, Fk(yn) and Fk(x1), …, Fk(xn), 
and outputs all values yj for which 
Fk(yj) is in the intersection. (The 
party knows these values because 

The aim  
of threshold 
cryptography  
is to enable  
a set of parties 
to carry out 
cryptographic 
operations,  
without any  
single party  
holding  
the secret key. 
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φ(N).) In order to securely compute yd 
mod N, the first party computes x1 = yd1 
mod N, the second party computes x2 = 
yd2 mod N, and these values are 
exchanged between them. Then, 
each party computes x = x1 ⋅ x2 mod 
N, verifies that the output is correct by 
checking that xe = y mod N, and if yes 
outputs x. Observe that this computa-
tion is correct because

In addition, observe that given the out-
put x and its share d1 of the private expo-
nent, the first party can compute  

  mod N  (this is correct because 
). This 

means that the first party does not learn 
anything more than the output from the 
protocol, as it can generate the mes-
sages that it receives in the protocol by 
itself from its own input and the output.

We stress that full-blown threshold 
cryptography supports quorum approv-
als involving many parties (for exam-
ple, requiring (t + 1)-out-of-n parties to 
sign, and maintaining security for any 
subset of t corrupted parties). This 
needs additional tools, but can also be 
done very efficiently; see Shoup35 and 
references within. Recently, there has 
been a lot of interest in threshold 
ECDSA due to its applications to pro-
tecting cryptocurrencies.14, 17, 26, 27

Dishonest-majority MPC. Previously, 
we described a general protocol for MPC 
that is secure as long as an adversary can-
not corrupt more than a minority of the 
parties. In the case of a dishonest major-
ity, including the important special case 
of two parties (with one corrupted), 
completely different approaches are 
needed. There has been a very large 
body of work in this direction, from 
the initial protocols of Beaver et al.2, 
Goldreich et al.18, and Yao37 that 
focused on feasibility, and including 
a lot of recent work focused on 
achieving concrete efficiency. There 
is so much work in this direction that 
any attempt to describe it here will do 
it a grave injustice. We therefore refer 
the reader to Evans et al.15 for a 
description of the main approaches, 
including the GMW oblivious trans-
fer approach,18, 21 garbled circuits,2, 

37 cut-and-choose,28 SPDZ,13 TinyOT,29 
MPC in the head,22 and more. (We 
stress that for each of these 

approaches, there have been many 
follow-up works, achieving increas-
ingly better efficiency.)

Efficient and practical MPC. The 
first 20 years of MPC research focused 
primarily on feasibility: how to define 
and prove security for multiple adver-
sarial and network models, under what 
cryptographic and setup assumptions 
it is possible to achieve MPC, and 
more. The following decade saw a large 
body of research around making MPC 
more and more efficient. The first steps 
of this process were purely algorithmic 
and focused on reducing the overhead 
of the cryptographic primitives. 
Following this, other issues were con-
sidered that had significant impact: 
the memory and communication, utili-
sation of hardware instructions such 
as AES-NI, and more. In addition, as 
most general protocols require the cir-
cuit representation of the function 
being computed, and circuits are hard 
to manually construct, special purpose 
MPC compilers from code to circuits 
were also constructed. These compil-
ers are tailored to be sensitive to the 
special properties of MPC. For exam-
ple, in many protocols XOR gates are 
computed almost for free,24 in contrast 
to AND/OR gates that cost. These com-
pilers therefore minimize the number 
of AND gates, even at the expense of 
considerably more XOR gates. In addi-
tion, the computational cost of some 
protocols is dominated by the circuit 
size, whereas in others, it is dominated 
by the circuit depth. Thus, some com-
pilers aim to generate the smallest cir-
cuit possible, whereas others aim to 
generate a circuit with the lowest 
depth. See Hastings et al.19 for a survey 
on general-purpose compilers for MPC 
and their usability. The combination of 
these advancements led to perfor-
mance improvements of many orders 
of magnitude in just a few years, paving 
the way for MPC to be fast enough to be 
used in practice for a wide variety of 
problems. See Evans et al.15 (Chapter 4) 
for a description of a few of the most 
significant of these advancements.

MPC Use Cases
There are many great theoretical exam-
ples of where MPC can be helpful. It 
can be used to compare no-fly lists in a 
privacy-preserving manner, to enable 
private DNA comparisons for medical 

and other purposes, to gather statistics 
without revealing anything but the 
aggregate results, and much more. Up 
until very recently, these theoretical 
examples of usage were almost all we 
had to say about the potential benefits 
of MPC. However, the situation today is 
very different. MPC is now being used 
in multiple real-world use cases, and 
usage is growing fast.

We will conclude this article with 
some examples of MPC applications 
that have been actually deployed.

Boston wage gap.25 The Boston 
Women’s Workforce Council used 
MPC in 2017 in order to compute sta-
tistics on the compensation of 166,705 
employees across 114 companies, 
comprising roughly 16% of the Greater 
Boston area workforce. The use of MPC 
was crucial because companies would 
not provide their raw data due to pri-
vacy concerns. The results showed that 
the gender gap in the Boston area is 
even larger than previously estimated 
by the U.S. Bureau of Labor Statistics. 
This is a powerful example demon-
strating that MPC can be used for 
social good.

Advertising conversion.20 In order to 
compute accurate conversion rates 
from advertisements to actual pur-
chases, Google computes the size of the 
intersection between the list of people 
shown an advertisement to the list of 
people actually purchasing the adver-
tised goods. When the goods are not 
purchased online and so the purchase 
connection to the shown advertise-
ment cannot be tracked, Google and 
the company paying for the advertise-
ment have to share their respective lists 
in order to compute the intersection 
size. In order to compute this without 
revealing anything but the size of the 
intersection, Google utilizes a protocol 
for privacy-preserving set intersection. 
The protocol used by Google is 
described in Ion et al.20 Although this 
protocol is far from the most efficient 
known today, it is simple and meets 
their computational requirements.

MPC for cryptographic key protec-
tion.38 As described in earlier, thresh-
old cryptography provides the ability 
to carry out cryptographic operations 
(such as decryption and signing) with-
out the private key being held in any 
single place. A number of companies 
are using threshold cryptography as an 
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alternative to legacy hardware for pro-
tecting cryptographic keys. In this 
application, MPC is not run between 
different parties holding private infor-
mation. Rather, a single organization 
uses MPC to generate keys and com-
pute cryptographic operations, with-
out the key ever being in a single place 
where it can be stolen. By placing the 
key shares in different environments, 
it is very hard for an adversary to steal 
all shares and obtain the key. In this 
setting, the proactive model described 
earlier is the most suitable. Another 
use of MPC in this context is for pro-
tecting the signing keys used for pro-
tecting cryptocurrencies and other 
digital assets. Here, the ability to 
define general quorums enables the 
cryptographic enforcement of strict 
policies for approving financial trans-
actions, or to share keys between cus-
tody providers and clients.

Government collaboration.39 Different 
governmental departments hold infor-
mation about citizens, and significant 
benefit can be obtained by correlating 
that information. However, the privacy 
risks involved in pooling private infor-
mation can prevent governments from 
doing this. For example, in 2000, 
Canada scrapped a program to pool 
citizen information, under criticism 
that they were building a “big brother 
database.” Utilising MPC, Estonia col-
lected encrypted income tax records 
and higher education records to ana-
lyze if students who work during their 
degree are more likely to fail than those 
focusing solely on their studies. By 
using MPC, the government was guar-
anteed that all data protection and tax 
secrecy regulations were followed with-
out losing data utility.

Privacy-preserving analytics.40 
Machine learning usage is increasing 
rapidly in many domains. MPC can be 
used to run machine learning models 
on data without revealing the model 
(which contains precious intellectual 
property) to the data owner, and without 
revealing the data to the model owner. 
In addition, statistical analyses can be 
carried out between organizations for 
the purpose of anti-money laundering, 
risk score calculations, and more.

Discussion
Secure multiparty computation is a 
fantastic example of success in the long 

game of research.36 For the first 20 
years of MPC research, no applications 
were in sight, and it was questionable 
whether or not MPC would ever be 
used. In the past decade, the state of 
MPC usability has undergone a radical 
transformation. In this time, MPC has 
not only become fast enough to be 
used in practice, but it has received 
industry recognition and has made 
the transition to a technology that is 
deployed in practice. MPC still 
requires great expertise to deploy, and 
additional research breakthroughs 
are needed to make secure computa-
tion practical on large data sets and 
for complex problems, and to make it 
easy to use for nonexperts. The prog-
ress from the past few years, and the 
large amount of applied research now 
being generated, paints a positive 
future for MPC in practice. Together 
with this, deep theoretical work in 
MPC continues, ensuring that applied 
MPC solutions stand on strong scien-
tific foundations.�
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THE MAY 2017 WannaCry ransomware attack caused 
a great deal of damage across Europe and Asia, 
wreaking particular havoc with Britain’s National 
Health Service.a The attack exploited a Microsoft 
Windows vulnerability that had been discovered 

and exploited by the U.S. National Secu-
rity Agency.5 The NSA informed Micro-
soft of the vulnerability, but only after 
the NSA had lost control of the assets it 
had developed to take advantage of the 
vulnerability. Shortly after the attack 
Microsoft President and Chief Legal 
Officer Brad Smith characterized the 
NSA and CIA’s stockpiling of vulnera-
bilities as a growing problem:

Finally, this attack provides yet an-
other example of why the stockpiling of 

vulnerabilities by governments is such a 
problem. This is an emerging pattern in 
2017. We have seen vulnerabilities 
stored by the CIA show up on WikiLeaks, 
and now this vulnerability stolen from 
the NSA has affected customers around 
the world. Repeatedly, exploits in the 
hands of governments have leaked into 
the public domain and caused wide-
spread damage.b

Smith asserted that stockpiling of 
vulnerabilities, as opposed to immedi-

b	 https://bit.ly/33dPi0L
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close to zero, but this is expensive, 
time-consuming, and usually limited 
to highly specialized and strictly com-
partmentalized government projects 
such as the space shuttle.

Bugs manifest themselves in a wide 
variety of forms, from the occasional 
crash to more subtle though potentially 
more dangerous behavior. Bugs rise to 
the level of vulnerabilities when they al-
low third parties to use the software in a 
manner that the scientist/engineer who 
wrote the code did not intend. For ex-
ample, some vulnerabilities may allow a 
third-party to see information for which 
he or she is not authorized, while the 
worst allow a hacker to load and run 
malware on the machine on which the 
vulnerabilities reside.9 If the software 
vendor is unaware of a vulnerability in 
its product, the term “zero-day vulnera-
bility” applies. “Zero-day” refers to the 
number of days the vendor has been 
aware of the vulnerability (zero), and 
thus the ongoing susceptibility of the 
software to ongoing attacks.9

A “zero-day exploit” is an attack that 
takes advantage of a zero-day vulnera-
bility to compromise data on a target 
machine or to deliver and run mali-
cious code on that machine. Zero-day 
exploits generally have two parts: the 
exploit code that gains access to a ma-
chine through a vulnerability, and an 
often-unrelated payload that is deliv-
ered to the machine once the exploit 
has gained access.9

Vulnerabilities in software are 
found through many means, but most 
techniques fall under three general 
headings: white box, gray box, and 
black box.17 The white box approach 
assumes complete access to source 
code, design specifications, and in 
some cases the programmers them-
selves. The black box approach takes 
the opposite extreme, assuming no 
knowledge of the internal structure of 
the software. As one might imagine, 
gray box attacks fall somewhere in be-
tween. In many cases, gray box attacks 
begin as black box attacks, but be-
come increasingly gray as knowledge 
of the behavior of the target allows for 
refinement of the attack.

The most prominent example of a 
back/gray box attack is “fuzzing,” a 
brute force approach in which the at-
tacker provides overly large or other-
wise unanticipated inputs to a program 

ately informing the software vendor, 
was wrong, in part because of its effects 
on Microsoft’s customers. A national 
security operative might argue, howev-
er, that these same customers enjoyed 
a greater benefit through increased 
personal safety. As an example, this op-
erative might point to the Stuxnet 
worm. Stuxnet took advantage of four 
Microsoft Windows vulnerabilities to 
attack a set of centrifuges that were 
critical to Iran’s nuclear program.14 
This highly sophisticated attack, creat-
ed and delivered by agents of the U.S. 
and Israeli governments, may have 
saved the lives of potential targets of 
the Iranian nuclear program.

An ethical dilemma presents itself: 
Are U.S. government employees behav-
ing ethically when they stockpile soft-
ware vulnerabilities? To address this 
question, I begin by reviewing the na-
ture of these vulnerabilities and the re-
sulting “zero-day” exploits. I then con-
sider whether participation in 
stockpiling is permissible from an ethi-
cal standpoint. This is a difficult prob-
lem, as the standard consequentialist 
arguments on which current policy is 
based are crippled from the outset by 
their need to cope with a great deal of 
uncertainty. Other complications in-
clude the alleged inability of decision 
makers to share the bases for their de-
cisions with the general public, as well 
as a form of regulatory capture—those 
in a position to perform the ethical cal-
culus are the same ones who will ex-
ploit the vulnerabilities. I argue these 
issues can be avoided by using a non-
consequentialist approach. By creating 
detailed case studies for the ethical is-
sues in play, computer scientists can 
develop a technically informed ethical 
intuition, and be in a better position to 
assist with policy moving forward.

Bugs, Vulnerabilities, and Exploits
Bugs have plagued computers and 
computer software since the six- and 
eight-legged varieties found their way 
into the electromechanical switches of 
UNIVAC. The problem continues today 
in the form of coding errors that lead to 
unexpected behavior on the part of 
computer software. Delivered code has 
been estimated to average from 15 to 
50 errors per 1,000 lines across the in-
dustry.10 Through “cleanroom” tech-
niques the number can be brought 

Bugs rise  
to the level  
of vulnerabilities 
when they allow 
third parties to use 
the software in  
a manner that the 
scientist/engineer 
who wrote the code 
did not intend.
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and then monitors the response.17 This 
requires virtually no knowledge of the 
software beyond what constitutes an 
unanticipated input. Sutton, Greene, 
and Amini have likened this technique 
to “standing back, throwing rocks at 
the target, and waiting to hear a win-
dow break.”17 As we will see, the Eter-
nal Blue vulnerability that led to the 
WannaCry attack appears to have fall-
en into this category.

For any given vulnerability and sub-
sequent exploit, there are many possi-
ble timelines, some leading to prob-
lems and others not. Consider the 
following set of possible events and as-
sociated times for a given problem (ac-
knowledging that, for some vulnerabil-
ities, one or more of these events may 
never occur).

	˲ TB:Code with Vulnerability 
Produced

	˲ TT:Vulnerability Discovered by 
Third Party

	˲ TG:Vulnerability Discovered by 
Government Employees

	˲ TS:Vulnerability Discovered by the 
Software Vendor

	˲ TP:Patch Developed and Deployed 
by Software Vendor

	˲ TCP:All Vulnerable Computers 
Patched

A zero-day exploit is possible when-
ever the government or a third party 
discovers a vulnerability that the ven-
dor of the software has yet to detect. 
This occurs whenever the following 
holds:

max [(TS – TT), (TS – TG)] > 0
Given that the development of a 

patch takes a non-zero amount of time, 
the minimum window of vulnerability 
to hacking by a third party is (TP – TT). 
This attack window can be shortened if 
TS and thus TP are moved up in time. It 
follows that there is room for the gov-
ernment to have a positive impact on 
software security if it informs the ven-
dor of a vulnerability before the vendor 
discovers it on its own.c

One can imagine a host of hypothet-
ical situations based on who discovers 
what when, supporting a wide variety of 
arguments and assertions along the 

c	 The problem remains that TCP may always 
be in the future.  One may wish to refine the 
definition to cover only a suitable number of 
patched computers, along the lines of herd 
immunity in epidemiology.

way. Fortunately, there is data that 
lends credence to some of these hypo-
thetical situations, providing us with 
points of focus. In a recently released 
RAND Corporation study, Ablon and 
Bogart provide a statistical analysis of 
several hundred actual zero-day vulner-
abilities and exploits.1 There were 
many interesting conclusions; but for 
our purposes, the following are particu-
larly on point:

	˲ In the RAND dataset, exploits and 
their underlying vulnerabilities had an 
average life expectancy of 6.9 years af-
ter initial discovery. Some 25% of ex-
ploits did not survive for more than a 
year and a half, and another 25% sur-
vived for more than 9.5 years.

	˲ Once an exploitable vulnerability 
had been found, the median time re-
quired to develop a fully functioning 
exploit was 22 days.

	˲ For a given stockpile of zero-day 
vulnerabilities, approximately 5.7% 
had been discovered by an outside en-
tity after one year.

In an unrelated study, Bilge and Du-
mitras examined data from 11 million 
active hosts to identify files that ex-
ploited known vulnerabilities.4 They 
found that after zero-day vulnerabili-
ties became public knowledge, the 
number of malware variants exploiting 
them increased between 183 to 85,000 
times, while the number of attacks in-
creased between 2 and 100,000 times.

In summary, vulnerabilities can last 
for a very long time, and the likelihood 
of two or more parties finding the same 
vulnerability is small, but non-zero. 
Further, once a vulnerability becomes 
known, it will be rapidly exploited by a 
large number of hackers.

To see how these tendencies played 
out in a specific case, consider the 
WannaCry attack in further detail. The 
delivery vehicle in this instance was a 
vulnerability that had been known and 
potentially exploited by the NSA but 
was published to the world at large by 
the Shadow Brokers in April 2017, and 
apparently from there made its way 
into the hands of the North Korean gov-
ernment.4 The particular vulnerability 
at the heart of the attack was found in a 
Windows transport protocol called 
Server Message Block (SMB). SMB op-
erates over the Transmission Control 
Protocol (TCP), supporting read and 
write transactions between an SMB cli-
ent and a server. Codenamed “Eternal-
Blue” by the NSA, the vulnerability was 
probably found through fuzzing; when 
an SMB message request exceeds the 
maximum buffer side, the SMB server 
moves to a state in which the vulnera-
bility can be exploited.7

Having learned of (or discovered) 
EternalBlue, the WannaCry perpetra-
tors used the vulnerability to put target 
machines in the desired vulnerable 
state, and then issued a “request data” 
command that caused an encrypted vi-
ral payload to be loaded onto the target 
machines. The payload included ran-
somware as well as software that 
searched for other machines that had 
the same vulnerability. The ransom-
ware rapidly propagated across the In-
ternet, infecting machines that shared 
the EternalBlue vulnerability.

The WannaCry ransomware portion 
of the payload encrypted hard drives, 
making them inaccessible to their 
owners, then presented a request for a 
few hundred dollars in Bitcoins for re-
versing the operation. It has been esti-
mated that 230,000 computers in over 
150 countries were infected in the first 
day of the attack.2 As the attack spread 
across Europe and Asia, it damaged 
Britain’s National Health Service, in 
part because the NHS employees were 
not in a position to immediately pro-
vide the requested Bitcoins. In many 
cases doctors were blocked from gain-
ing access to patient files, and emer-
gency rooms were forced to divert pa-
tients to other facilities.d In the Essex 
town of Colchester, the hospital closed 

d	 https://www.nytimes.com/2017/05/13/world/
asia/cyberattacks-online-security-.html

 key insights
	˽ Policies that try to balance the benefits  

of stockpiling zero-day exploits against 
the threat to the general public will 
generally fail, as they attempt to balance 
objectives that are probabilistic, or  
even incommensurable.

	˽ Non-consequentialist ethics offer  
a better guide to policy making, as it 
captures our ethical intuition regarding 
the public risk that many think is  
inherent in zero-day exploits and,  
more generally, cyberwarfare.

	˽ Public policy that educates the public 
about stockpiling while reducing general 
risk will find more favor with the public, 
and will be more ethically appealing to 
the practitioner.

https://www.nytimes.com/2017/05/13/world/asia/cyberattacks-online-security-.html
https://www.nytimes.com/2017/05/13/world/asia/cyberattacks-online-security-.html
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zerodays may be a reasonable option. If 
zero-day vulnerabilities are very hard to 
find, then the small probability that oth-
ers will find the same vulnerability may 
also support the argument to retain a 
stockpile.1

We have already noted that some 
users do not patch their computers in 
a timely manner; in the above analy-
sis, the consequent reduced impact of 
disclosure would also weigh against 
disclosure, increasing the ethical at-
traction of stockpiling from a balanc-
ing perspective.

Other attempts to find the right bal-
ance have led to similar analyses. For 
example, in “Would a ‘Cyber Warrior’ 
Protect Us: Exploring Trade-Offs Be-
tween Attack and Defense of Informa-
tion Systems,” Moore, Friedman, and 
Procaccia adopt a game-theoretic ap-
proach that yields a decision process 
that, they argue, would best protect the 
public while maintaining a satisfactory 
offensive capability.11

The U.S. government made an effort 
to implement a balancing doctrine in 
the form of the “Vulnerability Equities 
Process” (VEP). Former White House 
Cybersecurity Coordinator Michael 
Daniel described VEP as follows:

Each such agency then is responsible 
for designating one or more Subject Mat-
ter Experts (“SMEs”) to participate in a 
discussion convened by the Executive 
Secretary to arrive at a consensus on 
whether the vulnerability should be re-
tained by the government or disclosed 
for patching.6

Daniel asserted that the process was 
strongly biased toward disclosure of 
vulnerabilities.

In a Belfer Center discussion paper, 
Ari Schwartz and Rob Knake criticized 
the process, noting the process has ap-
parently lapsed at least once.

While the Obama Administration de-
serves credit for re-invigorating the pro-
cess and for demonstrating a clear bias 
toward disclosure, the fact that the pro-
cess fell into disuse from when it went 
into effect in 2010 until the Intelligence 
Review Group made its recommendations 
in 2014 is troubling.16

Schwartz and Knake went on to rec-
ommend that the government “[m]ake 
public the high-level criteria that will 
be used to determine whether to dis-
close to a vendor a zero-day vulnerabil-
ity in their product, or to retain the vul-

down a significant part of its facilities, 
only accepting patients in “critical or 
life-threatening situations.”e

If the attackers learned of the Eter-
nalBlue vulnerability from the Shadow 
Brokers, it is noteworthy that the Eter-
nalBlue vulnerability was weaponized 
in a matter of weeks. Though this 
seems fast, the timeline is in keeping 
with the results of the RAND Corpora-
tion study. On the other hand, if the at-
tackers knew of the vulnerability be-
forehand (having discovered it 
themselves), then this was an example 
of a “collision,” which the RAND analy-
ses have also shown to happen with a 
small, but non-zero probability.

Whatever its origin, the attack 
highlighted a widespread failure on 
the part of individuals and corpora-
tions to patch their computers. Micro-
soft posted a security patch as part of 
Microsoft Security Bulletin MS17-010 
(critical)f on Mar. 14, 2017, a full two 
months before the first WannaCry at-
tack. The inability of some to patch 
their computers in a timely manner 
reduces the impact of government dis-
closure of vulnerabilities to software 
vendors. We will bear this in mind 
when considering the balancing tests 
in the following section.

Is Stockpiling Ethical?  
The Consequentialist Approach
Consequentialism is a school of ethics 
that holds that the morality of an act 
follows exclusively from its conse-
quences.g The utilitarianism of John 
Stuart Mill and Jeremy Bentham, usu-
ally summarized as holding that an 
ethical act is one that provides the 
greatest happiness for the greatest 
number, is probably the best-known 
example of consequentialist ethics.3 
In determining the greatest good, one 
must, of course have a happiness met-
ric of some sort by which to select 
from among a range of actions. Ben-
tham developed a “felicific calculus” 
that he claimed would determine the 

e	 https://bit.ly/30hMA8n
f	 https://technet.microsoft.com/en-us/library/

security/ms17-010.aspx
g	 This definition is sufficient for assessing bal-

ancing considerations, and as a contrast to the 
non-consequentialist discussion to follow.  For 
more details on consequentialism, see Samuel 
Scheffler (Ed.), Consequentialism and Its Critics, 
Oxford University Press, 1988.

amount of happiness that a given act 
would bring.3

The computer scientists and phi-
losophers who have weighed in on the 
question of whether government 
stockpiling of zero-day vulnerabilities 
is ethical have, for the most part, ad-
opted a consequentialist approach, 
and have attempted to craft zero-day 
policies with the goal of providing the 
best possible outcome (however 
defined).h For example, in “Zero Days, 
Thousands of Nights,” Ablon and Bog-
art frame the debate in terms of lon-
gevity and collision rate, asserting 
that these factors determine whether 
stockpiling is desirable:

Government agencies, security ven-
dors, and independent researchers have 
each been trying to determine which zero-
days to hold on to and for how long. This 
generally involves understanding (1) the 
survival probability and expected life-
time of zero-day vulnerabilities and their 
exploits (longevity) and (2) the likelihood 
that a zero-day found by one entity will 
also be found independently by another 
(collision rate). While longevity of a vul-
nerability may be an obvious choice of 
desired metric, collision rate is also im-
portant, as the overlap might indicate 
what percentage of one’s stockpile has 
been found by someone else, and possi-
bly the types of vulnerabilities that 
may be more or less desirable to stock-
pile.1 (emphasis added.)

Ablon and Bogart are using longevi-
ty and collision rate as inputs to a cal-
culus that provides a greatest good: an 
optimal balance between maintaining 
a set of offensive capabilities and pre-
venting attacks against one’s own peo-
ple. They refine the calculus by arguing 
that if there are multiple vulnerabili-
ties, then the rationale for disclosing a 
known vulnerability to the software 
vendor diminishes. They further argue 
that disclosure makes little sense if vul-
nerabilities are very hard to find.

If another vulnerability usually ex-
ists, then the level of protection consum-
ers gain from a researcher disclosing a 
vulnerability may be seen as modest, 
and some may conclude that stockpiling 

h	 This is a separate question from that of the 
ethics of using the vulnerabilities.  We will save 
the question of whether zero-day exploits are 
ethical for another day, noting that this in-
volves the Pandora’s box of cyber warfare and 
questions of just war.

https://bit.ly/30hMA8n
https://technet.microsoft.com/en-us/library/security/ms17-010.aspx
https://technet.microsoft.com/en-us/library/security/ms17-010.aspx
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nerability for government use.” It is 
notable that the documents that pro-
vide an overview of the VEP were only 
made public through a FOIA request by 
the Electronic Frontier Foundation.

In summary, consequentialist argu-
ments assert that U.S. citizens are best 
served by zero-day exploit policies that 
balance a current threat (that of identi-
ty theft, loss of data, suffering from the 
hacking of our critical infrastructure, 
among others) against the mitigation 
of a future threat (loss of economic 
dominance or an attack by a foreign 
power using advanced weaponry).

There are problems with this ap-
proach. For example, consider wheth-
er there is an ethical obligation for 
the state to provide aid by immedi-
ately informing software vendors of 
vulnerabilities. Consequentialist eth-
ics has an “Equivalence Thesis” that 
holds that there is no distinction be-
tween the failure to aid and actively 
doing harm.8 This follows from the 
fact that consequentialists focus on 
outcomes, rather than intent. North 
Korea may have been the efficient 
cause of the WannaCry attack, but as 
Brad Smith noted, the NSA played a 
role. If one is to invoke balancing ar-
guments, one must accept responsi-
bility when the balance fails. To avoid 
being complicit with WannaCry-type 
attacks, government agencies must 
immediately inform software vendors 
of flaws discovered in their software. 
This is not necessarily a weakness in 
the balancing argument, but it does 
suggest that the practitioner should 
be willing to take responsibility and 
explain what happened when pre-
ventable attacks occur.

There is another underlying as-
sumption of balancing arguments 
that is problematic; namely, that a 
good balance exists at all. In other 
words, it is assumed that some risk to 
the public is worthwhile given the cor-
responding offensive capability ob-
tained through stockpiling vulnerabil-
ities. It may be that no risk is 
acceptable—the damage done by a 
single WannaCry-type attack may be 
far greater than the potential gains 
from an offensive cyberattack by the 
U.S.. In the RAND study discussed ear-
lier, Ablon and Bogart acknowledge 
that “some” may conclude that if there 
is any chance that a vulnerability may 

be found by another party, then that 
vulnerability should be disclosed to 
the vendor.

On the other hand, our analysis shows 
that that the collision rates for zero-day 
vulnerabilities are non-zero. Some may 
argue that, if there is any probability that 
someone else (especially an adversary) 
will find the same zero-day vulnerability, 
then the potentially severe consequences 
of keeping the zero-day private and leav-
ing a population vulnerable warrant im-
mediate vulnerability disclosure and 
patch. In this line of thought, the best de-
cision may be to stockpile only if one is 
confident that no one else will find the ze-
ro-day; disclose otherwise.1

Given that we are considering vul-
nerabilities in software that is in gen-
eral public use, there is always a non-
zero probability that an adversary will 
find a given vulnerability.

There is a further potential prob-
lem of incommensurability—there 
may be no acceptable basis for com-
paring the potential damage of a 
WannaCry-type attack to the added 
safety derived from stockpiling vulner-
abilities for later use as offensive 
weapons. What sort of metrics can be 
used? Ablon and Bogart proposed the 
use of longevity and collision rates, but 
several problems arise immediately. 
How do we translate longevity into a 
utility metric? What likelihood of colli-
sion is too high? All of this assumes, of 
course, that longevity and likelihood 
of collision can actually be determined 
for a specific vulnerability.

Even if an accurate assessment of 
longevity and collision rate were possi-
ble, it would require a detailed knowl-
edge of the software available only to 
the programmers themselves. It would 
further require a knowledge of the re-
sources and skillset of likely attackers 
that would be known only to certain in-
dividuals in security agencies. There 
may be very little overlap between these 
two groups, but even if there were, the 
task of assigning probability metrics to 
longevity and collision rates for a given 
vulnerability would involve a great deal 
of guesswork.

Which brings me to a final problem 
with the balancing approach, namely 
the potential for inherent bias: those 
who are making the balancing deci-
sions are generally the same people 
who will develop and launch the ex-

Even if an accurate 
assessment of 
longevity and 
collision rate 
were possible, it 
would require a 
detailed knowledge 
of the software 
available only to 
the programmers 
themselves.  
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would lead to the certain death of a 
single, otherwise safe individual.

Having given this some thought, 
most people agree that it would be 
ethical for the bystander to throw the 
switch and save the five at the cost of 
the one.15 In exploring the nature of 
this intuition, ethicists have devel-
oped the Doctrine of Double Effect: a 
foreseen, but unintended harm in 
pursuit of a greater good is ethically 
permissible, while an intended harm 
is not. The Doctrine of Double Effect 
thus acts as a constraint on intended 
harm, even when the harm may lead 
to a greater good.8

In order to sharpen the contrast be-
tween the foreseen and the intended, 
consider “the transplant case.” A noted 
surgeon has five patients, all of whom 
need transplants of various kinds if 
they are to survive. We may assume the 
surgeries will be successful and that 
the patients will thrive if they receive 
the various organs. Early one morning 
a strong healthy individual who has the 
needed organs walks into the surgeon’s 
office, asking for directions to the near-
est fitness center. The surgeon has the 
skill to harvest the organs and save his 
five patients. Unfortunately, the har-
vesting of the organs will kill the strong 
healthy individual. Should the surgeon 
take the organs anyway, saving five lives 
at the cost of the one? Though on its 
surface, the ethical arithmetic appears 
identical to that of the trolley car case, 
in the transplant case most people 
would say that harvesting the organs is 
not ethically permitted. The intuition 
in this case rests on the fact that the 
death of the one was not only foreseen 
but was also intended.

In developing hypothetical cases to 
study the ethics of stockpiling, I adopt 
two guidelines.

	˲ The cases must engage with the 
facts, while bringing those facts closer 
to home for those less versed in the de-
tails of computer hacking. This guide-
line broadens the discussion, making 
the issues more accessible.

	˲ The cases should elide facts that 
are not ethically dispositive, but may 
promote bias; for example, facts that 
appeal to political passions.

With these guidelines in mind, I of-
fer the following, which I call “the elec-
trical generator case.” A manufacturer 
of electric generators, let’s call it Mac-

ploits. The apparent lack of enthusi-
asm for the Vulnerability Equities Pro-
cess is a case in point.

In the face of these problems, it is 
difficult to see how a governmental de-
cision maker can arrive at a demonstra-
bly ethical, well-balanced and objective 
stockpiling decision.

Is Stockpiling Ethical?  
The Non-Consequentialist 
Approach
There is another approach to ethical 
questions that may, in this instance, 
provide more clarity. Non-consequen-
tialist ethics assume the rightness or 
wrongness of a given act cannot be 
based solely on the consequences of 
that act.8 Sometimes it is not ethical to 
choose the act that provides the great-
est good for the greatest number; we 
must also look to prerogatives and 
constraints that appeal to our ethical 
intuition to get a more complete pic-
ture of an ethical obligation. In non-
consequentialist studies, ethical intu-
ition is developed through the study of 
hypothetical cases. The basic idea 
here is that such situations help to iso-
late the individual from personal de-
tails that may create a bias, providing 
a less cluttered focus on the ethical is-
sues involved.

As an example, consider the fa-
mous case of the runaway trolley car.i 
Assume the driver of a trolley car has 
lost control, and that the car is now 
hurtling toward five people who are 
tied to the tracks. (In these scenarios 
we must stick to the facts at hand and 
not start wondering how we arrived at 
this situation.) A bystander finds her-
self next to a switch which, if thrown in 
time, will divert the trolley and save the 
five people. Unfortunately, the diver-
sion will cause the trolley to run down 
a sidetrack and kill a single person 
who happens to be on that track. What 
is the bystander to do? To do nothing 
would entail the certain death of five 
people, while turning the switch 

i	 See Philippa Foot, The Problem of Abortion and 
the Doctrine of the Double Effect in Virtues 
and Vices, Oxford Review 5, 1967. Foot was a not-
ed British philosopher and the granddaughter of 
the former U. S. President Grover Cleveland. What 
she referred to as the “tram problem” is now a 
cottage industry. See, for example, F.M. Kamm, 
The Trolley Problem Mysteries (The Berkeley 
Tanner Lectures), Oxford University Press, 2015.

In determining  
the greatest good, 
one must have  
a happiness metric  
of some sort by 
which to select  
from among  
a range of actions.   
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roVolt, has come up with an electric 
generator that is so efficient and so in-
expensive that it has become the world 
standard for generating electricity. The 
MacroVolt generator is used in labora-
tories, test facilities, hospitals and 
schools throughout the world. Unfortu-
nately, the MacroVolt generator relies 
on a great deal of software, and that 
software has bugs. A government em-
ployee has discovered a vulnerability 
through which any given generator can 
be disabled. The laboratories of a par-
ticular foreign government, for exam-
ple, can be disrupted and perhaps de-
stroyed with a few lines of code, greatly 
postponing the development of weap-
ons by that government. On the other 
hand, if an enemy agent finds this vul-
nerability, he or she can cut the electric 
power to hospitals and other critical 
infrastructure in our country with 
equal ease. The ethical dilemma is as 
follows: should the government em-
ployee keep the vulnerability a secret in 
the hope of using it as a weapon? Or 
should she tell MacroVolt as soon as 
possible to prevent an attack by a third 
party? I think that the potential threat 
to life and limb through the failure of 
medical, air traffic control, and other 
systems that depend on electricity 
clearly point to the latter.

The Doctrine of Double Effect can 
clarify this intuition. The potential 
threat to life and limb caused by the 
MacroVolt exploit is both foreseeable 
and intended. Any exploit designed to 
take advantage of the vulnerability is 
designed to disrupt any generator, not 
just those of a foreign power.

Note the similarity to the WannaCry 
attack. The damage caused was fore-
seeable and intended. It is certainly 
true that the NSA developed the Eter-
nalBlue exploit for use against a for-
eign adversary, and not, presumably, 
the British health care service. But it is 
also the case that the EternalBlue ex-
ploit was intended for use against a vul-
nerability that the NSA knew to be 
shared by all instantiations of the tar-
get Microsoft software, whether used 
by adversaries, allies, or U.S. citizens. 
The EternalBlue exploit was intended 
to cripple any user of Microsoft soft-
ware, as the attack apparently did not 
distinguish, say, Farsi versions of the 
software from that used in the U.K.

Now change the scenario slightly 

and consider the “research generator 
case.” Suppose that MacroVolt’s gen-
erators are extremely expensive, and 
only used in government research envi-
ronments that require a precise and 
stable power source. For this reason, 
MacroVolt’s generators are often used 
in nuclear weapons research, but gen-
erally not in commercial or medical en-
vironments. Once again, a government 
employee has discovered a vulnerabili-
ty through which any given generator 
can be disabled. Should the govern-
ment employee keep the vulnerability a 
secret in the hope of using it as a weap-
on? Now the decision to stockpile and 
later exploit the vulnerability seems 
more ethically permissible. What 
changed? It seems less ethically prob-
lematic that our own government re-
search facilities are taking the risk of 
stockpiling upon themselves as op-
posed to allocating the risk to the pub-
lic at large. This is an example of a core 
intuition in non-consequentialist eth-
ics; namely, that individuals should 
not be used as a means to an end.

Non-consequentialist ethics can 
thus be used to hone our understand-
ing of ethically permissible and non-
permissible risk. By creating narratives 
that put us at a distance from the facts 
of a situation, we are better placed to 
engage our ethical intuition. One may 
conclude from the above that, in the 
case of vulnerabilities to software in 
general use, stockpiling is not ethically 
permissible. But with some efforts to 
mitigate the risk to the general public, 
stockpiling becomes permissible.

Conclusion and Further Thoughts
In this article we have taken two basic 
approaches to evaluating the ethics of 
stockpiling zero-day exploits. I have ar-
gued that the consequentialist ap-
proach has significant difficulties, pri-
marily due to problematic underlying 
assumptions and a need to balance ob-
jectives that are probabilistic, or even 
incommensurable.

The non-consequentialist ap-
proach, on the other hand, offers more 
traction, capturing our ethical intu-
ition regarding the public risk that 
many think is inherent in zero-day ex-
ploits in particular and cyberwarfare in 
general. Public policy that attempts to 
educate the public about stockpiling 
while reducing general risk will find 

more favor with the public. Perhaps of 
equal importance, those who are in-
volved with the stockpiling and the de-
velopment of exploits will have greater 
cause to feel they are both defending 
their country and engaging in demon-
strably ethical activity.
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quantum LDPC codes exhibit a uniquely 
quantum phenomenon known as “de-
generacy:” Multiple different errors can 
act the same way on the codewords, 
which confuses the classical algorithms. 
A new approach is needed, and in the 
following paper, the authors, building 
on earlier work by themselves and oth-
ers, produce an algorithm that can rap-
idly deduce the error in a quantum ex-
pander code, even when the syndrome 
is partially incorrect.

The key to making the algorithm 
work is to consider multiple qubits at 
a time. Rather than treating each indi-
vidual qubit separately, the algorithm 
looks for small groups of qubits that 
are part of the error; considering sets of 
qubits as a unit resolves the ambiguity 
introduced by degeneracy. The authors 
then use a result about percolation to 
show that errors appear in only small 
clusters, meaning many local deci-
sions about errors can be performed 
independently and even simultane-
ously. Consequently, not only does the 
algorithm work but it is highly parallel-
izable, making it potentially even faster 
than the algorithms used for syndrome 
decoding of surface codes.

To see if expander codes are genu-
inely useful, much more work is need-
ed, however. We need good codes of 
reasonable size and better ways of 
performing fault-tolerant algorithms 
on encoded qubits. We need to better 
understand how much error expander 
codes can tolerate and to deal with the 
requirement for long-range interac-
tions. If these problems can be solved, 
expander codes will offer an exciting al-
ternative to surface codes for fault toler-
ance in a large quantum computer.	

Daniel Gottesman is a faculty member at the Perimeter 
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Q UA N T U M  C O M P U T E R S  M AY  one day 
upend cryptography, help design new 
materials and drugs, and accelerate 
many other computational tasks. A 
quantum computer’s memory is a 
quantum system, capable of being in 
a superposition of many different bit 
strings at once. It can take advantage of 
quantum interference to run uniquely 
quantum algorithms which can solve 
some (but not all) computational 
problems much faster than a regular 
classical computer. Experimental ef-
forts to build a quantum computer 
have taken enormous strides forward 
in the last decade, leading to today’s 
devices with over 50 quantum bits 
(“qubits”). Governments and large 
technology companies such as Google, 
IBM, and Microsoft, as well as a slew of 
start-ups, have begun pouring money 
into the field hoping to be the first with 
a useful quantum computer.

However, many hurdles remain be-
fore we have large-scale quantum com-
puters capable of the tasks described 
here. Whereas hardware errors are rare 
in classical computers, they will be a 
significant complication for quantum 
computers, in part because quantum 
systems are small and therefore frag-
ile, and in part because the act of ob-
serving a quantum system collapses it, 
destroying the superpositions that dis-
tinguish quantum from classical. Even 
a single atom passing by can interact 
with a qubit, develop a correlation with 
it, and thereby eliminate the qubit’s 
quantum coherence.

Consequently, quantum error-
correcting codes are essential for 
building large quantum computers, 
along with fault-tolerant protocols 
that describe how to perform com-
putations on encoded qubits. The 
most popular fault-tolerant protocol 
is based on a family of quantum 
codes called “surface codes.” Sur-
face codes work by arranging the qu-

bits of the computer in two dimen-
sions and imposing local constraints 
so the encoded information is 
spread out and can’t be accessed or 
changed without touching many qu-
bits. Surface codes are an example of 
a broader class of codes known as 
“low-density parity check” codes, or 
quantum LDPC codes for short.

Surface codes have many desir-
able features: they can be easily laid 
out in two dimensions, they tolerate 
high error rates, and local constraints 
are straightforward to check during a 
computation. Unfortunately, they also 
require many extra qubits to work, 
so it is worthwhile to consider other 
codes. More general LDPC codes have 
local constraints like surface codes 
but with more complex connectivity, 
and some are much more efficient 
than surface codes. In particular, a 
fault-tolerant protocol based on a 
class of codes known as “quantum ex-
pander codes” could in principle re-
duce the qubit cost of fault tolerance 
by orders of magnitude.

However, in order for a code family 
to be actually useful, we need a good 
way of deciphering the information it 
gives about the errors in the system. 
In a well-designed quantum error-
correcting code, an error will cause 
some of the local constraints to be vio-
lated. The list of unsatisfied constraints is 
known as the “error syndrome,” from 
which it is possible to deduce the nature 
of the error. Possible, but not necessarily 
easy. Determining which error oc-
curred is a computationally hard prob-
lem for some codes. Fault tolerance adds 
an additional complication, since the 
error syndrome itself might be faulty 
due to imperfect measurements while 
the error syndrome is being determined.

Classical LDPC codes have fast syn-
drome decoding algorithms, but sad-
ly, these algorithms fail for quantum 
LDPC codes. The reason for this is that 
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Abstract
The threshold theorem is a seminal result in the field of 
quantum computing asserting that arbitrarily long quan-
tum computations can be performed on a faulty quantum 
computer provided that the noise level is below some con-
stant threshold. This remarkable result comes at the price 
of increasing the number of qubits (quantum bits) by a large 
factor that scales polylogarithmically with the size of the 
quantum computation we wish to realize. Minimizing the 
space overhead for fault-tolerant quantum computation is a 
pressing challenge that is crucial to benefit from the compu-
tational potential of quantum devices.

In this paper, we study the asymptotic scaling of the space 
overhead needed for fault-tolerant quantum computation. 
We show that the polylogarithmic factor in the standard 
threshold theorem is in fact not needed and that there is 
a fault-tolerant construction that uses a number of qubits 
that is only a constant factor more than the number of 
qubits of the ideal computation. This result was conjectured 
by Gottesman who suggested to replace the concatenated 
codes from the standard threshold theorem by quantum 
error-correcting codes with a constant encoding rate. The 
main challenge was then to find an appropriate family of 
quantum codes together with an efficient classical decod-
ing algorithm working even with a noisy syndrome. The effi-
ciency constraint is crucial here: bear in mind that qubits are 
inherently noisy and that faults keep accumulating during 
the decoding process. The role of the decoder is therefore to 
keep the number of errors under control during the whole 
computation.

On a technical level, our main contribution is the analy-
sis of the small-set-flip decoding algorithm applied to 
the family of quantum expander codes. We show that it 
can be parallelized to run in constant time while correct-
ing sufficiently many errors on both the qubits and the 
syndrome to keep the error under control. These tools can 
be seen as a quantum generalization of the bit-flip algo-
rithm applied to the (classical) expander codes of Sipser 
and Spielman.

1. INTRODUCTION
Quantum computers are expected to offer significant, 
sometimes exponential, speedups compared to classi-
cal computers. For this reason, building a large, universal 
quantum computer is a central objective of modern science. 

The original version of this paper was published in  
FOCS 2018.

Despite two decades of effort, experimental progress has 
been somewhat slow and the largest computers available at 
the moment reach a few tens of physical qubits, still quite 
far from the numbers necessary to run “interesting” algo-
rithms. A major source of difficulty is the extreme fragility 
of quantum information: storing a qubit is very challenging, 
but processing quantum information even more so.

Any physical implementation of a quantum computer 
is unavoidably imperfect because qubits are subject to 
decoherence and physical gates can only be approxi-
mately realized. In order to compute the outcome of an 
ideal circuit C using imperfect qubits and gates, the idea 
is to transform C into another circuit C¢, which gives the 
same outcome with high probability, even if its compo-
nents are noisy. It is common to refer to the gates or wires 
of the circuit C as logical gates or wires and to those of C¢  
as the physical ones.

1.1. Fault-tolerant classical computation
The idea of constructing reliable circuits from unreliable 
components goes back to von Neumann25 and we briefly 
sketch the construction he proposed. Given an ideal clas-
sical circuit C computing a Boolean function, we construct  
C¢ by duplicating each wire and each gate m times. For exam-
ple, suppose we have an and gate between wires w1 and w2 
in C. Then, we will associate to the logical wires wb in C, m 
physical wires  for i ∈ {1, . . . , m}, and the logical and will 
be implemented by m physical and gates between wires   
and . Then, the output of C¢ is defined as the majority 
applied to the m wires corresponding to the output of C. If 
the components of C¢ are perfect, we can see C¢ as a version 
of C where each wire is encoded in a simple error-correcting 
code: the m-repetition code. If the components of C¢ are now 
noisy, then the m wires will generally take different values. 
As each gate can potentially propagate errors, it is important 
to correct for errors regularly. If we could apply perfect gates, 
this would be easy: we simply apply a majority vote among 
the m wires. Interestingly, von Neumann showed the exis-
tence of a circuit that reduces errors even with noisy gates 
and he called it a “restoring organ.” This is done by apply-
ing majorities not on all the m wires but on well-chosen sub-
sets using a concentrator; see Pippenger16 for details. As the 
probability that the majority of a block of m wires takes the  
wrong value is exponentially small in m, it is sufficient to 

http://dx.doi.org/10.1145/3434163
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choose  m = O(log s) to ensure that all the components of 
the circuit work as expected with high probability. Here, 
s is the number of gates in the original circuit C. Thus, 
starting with a circuit C with s gates, the circuit C¢ has O(s 
log s) gates.

It is very natural to ask at this point whether this logarith-
mic overhead to construct a fault-tolerant circuit is best pos-
sible. Instead of using a simple repetition code, we might 
try to encode our computation using an error-correcting 
code with better parameters. In fact, it is well-known since 
Shannon’s work18 that instead of encoding only one bit in 
m wires, we could encode a number of bits that is linear in 
m while keeping a comparable error probability. The first 
difficulty when using more complicated codes is the imple-
mentation of gates. This was particularly simple for the rep-
etition code as described earlier: to implement a logical and 
gate, it suffices to apply m and physical gates between dis-
joint wires. Using the standard terminology used in quan-
tum fault tolerance, we say that the repetition code has a 
transversal and. The important property here is that the 
circuit to implement a logical and gates uses a physical cir-
cuit of constant depth and so errors cannot propagate too 
much. The second difficulty is to design an error reduction 
procedure using noisy gates for such general codes. In fact, 
it turns out that this logarithmic overhead is unavoidable as 
shown in Pippenger et al.17

We finally note that for classical computers, fault toler-
ance is not needed in practice because with the develop-
ment of the transistor, errors almost never occur.

1.2. Fault-tolerant quantum computation
On the other hand, for quantum computers, fault toler-
ance is really necessary. For this reason, immediately after 
Shor discovered his famous factoring quantum algorithm,19 
the search for methods to reduce the effect of decoherence 
started. Shor himself showed that, perhaps contrary to what 
one could infer from the quantum no-cloning principle, 
quantum error-correcting codes do exist20 and he made 
some steps toward fault tolerance.21 A few years later, the 
celebrated threshold theorem was proved. It states that upon 
encoding the logical qubits within the appropriate quan-
tum error-correcting code, it is possible to transform an 
arbitrary quantum circuit C into a fault-tolerant one C¢, 
such that even if the components of the circuit C¢ are sub-
ject to noise, below some threshold value it computes the 
same function as C.1

Naturally, the fault-tolerant circuit C¢ will be larger than C.  
In particular, a number of additional qubits are required  
and the space overhead, that is, the ratio between the  
total number of qubits of the fault-tolerant circuit C¢ and the 
number of qubits of the ideal circuit C, scales polylogarith-
mically with the number of gates involved in the original 
computation. The depth and size overhead are also poly-
logarithmic, but we focus here on the space overhead. The 
polylogarithmic factor comes for a reason that is similar to 
the logarithmic factor in von Neumann’s construction for 
the classical case. The main technique that is used to pro-
tect logical qubits is to use concatenated codes. In order 
to guarantee an overall failure probability ε for a circuit C 

acting on κ qubits with |C| locations,a the fault-tolerant  
version of the circuits needs O(log log (|C|/ε)) levels of 
encoding, which translates into a polylog(|C|/ε) space  
overhead (see Figure 1).

Although this might seem like a reasonably small over-
head, this remains rather prohibitive in practice. As an 
example, an application of Shor’s algorithm to factorize 
numbers of cryptographic interest would require a few 
thousand logical qubits, but tens of millions of physi-
cal qubits with the best fault-tolerant schemes currently 
available; see for example, Fowler et al.6 and Gidney and 
Ekerå.9 Given the extreme difficulty of controlling a large 
number of qubits, it is absolutely crucial to try to reduce 
the overhead of quantum fault tolerance as much as pos-
sible. From a computational point of view, it is also a 
very natural question to determine the optimal overhead 
required to achieve fault tolerance. As a classical com-
putation is a special case of quantum computation, the 
previously mentioned logarithmic lower bound for fault-
tolerant classical space overhead applies.17 However, in 
this context, it is natural to treat classical computations 
and quantum computations differently. In fact, it is very 
well motivated in practice to assume that classical com-
putations are error-free but that quantum gates are noisy 
and to ask what is the minimal possible space overhead 
that can be achieved in this setting. In this model, build-
ing on Gottesman’s framework,11 we prove that quan-
tum fault tolerance is possible with constant overhead 
(see Theorem 1). The main tool that we introduce here 
in order to achieve this goal is a class of quantum error 
correcting with good properties. These codes are called 
quantum expander codes and they are constant-rate low-
density parity-check quantum codes with a decoding 
algorithm that can correct typical errors very efficiently 
even when the syndrome is noisy (see Theorem 3). Before 
introducing quantum expander codes, we give an overview 

1 qubit

1 qubit

1 qubit

1 qubit

κ qubits ηκ qubits

Constant-rate code

polylog(|C|/ε ) qubits

polylog(|C|/ε ) qubits

polylog(|C|/ε ) qubits

polylog(|C|/ε ) qubits

Concatenated code

Figure 1. A natural idea to save on the memory overhead is to encode 
multiple qubits in the same block.

a  A location is any point in the circuit that could have an error, so it refers to 
a quantum gate, the preparation of a qubit in a given state, a qubit measure-
ment, or a wait location if the qubit is not acted upon at a given time step.
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under control is low-density parity-check (LDPC) codes. This 
property is crucial as it ensures that the syndrome measure-
ment circuit is of constant depth and thus errors cannot 
propagate too much.

Another property that the quantum code needs to have is 
that it can correct typical errors of size linear in the block-
length n. This means that the minimum distance of the code 
should at least grow with n. And constant rate LDPC codes 
with minimum distance growing with n are quite difficult to 
construct. The situation is indeed much more involved than 
in the classical case where good LDPC codes (constant rate 
and linear minimum distance) can be found by picking a 
sparse parity-check matrix at random. In the quantum case, 
by contrast, the best known constructions display a mini-
mum distance barely above the square-root of the length 

.7 But it is not sufficient to have quantum codes with 
large minimum distance: the decoding algorithm needs to 
be efficient. In fact, efficient decoding is crucial in the con-
text of fault tolerance: while the decoding algorithm is run-
ning, the quantum circuit is waiting for the output of the 
decoding algorithm and thus errors keep accumulating. 
Thus, ideally, we would want the decoding to run in con-
stant time that is independent of the number of qubits of 
the circuit. In addition to the efficiency, another impor-
tant property that the decoding algorithm should have is 
that it should come with guarantees even if the observed 
syndrome σ is itself noisy. In fact, recall that the syndrome 
measurement circuit will be faulty and so its outcome will 
have a certain number of errors.

In the present work, we consider quantum expander codes 
introduced in Leverrier et al.15 obtained by taking the hyper-
graph product24 of classical expander codes.22 We show 
that the small-set-flip decoding algorithm introduced in 
Leverrier et al.15 does satisfy all these properties. Namely, 
this algorithm can, in a constant number of time steps, 
reduce the size of a typical error by a constant fraction even 
if the observed syndrome is noisy.

We obtain the following general result by using our anal-
ysis of quantum expander codes in Gottesman’s generic 
construction.11

Theorem 1. For any η >1 and ε >0, there exists pT (η) >0 such 
that the following holds for sufficiently large κ. Let C be a quan-
tum circuit acting on κ qubits, and consisting of f (κ) locations for 
f an arbitrary polynomial. There exists a circuit C using ηκ phys-
ical qubits, depth O( f (κ)), and number of locations O(κ f (κ))  
that outputs a distribution, which has total variation distance 
at most ε from the output distribution of C, even if the compo-
nents of  C are noisy with an error rate p < pth.

2. QUANTUM EXPANDER CODES
In this section, we first review the construction of classical 
and quantum expander codes. We then discuss models of 
noise that are relevant in the context of quantum fault tol-
erance. We finally introduce the small-set-flip decoding 
algorithm for quantum expander codes.

2.1. Classical expander codes
A linear classical error-correcting code C  of 

of Gottesman’s fault-tolerant scheme to motivate the 
desired properties of the quantum codes.

1.3. Gottesman’s scheme
The natural approach to overcome the polylogarithmic barrier 
had been contemplated for a while, namely to rely on quan-
tum error-correcting codes that encode multiple logical 
qubits within a block. Ideally, we would like to encode the 
κ logical qubits needed for the computation within a single 
quantum error-correcting code of length n with n linear in 
κ (see Figure 1) and then perform the gates correspond-
ing to the computation within this code and regularly cor-
recting (or more precisely reducing) the errors. However, 
turning this idea into a full-fledged scheme required much 
more work. The two main difficulties are to implement 
fault-tolerantly the logical gates and to correct the errors in a 
fault-tolerant way. In a breakthrough paper, Gottesman was 
able to overcome the first difficulty and partially the second 
one: he showed that polynomial-time computations could 
be performed with a noisy circuit with only a constant over-
head provided that a family of quantum codes with good 
decoding properties was available.11 In fact, this overhead 
can even be taken arbitrarily close to 1 provided that the 
physical error is sufficiently small.

We start by briefly describing how Gottesman’s construc-
tion dealt with the difficulty of implementing the logical 
gates. One special gate that is used at the beginning of the 
computation is a preparation gate that prepares a fixed logi-
cal qubit state. We need to be able to apply this gate in a fault-
tolerant way, that is, such that the number of qubits having 
an error is under control. In fact, using the technique of gate 
teleportation, once we are able to fault-tolerantly prepare a 
small number of fixed logical states, we can implement any 
logical gate in a fault-tolerant way. In order to achieve this 
fault-tolerant state preparation, Gottesman uses techniques 
based on code concatenation. But to keep the associated 
memory overhead small, we cannot prepare all the κ logical 
qubits in one shot. Instead, the κ logical qubits of the circuit 
C are partitioned into polylog(κ) blocks of  qubits  
each and each block is encoded using a constant rate code. 
Then, the logical circuit C is “serialized” in such a way that a 
single gate is applied at each time step. In this way, at a given 
time step, only one gate is applied that acts on at most two 
logical qubits. Thus, at most two of the blocks are active and 
the overhead used for applying this gate is polylogarithmic  
in  and thus still linear in κ.

The error correction part of the fault-tolerant scheme is 
more relevant for the present work. The standard error cor-
rection procedure for a quantum error-correcting code is to 
perform a measurement that outputs a syndrome σ (this is 
in direct analogy with classical error-correcting codes) and 
then the decoding algorithm is a classical algorithm tak-
ing as input σ and returning an error E that is consistent 
with this syndrome. This error E is then undone by acting 
on the quantum systems. We refer to Section 2.2 for formal 
definitions of quantum error-correcting codes. If the quan-
tum components used for this measurement are noisy, the 
obtained syndrome will in general be incorrect. One class of 
codes for which the number of errors in the syndrome stays 
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the syndrome is potentially noisy, the goal changes a little 
bit because it is not possible in general to correct all errors. 
In that case, it is sufficient to keep the error weight under 
control, and this can possibly be achieved by performing a 
constant number of rounds instead of a logarithmic one. 
Our present aim is to generalize these results to the quan-
tum setting.

2.2. Quantum error-correcting codes
A quantum error-correcting code encoding κ logical qubits 
into n physical qubits is a subspace of (C2)⊗n of dimension 
2κ. The stabilizer formalism developed by Gottesman10 
allows one to describe a code as the kernel of a linear 
operator, exactly as in the classical case. A stabilizer group 
is an Abelian group 〈g1, . . . ,gm〉 of n-qubit Pauli operators 
(n-fold tensor products of single-qubit Pauli operators  

 and  with an overall phase of ±1  
or ±i) that does not contain −I. The associated stabilizer 
code is defined as the common eigenspace of the generators 
g1, . . . ,gm with eigenvalue ±1. If the generators are indepen-
dent, then κ = n–m.

Devising good codes is significantly more complex in 
the quantum case because of the commutation require-
ment for the generators. A convenient way to enforce this 
condition is via the CSS construction,3, 23 where the stabi-
lizer generators are either products of single-qubit X-Pauli 
matrices or products of Z-Pauli matrices. Commutativity 
should then only be verified between X-type generators 
(corresponding to products of Pauli X-operators) and 
Z-type generators, and this can be obtained directly by 
considering two classical linear codes CX and CZ of length 
n with parity-check matrices HX and Hz satisfying   = 
0. The generators of the stabilizer are of the form , and 

 is defined as

,

where Xj denotes the X Pauli operator applied to the jth fac-
tor, and where identity operators are omitted. The resulting 
quantum code has length n and encodes κ = dim CX + dim 
CZ – n logical qubits. Its minimum distance dmin is defined in 
analogy with the classical case as the minimum Hamming 
weight of a Pauli operator mapping a code word to an orthog-
onal one. For the CSS code, one has dmin= min (dX, dZ) where 

 and ,  
where the dual code  consists of words orthogonal to all  
words of CX. Note that dX can be larger than the minimum dis-
tance of the classical code CX as we only consider the weight 
of code words in CX that are not in . In fact, for quantum 
LDPC codes, the minimum distance of the classical CX will 
be bounded by a constant because the condition  
implies that the rows of HZ, which have a constant weight by 
the LDPC condition, are in CX. As such, to construct inter-
esting quantum LDPC codes, it is crucial to use the condi-
tion . The reason the bistrings in  should not be  
considered as errors is that the corresponding X-type Pauli 
operators are in the stabilizer group and thus do not affect 
the state. Two Pauli X-type operators (e.g., errors) that are 
related by a Pauli X-type operator whose support is given by 

dimension κ and length n is a subspace of of dimension κ.  
Mathematically, it can be defined as the κ-dimensional 
kernel of an m×n matrix H, called the parity-check matrix  
of the code: . The minimum distance dmin 
of the code is the minimum Hamming weight of a nonzero  
code word: . Such a linear code is 
often denoted as [n, κ, dmin], and a code family has a constant 
encoding rate when κ = Θ(n). An important property for a lin-
ear code is the sparsity of H: the code is a low-density parity-
check (LDPC) code when the rows and columns of H have a 
weight bounded by a constant.8 This is particularly attractive 
because it allows for efficient decoding algorithms, based 
on message passing for instance.

An alternative description of a linear code is via a bipar-
tite graph known as its factor graph G = (V ∪ C, E ) and defined 
as follows. The sets V of bits and C of check-nodes have 
cardinality n and m, respectively, and an edge is present 
between υ ∈ V and c ∈ C whenever Hc,v = 1. In particular, any 
bipartite graph of constant maximum degree gives rise to an 
LDPC code. Depending on the description, an error is either  
a binary word  or a subset E ⊆ V whose indicator vector 
is e. Its corresponding syndrome is then either   
or the subset  corresponding to the odd  
neighborhood of E in the graph. Here, Γ(υ) ⊆ C is the set of 
neighbors of υ and the operator ⊕ is interpreted as the sym-
metric difference of sets.

The codes that we will rely on for quantum fault tolerance 
are the quantum generalization of expander codes, which 
are the classical codes associated with expander graphs, and 
first considered by Sipser and Spielman.22

Definition 2 (Expander graph). Let G = (V ∪ C, E ) be a 
bipartite graph with left and right degrees bounded by dV and 
dC, respectively. We say that G is (γ,δ)-expanding if for any sub-
set S ⊆ A (with A is equal to either V or C) with |S|≤ γ|A|, we 
have .

Observe that we are requiring two-sided expansion for the 
graph. Even though only one-sided expansion is required 
for analyzing classical expander codes, the definition asks 
for two-sided expansion as this is used for the analysis of 
quantum expander codes. We note that the existence of 
(γ,δ) bipartite expanders can be shown via the probabilistic  
method provided that  and γ is a sufficiently small 
constant. Remarkably, classical expander codes come with 
an efficient decoding algorithm, bit-flip, that can correct  
arbitrary errors of weight Ω(n), provided that .22 The 
strategy behind the bit-flip decoding algorithm is as sim-
ple as it can get: given some observed syndrome σ(E), simply 
go through the bits υ ∈ V and flip any bit υ if this decreases 
the syndrome weight, that is, if | σ(E ⊕ {υ})| < |σ(E)|. For 
a sufficiently expanding factor graph, and provided that the 
error weight is below γn, it is possible to show that there 
exist critical bits satisfying the condition above, and in fact, 
the number of such critical bits is linear in the size of E. 
Going through all the bits once will therefore decrease the 
syndrome weight by a constant fraction, and decoding will 
be achieved with logarithmic depth if the algorithm is suit-
ably parallelized. In the context of fault tolerance, where 
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error-correcting code, replace the locations of the origi-
nal circuit by gadgets applying the corresponding gate  
on the encoded qubits, and interleave the steps of the com-
putation with error correction steps. In general, it is con-
venient to abstract away the details of the implementation 
and consider a simplified model of fault tolerance where one 
is concerned with only two types of errors: errors occurring 
at each time step on the physical qubits, and errors on the 
results of the syndrome measurement. The link between 
the basic and the simplified models for fault tolerance can 
be made once a specific choice of gate set and gadgets for 
each gate is made. This is done for instance in Section 7 of 
Gottesman.11 In other words, the simplified model of fault 
tolerance allows us to work with quantum error-correcting 
codes where both the physical qubits and the check nodes 
are affected by errors.

As usual in the context of quantum error correction, we 
restrict our attention to Pauli-type errors acting on the set 
V of qubits because the ability to correct all Pauli errors of 
weight t implies that arbitrary errors of weight t can be cor-
rected. In particular, one only needs to address X- and Z-type 
errors because a Y-error corresponds to simultaneous X- 
and Z-errors. Therefore, we think of an error pattern on the 
qubits as a pair (EX, EZ) of subsets of the set of qubits V. This 
should be interpreted as Pauli error X on all qubits in EX \ EZ, 
error Y on EX ∩ EZ and error Z on EZ \ EX. In the case of a CSS 
code, the syndrome associated to this error pattern should 
be (σX(EX), σZ(EZ)) but errors will also affect the syndrome 
extraction, leading to an observed syndrome (σX, σZ) given by

where the error on the syndrome consists of two classical 
strings (DX, DZ), which are subsets of the sets CX and CZ of 
check nodes, whose values have been flipped.

How to properly model the effect of noise in a quantum 
computer is a delicate question. In particular, the assump-
tion of independence of errors affecting distinct qubits is 
not well justified because the topology of the quantum cir-
cuit will generally create correlations between errors. For 
this reason, a particular reasonable approach suggested by 
Gottesman consists in only making the assumption that the 
probability of an error decays exponentially with its weight.11 
The relevant error model for the pair (EX, DX) is the local sto-
chastic noise model with parameters (p, q) defined by requir-
ing that for any F ⊆ V and G ⊆ CX, the probability that F and 
G are part of the qubit and syndrome errors, respectively, is 
bounded as follows:

The error model is exactly the same for the pair (EZ, DZ). Note 
that, as the decoding algorithm we use does not take into 
account correlations between X and Z errors, the joint distri-
bution between (EX, DZ) and (EZ, DZ) will not affect the analysis.

2.4. The small-set-flip decoding algorithm
If the syndrome extraction is noiseless, a decoder is given 
the pair (σX, σZ) of syndromes and should return a pair of 

an element in  are called equivalent. We say that CSS(CX, CZ) 
is a [[n, κ, dmin]] quantum code.

Even if the CSS framework simplifies matters a little bit, 
it remains nontrivial to find interesting codes subjected to 
the condition . The hypergraph product code  
construction introduced by Tillich and Zémor gives a general 
method to turn a pair of arbitrary linear codes into a quan-
tum CSS code.24 In particular, starting with a classical code 
C with parity-check matrix H and a biregular (γ,δ)-expanding 
factor graph with vertex set A ∪ B (of size nA + nB) and left and 
right degrees dA and dB (satisfying dA ≤ dB), one obtains a CSS 
code called quantum expander code with parity-check matri-
ces HX and HZ given by

We illustrate this construction in Figure 2.
Quantum expander codes are LDPC with generators of weight 

dA + dB and qubits involved in at most 2dB generators, and 
they admit parameters [[n, κ, dmin]] with ,  
provided that the expansion satisfies .

2.3. Noise models
In the context of quantum fault tolerance, we are interested 
in modeling noise occurring during a quantum computa-
tion. In the circuit model of quantum computation, the effect 
of noise is to cause faults occurring at different locations of  
the circuit: on the initial state and ancillas, on gates (either 
active gates or storage gates) or on measurement gates.  
We refer to this model as basic model for fault tolerance. 
The main idea to perform a computation in a fault-tolerant 
manner is then to encode the logical qubits with a quantum 

Figure 2. An illustration of quantum expander codes. Starting 
with a bipartite expander graph between the vertex sets A and B, 
the quantum expander code is defined by two bipartite graphs: HX 
between the set of qubit nodes (A × A) ∪ (B × B) and the check 
nodes A × B and HZ between the qubit nodes (A × A) ∪ (B × B) and 
the check nodes B × A.

AA qubits

BB qubits

AB check nodes

Edges of CA

A B

B
Edges of C

Edges of C Edges of C

BA check nodes
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SUCCESS: if  for X ⊆ X, i.e., E and  are  
equivalent errors

; σ0 = σ; i = 0
while  do

      //
i = i + 1

end while
return 

Leverrier et al.15 studied the decoding algorithm small-
set-flip and showed that it corrects arbitrary qubit errors  
of size  for quantum expander codes (when the syn-
drome extraction is noiseless) provided that the expansion 
of the graph satisfies .

This analysis was extended to the case of random errors 
(either independent and identically distributed, or local sto-
chastic) provided that the syndrome extraction is performed 
perfectly and under a stricter condition on the expansion 
of the graph.5 More precisely, for quantum expander codes 
with an expansion , there exist a probability p0 > 0 and 
constants C, C′ such that if the noise parameter on the qubits 
satisfies p < p0, the small-set-flip decoding algorithm 
described above runs in time linear in the code length and 
corrects a random error with probability at least .

The analysis of the decoding algorithm is inspired by the 
work of Kovalev and Pryadko14 who studied the behavior 
of the maximum likelihood decoding algorithm (that has 
exponential running time in general). We represent the set 
of qubits as a graph G = (V, E) called adjacency graph where 
the vertices correspond to the qubits of the code and two 
qubits are linked by an edge if there is a stabilizer generator 
that acts on the two qubits. The approach is then to show 
that provided the vertices E corresponding to the error do 
not form large connected subsets, the error can be corrected 
by the decoding algorithm. How large the connected sub-
sets are allowed to be is related to the minimum distance 
of the code for the maximum-likelihood decoder or to the 
maximum size of correctable errors for more general decod-
ers. This naturally leads to studying the size of the largest 
connected subset of a randomly chosen set of vertices of a 
graph. This is also called site percolation on finite graphs 
and is a well-studied topic.

In order to analyze the efficient small-set-flip decoding 
algorithm for quantum expander codes, a slightly more com-
plex notion of connectivity turns out to be relevant. Namely, 
instead of studying the size of the largest connected subset 
of E, one studies the size of the largest connected α-subset 
of E. We say that X is an α-subset of E if |X ∩ E| ≥ α|X|. Note 
that for α = 1, this is the same as X is a subset of E. Then, one 
shows that, if the probability of error of each qubit is below 
some threshold depending on α and the degree of G, then 
the probability that a random set E has a connected α-subset 
of size  vanishes as . As small-set-flip can  
correct errors of size , one concludes that random  
errors of linear size are corrected with high probability. The 

errors  such that  and . In  
that case, the decoder outputs an error equivalent to (EX, EZ), 
and we say that it succeeds.

A natural approach to perform error correction (in the 
noiseless syndrome case) would be to directly mimic the 
classical bit-flip decoding algorithm analyzed by Sipser and 
Spielman, that is try to apply X-type (or Z-type) correction to 
qubits when it leads to a decrease of the syndrome weight. 
Unfortunately, in that case, there are error configurations of 
constant weight that cannot be corrected in this way. This 
led Leverrier et al.15 to introduce the small-set-flip strategy 
that we describe next.

Focusing on X-type errors for instance, and assuming 
that the syndrome σ = σX(E) is known, the algorithm cycles 
through all the X-type generators of the stabilizer group 
(i.e., the rows of HZ), and for each one of them, it deter-
mines whether there is an error pattern contained in the 
generator that decreases the syndrome weight. Assuming 
that this is the case, the algorithm applies the error pat-
tern (choosing the one maximizing the ratio between the 
syndrome weight decrease and the pattern weight, if there 
are several). The algorithm then proceeds by examining 
the next generator. Because the generators have constant 
weight dA + dB, there are 2dA+ dB = O(1) possible patterns to 
examine for each generator.

Before describing the algorithm more precisely, let us intro-
duce some additional notations. Let X be the set of subsets 
of V corresponding to X-type generators: i ∈ 
[m]}⊆ P(V), where P(V) is the power set of V. Here, m denotes 
the number of X-type generators, and  denotes the  
subset of qubits on which  acts nontrivially. The indica-
tor vectors of the elements of X span the dual code . The 
condition for successful decoding of the X-type error E is 
that E equivalent to the output of the decoding algorithm ,  
i.e., there exists a subset X ⊂ X such that . At 
each step, the small-set-flip algorithm tries to flip a sub-
set of for some generator , which decreases the  
syndrome weight |σ|. In other words, it tries to flip some ele-
ment F ∈ F0 such that ∆(σ, F) > 0 where:

	 � (1)

The small-set-flip decoding algorithm consists of two 
iterations of Algorithm 1 below: it first tries to correct 
X-type errors by examining the corresponding syndrome 
σX(EX), and then, it is applied a second time (exchanging 
the roles of X and Z) to correct Z-type errors. The idea of 
applying the same decoder twice, to correct first X-type 
errors, and then Z-type errors, is particularly natural when 
considering a CSS code. Note that this is a suboptimal strat-
egy in general because both types of errors could be cor-
related, but this will be sufficient for our purpose and this 
significantly simplifies the exposition.

Algorithm 1: small-set-flip for noiseless syndrome.

INPUT: a syndrome σ = σX(E) ⊆ CX, corresponding to an 
unknown X-type error pattern E ⊆ V
OUTPUT: , a guess for the error pattern
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we cannot hope to recover an equivalent error exactly, but 
instead we can control the size of the remaining error  
by the amount of noise in the syndrome measurements. In 
particular, for any qubit error rate below p0, the decoding 
operation reduces this error rate to be  (our choice of   
p0 will be such that ). This criterion is sufficient 
for fault-tolerant schemes as it ensures that the size of the 
qubit errors stay bounded throughout the execution of the 
circuit. The proof of this theorem consists of two main 
parts: analyzing arbitrary errors of weight  and then 
exploiting percolation theory to analyze stochastic errors 
of linear weight.

3.1. Sketch of the analysis
The small-set-flip decoding algorithm proceeds by try-
ing to flip small sets of qubits so as to decrease the weight 
of the syndrome, and the main challenge in its analysis is to 
prove the existence of such a small set F. In the case where 
the observed syndrome is error free, Leverrier et al.15 and 
Fawzi et al.5 relied on the existence of a “critical generator” 
to exhibit such a set of qubits. This approach, however, only 
yields a single such set F, and when the syndrome becomes 
noisy, nothing guarantees anymore that flipping the qubits 
in F will result in a decrease of the syndrome weight and it 
becomes unclear whether the decoding algorithm can con-
tinue. Instead, in order to take into account the errors on the 
syndrome measurements, we would like to show that there 
are many possible sets of qubits F that decrease the syn-
drome weight. In order to establish this point, we consider 
an error E of size below the minimum distance and we imag-
ine running the small-set-flip decoding algorithm with-
out errors on the syndrome. The algorithm gives a sequence 
of small sets {Fi} to flip successively in order to correct the 
error. In other words, we obtain the following decomposi-
tion of the error, E = ⊕i Fi (note that the sets Fi might over-
lap). The expansion properties of the graph guarantee that 
there are very few intersections between the syndromes 
σ(Fi). This ensures that a linear number of these Fi’s can be 
flipped to decrease the syndrome weight at the current step. 
More formally, one can prove the following statement.

Proposition 4. There exist constants c1, c2, γ0 such that the 
following statement holds. Suppose the current error E satis- 
fies  and let , then there exists  
such that:

1.   for all ,

2.  .

With this, provided that the syndrome of the current error 
is still large compared to the number of errors D on the syn-
drome, there will remain some  that can be flipped in  
order to decrease the syndrome weight and the small-set-
flip algorithm can continue. This guarantees then when 
running the algorithm, the size of the residual error  
can be upper bounded by c|D|, for some constant c.

In order to analyze random errors of linear weight, we 
use percolation theory for α-connected sets similar to the 

key property of small-set-flip that is used here is its “local-
ity”: at each step, errors on distant qubits are decoded inde-
pendently. We refer the reader to Fawzi et al.5 for the details 
of the analysis.

3. DECODING WITH A NOISY SYNDROME
In the quantum fault tolerance setting, the syndrome extrac-
tion cannot be assumed to be noiseless anymore, and we 
must consider that the decoding algorithm is fed with noisy 
syndromes of the form

	 	 (2)

described by a local stochastic noise model of parameters p 
and q. As before, we focus on correcting X-type errors so we 
write E for EX and D for DX.

In the case where D = ∅, we saw in the previous section 
that the small-set-flip decoding algorithm succeeds in 
outputting  that is equivalent to E provided E is local sto-
chastic with a sufficiently small parameter. In the noisy case 
D ≠ ∅, the success condition for the decoding algorithm 
is different. We cannot hope to entirely correct the error 
because any single qubit error cannot be distinguished from 
a well-chosen constant weight syndrome bit error. Perhaps 
surprisingly, we will be using the same small-set-flip 
decoding algorithm for this noisy case: we keep flipping sets 
F that decrease the syndrome weight until we cannot do so 
anymore. In this case, we end up with a final syndrome that 
is in general not empty, but instead, we prove in Theorem 3 
that when , the correction provided by the small-set- 
flip algorithm leads to a residual error that is local stochas-
tic with controlled parameters.

Before stating the theorem, we note that the fact that 
we use the same decoding algorithm even with a noisy syn-
drome is a remarkable feature of small-set-flip for quan-
tum expander codes. In fact, for many other codes such as 
surface codes, it is necessary not only to change the decod-
ing algorithm but also to repeat the syndrome measurement 
several times and to apply a more complicated decoding 
algorithm that depends on all of these outcomes. This prop-
erty of the small-set-flip algorithm is called single-shot in 
the fault-tolerant quantum computation literature.2

Theorem 3 (Informal). There exist constants p0 > 0, p1> 0 
such that the following holds. Consider a bipartite graph with 
sufficiently good expansion and the corresponding quantum 
expander code. Consider random errors (E, D) satisfying a local 
stochastic noise model with parameter (pphys, psynd) with pphys 

< p0 and psynd < p1. Let  be the output of the small-set-flip  
decoding algorithm on the observed syndrome. Then, except 
for a failure probability of , the remaining error   
is equivalent to Els that has a local stochastic distribution with 
parameter .

In the special case where the syndrome measurements 
are perfect, that is, psynd = 0, the statement guarantees that 
for a typical error of size at most p0n, the small-set-flip 
algorithm finds an error that is equivalent to the error that 
occurred. If the syndrome measurements are noisy, then 
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OUTPUT: , a guess for the error pattern

; 
for  do       // f0 is a parameter

κ = i mod χ       // current color
in parallel for  do

if  then
Fg = arbitrary such F

else
Fg = ∅

end if
end parallel for

     // 
end for
return 

Theorem 5. There exist constants p0 > 0, p1 > 0 such that the 
following holds. Suppose the pair (E, D) satisfies a local sto-
chastic noise model with parameter (pphys, psynd) where pphys< p0  
and psynd< p1. Then, there exists an event succ that has prob-
ability 1–  and a random variable Els that is equivalent to  

 such that conditioned on succ, Els has a local stochastic 
distribution with parameter .

Note that there is nothing special about the square in 
the expression , and this can be replaced by  for 
any c > 1. When c increases, the local stochastic param-
eter pls of the remaining error gets better but at the cost 
of a larger number of steps, f0.

4. CONCLUSION
In this work, we have designed a very efficient decoding 
algorithm for quantum expander codes that has multiple 
good properties that are particularly suited for fault-tolerant 
quantum computation with a small memory overhead. This 
work should be seen as a theoretical proof of principle and 
we now mention some limitations of this work and avenues 
for future research.

A first limitation is that the statements we obtain here are 
asymptotic in the limit of very large computation. In particular, 
even though the value of the threshold (i.e., the tolerated error 
rate) we obtain is a constant, its value is extremely small to be 
of practical use: an estimate gives 10−58. Part of the explanation 
is due to the very crude bounds that we obtain via percolation 
theory arguments. In this work, we have not tried to optimize 
the value of the threshold and have instead tried to simplify 
the general scheme as much as possible. As shown in Figure 3, 
numerical simulations13 suggest nevertheless that the thresh-
old value for expander codes could be comparable to the best 
constructions based on concatenating surface codes.

Another limitation is in the geometry of quantum 
expander codes. Measuring the syndrome is simple in the 
sense that one needs to act on a small number of qubits, 
but the qubits will in general not be geometrically local. 
Performing gates that are not geometrically local may be 
significantly harder than nearest neighbor gates for many 

noiseless syndrome case described in the previous section. 
The main difference is that we use the syndrome adjacency 
graph of the code, which is similar to the adjacency graph 
except that we also include check nodes as vertices. This is 
in order to ensure the “locality” of the decoding algorithm 
with respect to this graph, implying that each cluster of the 
error is corrected independently of the other ones. Using the 
fact that clusters are of size bounded by , the result on 
low weight errors shows that the size of  is controlled  
by the syndrome error size. In order to show that the error 
after correction is local stochastic, a more delicate analy-
sis is needed. For this, we introduce the notion of witness 
to assign residual qubit errors to neighboring syndrome 
errors. We refer to Fawzi et al.4 for details.

3.2. Parallelizing small-set-flip
We established that at each step of Algorithm 2.4, there are 
many possible flips F that decrease the syndrome weight. We 
already exploited this property to handle a noisy syndrome, 
but it can also be used to parallelize the decoding algorithm. 
In fact, we can now flip several of these small sets F simulta-
neously. However, we have to pay attention to the fact that 
the sets σX(F) could intersect. In order to avoid that, we intro-
duce a coloring of the X-type generators: if g1 and g2 have the 
same color, then for any F1 ⊆ ΓX(g1) and F2 ⊆ ΓX(g2): σX(F1) ∩ 
σX(F2) = ∅. It is simple to show that the set CZ of all the X-type 
generators can be partitioned using a constant number χ of 
color classes .

This leads to Algorithm 2 that is a parallelized version of 
Algorithm 1 where we flip all the small sets that decrease 
the syndrome weight sufficiently and that have the same 
color. Let us discuss the stopping condition for this par-
allelized decoding algorithm. The natural stopping con-
dition (which is not exactly the one used in Algorithm 2) 
here would be similar to the sequential version: when no 
more flips decrease the syndrome weight. As one can show 
that the syndrome weight decreases by a constant frac-
tion at each step, the number of steps for this algorithm 
would be of order and O(log n) we obtain the same result 
as in Theorem 3: the residual error is local stochastic with 
parameter only depending on psynd and not on the size of 
the initial error. Instead, in Algorithm 2, we apply a fixed 
number of steps f0, where f0 is a well-chosen constant that 
depends on the degrees and expansion parameters of the 
expander graph. This allows the decoding algorithm to run 
in constant time, which is important for fault tolerance if 
we do not assume that classical computations are instan-
taneous. But the price to pay is that the residual error will 
not only depend on syndrome error rate psynd but also on 
the qubit error rate pphys. In particular, even if the syndrome 
was perfect, this algorithm would only reduce the size of 
the error but not completely correct it. This is however good 
enough in the context of fault tolerance. We refer the reader 
to Grospellier12 for more details.

Algorithm 2: Parallel small-set-flip decoding algorithm.

INPUT: a syndrome where  with  
an error on qubits and  an error on the syndrome
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quantum computing architectures. Note that this is in con-
trast to the surface code for which the syndrome bits can 
be obtained by performing an operation on four neighbor-
ing qubits on a two-dimensional lattice. One interesting  
(architecture-dependent) question for future research is  
to quantify to which extent a gain in the encoding rate jus-
tifies the additional difficulty to perform gates that are not 
geometrically local.

A third limitation is that for our analysis to apply, we need 
bipartite expander graphs with a large (vertex) expansion. 
One issue is that there is no known efficient algorithm that 
can deterministically construct such graphs. Although algo-
rithms to construct graphs with large spectral expansion are 
known, they do not imply a sufficient vertex expansion for 
our purpose. Random graphs will display the right expan-
sion (provided their degree is large enough) with high prob-
ability, and it is not known how to check efficiently that a 
given graph is indeed sufficiently expanding.
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Technical  
Perspective
SkyCore’s Architecture  
Takes It to the ‘Edge’
By Richard Han

THE FOLLOWING SKYCORE  paper address-
es an exciting use case for Unmanned 
Aerial Vehicles (UAVs) or drones in 
which UAVs can act as mobile base sta-
tions for the cellular network, flying to 
areas in the cellular network in order to 
improve wireless connectivity in those 
areas. This adaptive capability to patch 
the network capacity on demand would 
be useful to address hotspots, such as 
at sporting venues or other temporary 
events that have insufficient network 
capacity, and/or emergency scenarios 
when parts of the cellular network are 
incapacitated. The paper uses the Long 
-Term Evolution (LTE) standard as a 
case study for providing on-demand 
adaptive cellular connectivity via UAVs.

The challenge of this work is how to 
adapt the existing LTE standard to sup-
port the concept of UAV-based mobile 
base stations, especially in the pres-
ence of multiple UAVs. In current cel-
lular networks, base stations employ 
a Radio Access Network (RAN) to com-
municate with clients, for example, cell 
phones. Packets are then routed over a 
high-speed wired network of gateways 
comprising the Evolved Packet Core 
(EPC) network to the Internet. The pa-
per observes that current cellular op-
erators typically deploy UAV base sta-
tions with an architecture in which the 
UAVs contain the RAN while the EPC is 
ground-based. In order to connect the 
UAV-based RAN to the EPC, the UAV is 
either tethered via wire to the UAV base 
stations (limiting their mobility and 
range) or connected wirelessly to the 
UAV, exposing EPC communication to 
the unreliability of the wireless link.

Instead, the authors propose a novel 
Edge-EPC network architecture called 
SkyCore in which EPC functionality is 
pushed into the extreme edge, namely, 
the UAV itself. This avoids the tethering 
and wireless unreliability problems noted 
earlier but introduces two new challenges. 
First, the UAVs have limited computational 

resources. Second, the hierarchical na-
ture of the standard EPC network pro-
vides a global view that can manage 
hand-off of a mobile client from one 
base station to the next, whereas UAV-
based EPC functionality will not have a 
global view. The authors propose novel 
solutions to these problems respective-
ly: software refactoring to reduce the 
EPC’s footprint on the UAV; and proac-
tive inter-UAV communication for EPC 
agents via a new software-defined net-
working (SDN) control-data interface.

The paper makes the following con-
tributions: First, it builds a real-world 
prototype of the Skycore system consist-
ing of a two UAV LTE network that seam-
lessly works with commercial off-the-
shelf RANs and mobile LTE clients. 
Second, the paper shows the feasibility 
of SkyCore UAVs acting as adaptive LTE-
hotspots, providing improved on-de-
mand network capacity to clients. 
Third, the paper demonstrates the fea-
sibility of Skycore to act as an indepen-
dent ad hoc LTE network, connecting 
geographically separated clients through 
two different UAVs, while also allowing 
for seamless hands-off. Fourth, the 
work experimentally shows that when 
compared to a generic Edge-EPC archi-
tecture, SkyCore’s enhanced Edge-EPC 
features lower control plane latencies 
by an order of magnitude, and lower 
CPU utilization by a factor of five.

The SkyCore system introduces a 
new edge-centric cellular network ar-
chitecture that opens up the possibil-
ity for efficiently supporting mobile 
drone-based base stations in future 
hotspot and emergency scenarios. Sky-
core’s Edge-EPC architecture also has 
the virtue that it is not limited to LTE 
networks and can be generalized to 5G 
cellular networks and beyond.	
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Abstract
The advances in unmanned aerial vehicle (UAV) technology 
have empowered mobile operators to deploy LTE (long-term 
evolution) base stations (BSs) on UAVs and provide on-
demand, adaptive connectivity to hotspot venues as well as 
emergency scenarios. However, today’s evolved packet core 
(EPC) that orchestrates LTE’s radio access network (RAN) 
faces fundamental limitations in catering to such a chal-
lenging, wireless, and mobile UAV environment, particu-
larly in the presence of multiple BSs (UAVs). In this work, we 
argue for and propose an alternate, radical edge EPC design, 
called SkyCore that pushes the EPC functionality to the 
extreme edge of the core network—collapses the EPC into 
a single, lightweight, self-contained entity that is colocated 
with each of the UAV BS. SkyCore incorporates elements that 
are designed to address the unique challenges facing such 
a distributed design in the UAV environment, namely the 
resource constraints of UAV platforms, and the distributed 
management of pronounced UAV and UE mobility. We build 
and deploy a fully functional version of SkyCore on a two-UAV 
LTE network and showcase its (i) ability to interoperate with 
commercial LTE BSs as well as smartphones, (ii) support for 
both hotspot and stand-alone multi-UAV deployments, and 
(iii) superior control and data plane performance compared 
to other EPC variants in this environment.

1. INTRODUCTION
Mobile LTE (long-term evolution) networks that are ubiq-
uitous today are deployed after sufficient RF planning in a 
region. However, the static nature of LTE base station (BS) 
deployments limits their ability to cater to certain key 5G use 
cases—surging traffic demands in hotspots (e.g., stadiums 
and event centers), as well as their availability in emergency 
situations (e.g., natural disasters), where the infrastruc-
ture could itself be compromised. Providing an additional 
degree of freedom for base stations, namely mobility, allows 
them to break away from such limitations.

UAV driven mobile networks. Advances in unmanned 
aerial vehicle (UAV) technology have empowered opera-
tors to take on-demand, outdoor connectivity to another 
level, by allowing their base stations to be deployed aeri-
ally on UAVs (Figure 1), thereby offering complete flex-
ibility in their deployment and optimization. Mobile 
operators such as AT&T and Verizon have both conducted 
trials with LTE base stations mounted on UAVs9, 8 (helicop-
ter and fixed-wing aircraft, respectively). AT&T also pro-
vided LTE network services from its UAV in the aftermath 

The original version of this paper was published in the 
Proceedings of the 2018 ACM MobiCom Conference.

of hurricane Maria in Puerto Rico last year.3 Further, with 
the availability of shared access spectrum such as CBRS2 
in 3.5 GHz, this also opens the door for smaller, greenfield 
operators to deploy and provide on-demand, private LTE 
connectivity services without the heavy cost associated 
with spectrum and deployment.

Limitations of the legacy EPC. A typical mobile cellular 
network requires the deployment of two essential compo-
nents: a radio access network (RAN) consisting of multiple 
base stations (BSs) that provide wide-area wireless connec-
tivity to clients (UEs) and a high-speed, wired core network 
of gateways (evolved packet core, EPC) that sits behind the 
RAN and is responsible for all the mobility, management, 
and control functions, as well as routing user traffic to/
from the Internet. Realizing a multi-UAV-driven RAN (BSs 
deployed on UAVs) with an EPC on the ground or in the cloud is 
one way to directly apply today’s EPC architecture to the UAV 
environment (as shown in Figure 2). Based on publicly avail-
able information,3, 8, 9 this has been the case with the current 
operator-driven UAV efforts. However, this faces significant 
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limitations in delivering real value to this challenging envi-
ronment. Specifically, although a tethered setup (EPC-UAV 
link being wired, Figure 2a) significantly limits the UAV’s 
mobility and ability to scale to multiple UAVs, a wireless setup 
(EPC-UAV link being wireless/mobile, Figure 2b) incurs all 
the vagaries of the wireless channel. For the latter, the choice 
of the wireless technology becomes critical given that the 
EPC is responsible for setting up, routing, and tearing down 
all voice/data bearers. It is essential for the EPC to reliably 
reach all the UAVs wirelessly, such as those that are poten-
tially far away in the presence of non-line-of-sight condi-
tions (e.g., buildings, foliage, etc.). Further, it must deliver 
sufficient capacity to support the traffic demands in the 
RAN. It is extremely challenging for a wireless technology, 
be it lower frequency (sub-6 GHz such as LTE, WiFi, etc.) or 
higher frequency (mmWave, satellite), to simultaneously 
satisfy the needs of range, reliability/robustness, and capacity 
that the UAV environment demands from the critical EPC-
RAN link.

Core at the edge. Given the fundamental limitations in 
deploying an EPC on the ground or in the cloud to support 
a multi-UAV RAN, we advocate for a radical, yet standards-
compliant redesign of the EPC, namely the Edge-EPC archi-
tecture, to suit the UAV environment. As the name suggests, 
we aim to push the entire EPC functionality to the extreme 
edge of the core network, by collapsing and locating the EPC 
as a single, lightweight, self-contained entity on each of the 
UAVs (BSs) as shown in Figure 3. Being completely distrib-
uted at the very edge of the network, such an architecture 
completely eliminates wireless on the critical EPC-RAN path 
and hence the crippling drawbacks faced by the legacy archi-
tecture in this environment.

Although definitely promising at the outset, realizing 
this radical design is not without its own set of challenges 
that are unique to the UAV environment. In particular, (i) 
Resource-challenged environment: The compute resources 
consumed by the numerous network functions in the EPC 
are appreciable and become a concern when all the EPC 
functionality is placed into a single node and deployed 
directly on a UAV platform—the latter being highly resource-
challenged to begin with. This could significantly affect both 
the UAV’s operational lifetime and the processing (control 
and data plane) latency of its traffic (see Figure 4), thereby 
resulting in a reduced traffic capacity. (ii) Mobility manage-
ment: The hierarchical nature of the legacy EPC architecture, 
gives a single network gateway (such as the mobility manage-
ment entity, the MME) a consolidated view of multiple BSs, 
thereby allowing it to efficiently manage handoffs during 

mobility of active UEs as well as tracking/paging mobile 
UEs that are in idle mode. Mobility of both active (handoffs) 
and idle UEs (tracking/paging) becomes a critical challenge, 
when the entire EPC is located at each of the UAVs, thereby 
restricting their view of events to only those that are local to 
the UAV. The frequency of such events is further exacerbated 
by the mobility of the UAVs.

Our proposal: SkyCore. Toward our vision of building 
untethered yet reliable UAV-based mobile networks, we pres-
ent our novel EPC design, SkyCore. SkyCore embodies the 
Edge-EPC architecture while introducing two key pillars in 
its design to address the associated challenges: a complete 
software refactoring of the EPC for compute-efficient deploy-
ment on a UAV and a new inter-EPC communication interface 
to enable fully functional operation in a multi-UAV environ-
ment. Through software refactoring, SkyCore eliminates the 
distributed EPC interfaces and collapses all distributed func-
tionalities into a single logical entity (agent) by transforming 
the latter into a series of switching flow tables and associated 
switching actions. It also reduces control plane signaling 
and latency by precomputing and storing (in-memory) sev-
eral key attributes (security keys, QoS profile, etc.) for UEs 
that can be accessed quickly in real time without any compu-
tation. To ensure complete EPC functionality, SkyCore man-
ages mobility right at the edge of the network—it enables a 
new control/data interface through software-defined network-
ing (SDN) to realize efficient inter-EPC signaling and communi-
cation directly between UAVs. This allows the SkyCore agents 
on each UAV to proactively synchronize their states with each 
other, thereby avoiding the real-time impact of wireless (UAV-
UAV) links on critical control functions—results in fast and 
seamless handoff of active-mode UEs as well as tracking of 
idle-mode UEs across multiple UAVs.

Real-world prototype: We have built a complete version 
of SkyCore on a single board server with a small compute 
and energy footprint and deployed it on DJI Matrice 600 
Pro rotary-wing drones to create a two-UAV LTE network. 
To the best of our knowledge, this is the first realization 
of a self-contained Edge-EPC solution that can support a 
multi-UAV network and is a direct affirmation of SkyCore’s 
design. SkyCore’s feasibility and functionality are validated 
by seamless integration and operation with a commercial 
LTE RAN (BS) from ip.access and off-the-shelf UEs (Moto G 
and Nexus smartphones). We demonstrate SkyCore UAVs 
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Figure 3. Edge-EPC for UAV-based LTE networks.
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network (e.g., the Internet) via the packet data network gate-
way (PGW). The PGW enforces most of the data plane poli-
cies (e.g., NAT and DPI) and may connect the core to other IP 
network services (e.g., Web servers). The EPC forwards each 
UE’s data traffic between the eNodeB and PGW using a sepa-
rate GTP-U (GPRS tunneling protocol) tunnel. The mobility 
management entity (MME) is responsible for access control 
and enforcement, as well as security and mobility functions 
(e.g., attach/detach and paging/handoff) in conjunction 
with the HSS (home subscriber server) database and PCRF 
(policy and charging rules function).

In contrast to legacy EPC, SkyCore adopts the Edge-EPC 
architecture as shown in Figure 6. SkyCore collapses the 
entire EPC and pushes it to the edge of our network, namely 
at each of the UAVs themselves, where it is colocated with the 
RAN. Although this completely eliminates wireless from the 
critical path between the EPC and RAN, to address the chal-
lenges associated with the Edge-EPC architecture, SkyCore 
introduces two novel design components, which are briefly 
explained here:

Software refactoring of the EPC functionality: To reduce 
its compute footprint on the UAV, SkyCore adopts a soft-
ware refactoring approach to eliminate distributed EPC 
interfaces and collapse all distributed functionalities 
(Figure 5) into a single logical entity. It realizes this by trans-
forming the distributed data plane functions into a series 
of switching flow tables and associated switching actions 
(corresponding to functions such as GTP-U encapsulation/
decapsulation, charging, etc.). It also reduces control plane 
signaling and latency by precomputing and storing (in-
memory) several key attributes relating to security keys, QoS 
profile, etc. for UEs that can be accessed locally in real time 
without any computation.

Efficient inter-EPC communication: With every UAV 
now running its own EPC agent, even a simple eNB-eNB 
handoff of an active UE across two UAVs now becomes 
an inter-MME handoff, which needs to be accomplished 
across two different EPC agents. SkyCore enables a new 
control/data interface that allows agents on different UAVs 
to proactively (in the background) synchronize the state of 
UEs. This bypasses the real-time impact of wireless (UAV-
UAV links) on critical control path functions, allowing for 
seamless handoffs and tracking of idle-mode UEs right at 
the edge. The HSS equivalent in each SkyCore agent main-
tains the location (anchoring SkyCore agent) of all UEs 
in the network. Hence, when an agent sends a UE loca-
tion update, the agents in other UAVs update their HSS 

to operate both as LTE hotspots that allow for better UE 
connectivity to the Internet by extending coverage of a ter-
restrial LTE network, as well as stand-alone LTE networks 
for connectivity of geographically separated UEs through 
two different UAVs (e.g., first responders in emergency sce-
narios), whereas also allowing for handoffs. Our real-world 
evaluations of SkyCore and its comparison with a state-of-
the-art software EPC (OpenEPC6) on UAV clearly showcase 
SkyCore’s superior performance and scalability—SkyCore 
provides an order of magnitude lower control plane laten-
cies, incurs 5× lower CPU utilization, and provides data 
plane rates that currently scale up to a Gbps.

Our two key contributions in this work include the following:

•	 A novel Edge-EPC solution, SkyCore that can reliably 
and scalably support a multi-UAV LTE network deploy-
ment that was not possible earlier

•	 A real-world implementation and evaluation that show-
case both its feasibility and its superior performance

Broader implications: SkyCore’s underlying design is 
driven by the observation that when connectivity between 
core network functions, which are on the critical path, 
is unreliable (wireless and mobile), the merits of push-
ing functionality to the edge of the network significantly 
outweigh the associated drawbacks. Hence, although 
designed for a multi-UAV environment, SkyCore’s design 
can also benefit other deployments, where distributed crit-
ical functions have to communicate over unreliable links 
(e.g., distributed enterprise RANs). Further, adopting an 
SDN-based design, SkyCore is equally applicable to future 
RAN technologies such as 5G and 6G.

2. SKYCORE: DESIGN OVERVIEW
2.1. Background on legacy EPC
Evolved packet core (EPC, Figure 5) is a distributed system 
of different nodes, each consisting of diverse network func-
tions (NFs) that are required to manage the LTE network. 
The EPC consists of data and control data planes: the data 
plane enforces operator policies (e.g., DPI, QoS classes, and 
accounting) on data traffic to/from the user equipment (UE), 
whereas the control plane provides key control and manage-
ment functions such as access control, mobility, and secu-
rity management. eNodeBs or eNBs (RANs) are grouped 
into logical serving areas and connected to serving gate-
ways (SGWs). The SGW is connected to an external packet 
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Step 3. Collapsing the SGW-C, PGW-C, and MME into 
lightweight SDN applications. We extract the internal 
functions in the SGW-C and PGW-C and refactor them into 
a single SDN application, LTE Policy Application, on top 
of the controller. We do the same process for the MME 
and transform it into LTE Mobility Application. One 
notable aspect of this consolidation is that we naturally 
eliminate the complex GTP-C protocol, its six interfaces, 
and continuous control messages from the core network 
(Figure 5). This makes the SDN applications extremely 
lightweight and extensible without hurting their original 
functionality. Note that these applications still exchange 
information with each other but through simple local 
publish-subscribe mechanisms.

Step 4. Eliminating the HSS and PCRF from the core and 
replacing them with a precomputed policy data store. Next, 
we focus on the HSS and PCRF that are known to be the 
source of today’s signaling storms in cellular networks.5, 7  
The HSS stores hundreds of database tables containing dif-
ferent UEs’ states often on disk. Moreover, it acts as a proxy 
between the MME and these tables, and performs different 
types of complex security and location tracking computa-
tions. The PCRF often accesses a logical database (some-
times implemented in the HSS) and dynamically generates 
different QoS and charging policies for UEs. In SkyCore, 
we completely eliminate these two nodes from our agents 
and show that dynamic policy generation can be carefully 
replaced with a precomputed in-memory policy data store 
(see Figure 9). Precomputation combined with in-memory 
transactions substantially minimizes the overhead of the 
core on resource-challenged UAVs. This also removes the 
complex Diameter protocol (Figure 5) from the core.

Step 5. Adding UAV-specific SDN applications to the 
core. One of the key differences between SkyCore and the 
traditional EPC is in its continuous interaction with the 
UAV hardware and its APIs. In particular, we advocate for 
two new applications on top of our agents. Each SkyCore 
agent runs UAV Control Application that listens to flight 
change events from UAV and remaining battery resources 
on the UAV. This is necessary for our agents to properly 
handoff UEs to each other, for example, when a UAV needs 
to immediately leave the network for recharging. Such 
use cases clearly show the potential of our SDN-based 

accordingly. Thus, whenever traffic needs to be sent from 
a SkyCore agent to a UE located at another UAV, the HSS 
will reveal the destination SkyCore agent at which the UE 
is anchored and to whom the traffic has to be routed. The 
actual routing path taken by the traffic on the mesh back-
haul is then determined by SkyCore, with the underlying 
backhaul topology information made available by a back-
haul agent that resides on the UAV.

2.2. Software refactoring of EPC
Each SkyCore agent has a minimalist and UAV-aware SDN-
based architecture (Figure 7), consisting of a controller that 
executes the control functions to process UEs’ signaling 
traffic and to coordinate with other agents, and a switch that 
processes user data traffic. In the following, we describe six 
high-level steps that we take to refactor and extend the EPC 
functionality onto our agent architecture.

Step 1. Decoupling the EPC control and data plane pipe-
lines. One of the main reasons behind the high complexity 
and overhead of the EPC is its nodes performing mixed con-
trol and data plane functions. To make the EPC functional-
ity suitable for UAVs, we first decouple the EPC control and 
data planes. Among the EPC nodes, the MME, PCRF, and 
HSS are pure control nodes. Hence, our decoupling does not 
affect these elements, and only affects the SGW and PGW. 
The resulting control components from the decoupling are 
the PGW-C, SGW-C, MME, PCRF, and HSS, and the data ele-
ments include the SGW-D and PGW-D (C stands for control 
and D for data). Although the benefits of decoupling control 
and data planes have been articulated before,19 we apply it 
in the context of UAV networks and enhance it substantially 
with the following mechanisms.

Step 2. Categorizing the functionality of the EPC control 
plane. Next, we categorize the EPC control nodes based on 
their high-level functionality. In our decoupled EPC, there are 
three types of nodes: (1) the SGW-C and PGW-C are respon-
sible for managing QoS policy enforcement on and routing 
of user data traffic, (2) the MME exchanges signaling traffic 
with UEs and eNBs, and (3) the PCRF and HSS dynamically 
generate network security and QoS policies for the other 
nodes. To compress the EPC functionality, we consolidate 
the nodes in each category on top of our agent controller and 
remove the EPC-distributed protocols as follows.
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2.3. Efficient interagent communication
Scalable SDN control and data overlays. SkyCore agents 
seamlessly exchange control and data traffic with each 
other, a functionality that is lacking among today’s EPC 
instances. Rather than relying on distributed and mul-
tihop wireless routing protocols, we choose to adopt 
an SDN approach in the design of SkyCore to support 
the traffic exchange between agents. SDN enables us 
to perform global optimization (e.g., multipath traf-
fic engineering) and offer fine-grained programmabil-
ity (e.g., to effectively support different QoS classes), 
which are necessary tools to instantly and efficiently 
reconfigure the core in response to network dynamics 
(e.g., UAV departures and arrivals) in our environment. 
In particular, we leverage SDN overlays to create two 
virtualized network layers (slices) on top of the physical 
UAV network (Figure 9a). One of these network slices is 
used for control plane traffic between SkyCore agents 
and the other is for data traffic. Our separation of the 
control and data traffic ensures time-critical control 
plane traffic is not affected when the network is satu-
rated. To form the overlays, we use traffic tunneling 
technologies but depart from existing approaches used 
in the EPC and SDN-based datacenter (DC) network-
ing15, 16 as they require frequent changes to the network 
configuration (will be discussed shortly). We adopt a 
novel variant of segment-based routing in SkyCore and 
propose a design for its optimization based on the most 
advanced capability in SDN, that is, P4 language.12 P4 
allows us to define new packet headers and packet pro-
cessing actions for the SDN switch inside our agents 
to minimize the packet header overhead on inter-UAV 
links, which is caused by forming the overlays.

Proactive stateless mobility support. SkyCore replaces 
the notion of centralized HSS and PCRF with a precom-
puted policy data store replicated at different agents. 
Hence, it is essential that the UE states and policies be 
consistent across different agents, particularly during 
UE mobility. Reactive approaches to consistency man-
agement, for example, distributed hash table (DHT), put 

UAV-aware architecture. In addition, we design an inter-
agent (UAV) communication application (Section 2.3) 
that exchanges control plane messages with its neighbor 
agents to synchronize states proactively, thereby enabling 
seamless mobility (active and idle). The legacy EPC appli-
cations and new SkyCore core applications that need to 
exchange information with each other do so through our 
local publish-subscribe protocols.

Step 6. Replacing the hierarchical data plane gateways 
with a compact SDN switch. Because SkyCore is a flat archi-
tecture, it eliminates the need for hierarchical gateways on 
each UAV. To further make our agents compact, we refactor 
the SGW-D and PGW-D functionality into a single software 
switch. Each data plane function in S/PGW-D is imple-
mented as a separate Match+Action table in this software 
switch. Each table performs a lookup on a subset of user’s 
data traffic fields and applies the actions corresponding to 
the first match. Users’ traffic travels through these tables 
before leaving or entering the UAV. In particular, our soft-
ware switch performs UL/DL data rates enforcement, state-
ful firewall operations, and QoS control by transport-level 
mechanisms (e.g., setting DiffServ) based on QoS class 
identifier (QCI) associated with each UE. Although the leg-
acy EPC tunnels each UE’s traffic into two tunnel segments 
across the RAN, PGW-D, and SGW-D, SkyCore departs from 
this approach and terminates GTP-U tunnels inside our 
agent switch (decapsulates GTP-U header from uplink pack-
ets sent by the eNB and encapsulates downlink packets 
to the eNB into a proper GTP-U header) for two reasons. 
First, per-UE tunnels do not scale in LTE UAV networks as 
UEs are mobile and these tunnels are subject to frequent 
changes. Second, our consolidation already eliminates the 
need for complex GTP-U tunnels between the SGW-D and 
PGW-D functionality.

Figure 9. (a) SkyCore’s network-wide control and data plane 
connectivity for LTE UAV networks. (b) Example of our segment 
routing for data traffic from UE1 to UE2.
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is a commercial LTE small cell (ip.access S60 eNB) sup-
porting LTE UEs (50 Mbps downlink rate per UE) and 
connects through an Ethernet cable to platform P1. 
(2) Outdoor large-scale: 2 UAV, tens of UEs. To stress test 
SkyCore’s control and data planes in the presence of a 
large number of UEs, we replace the eNB on the drone 
with another single-board server that runs a unified 
RAN/UE emulator (emulates both an eNB and activity of 
a large number of UEs). The emulator interacts with the 
LTE core similar to real UEs. (3) Emulating powerful UAV 
platforms. To understand SkyCore’s performance with 
more powerful UAVs, we emulate the latter by replac-
ing platform P1 with a high-end server (platform P2)—
an Intel Xeon E5-2687W processor operating at 3.0 GHz 
with 12 CPU cores and 128 GB of RAM. Because it is not 
possible to fly our current drone with such a server, these 
experiments are conducted in the lab (results available in 
Moradi et al.18).

Baseline. We focus on comparisons between the Edge-
EPC architecture (a standard EPC on each LTE UAV) and 
SkyCore. We implement the Edge-EPC using OpenEPC6 
as it is the most complete open-source implementation of 
the 3GPP EPC architecture that can work with commercial 
devices (e.g., LTE eNBs and smartphones).

Metrics. We study four performance metrics under differ-
ent network saturation levels: (1) UE-perceived control delay 
in network access (LTE attach/detach), (2) UE-perceived ser-
vice disruption time in LTE active-/idle-mode mobility, (3) 
CPU usage on our resource-constrained UAVs, and (4) sup-
ported data plane rate for user traffic.

4. EVALUATION
We first show the basic functionality and potential of 
SkyCore in realizing hotspot and stand-alone LTE UAV net-
works. We then demonstrate that SkyCore is more efficient 
and lightweight than the Edge-EPC architecture both in 
small- and large-scale experimental settings.

4.1. Small-scale on-drone evaluation
We form a two-drone LTE network (Figure 11), each in the 
partial line of sight (affected by one building) of a single 
mobile UE on the ground. Each drone covers a region with 
the diameter of 650 feet. The drones operate in a small over-
lapping area for our mobility experiments.

Basic functionality–LTE hotspots use case. Forming 
on-demand hotspots is an important use case for LTE UAV 
as well as 5G networks. In a single-drone experiment, we 

wireless (inter-UAV links) on the critical path of control 
functions. SkyCore avoids this real-time dependence by 
adopting a proactive synchronization of state between 
agents—each agent proactively broadcasts its changes 
to UE policies and states to other agents in the network. 
Such an approach (i) minimizes the control plane delay 
between agents, particularly in mobility scenarios as the 
destination agent already knows the latest information 
about the mobile UE; (ii) enables seamless handoff of 
active UEs to a neighboring UAV, when the current UAV 
goes down for a recharge; and (iii) is scalable because 
the amount of control plane traffic that is broadcasted 
on interagent backhaul links is negligible compared to 
user data plane traffic among agents (Section 4).

A SkyCore agent needs to send only three types of broad-
cast update messages in the network to build up a consistent 
network-wide view: (i) security update to notify other agents 
that it has used one of the security vectors precomputed for 
a UE and to request other agents to invalidate the vectors, 
(ii) location update to inform other agents that a particular 
UE has attached to its UAV, and (iii) policy update to commu-
nicate its local changes to the precomputed QoS and charg-
ing profile of a UE.

3. IMPLEMENTATION
SkyCore prototype. We prototyped a complete version of 
SkyCore that involved extensive engineering effort. Our pro-
totype has three notable features: (1) seamlessly works with 
commercial LTE RANs and off-the-shelf UEs (SIM cards are 
programmed to connect to SkyCore) by exchanging signal-
ing and data traffic with them; (2) is fully virtualized and 
can manage multiple LTE UAVs out of the box by forming 
a wireless network of SkyCore agents; and (3) fully adheres 
to our proposed designs both for a single agent (Figures 7 and 8) 
and across agents (interagent communication) (Figures 6 
and 9). Each SkyCore agent consists of a controller enforc-
ing control plane policies and a switch processing user data 
traffic. We developed a high-performance multithreaded 
controller in C++ and built our SkyCore switch on top of 
OVS22 software switch in the kernel space. We substan-
tially instrumented and optimized OVS as it does not sup-
port our custom flow tables and switch actions (e.g., our 
P4-enabled tunneling scheme and GTP-U tunnel encap-
sulation/decapsulation operations). Because our baseline 
(Edge-EPC based on OpenEPC6–will be described shortly) 
operates in the user space, we developed another variant 
of the SkyCore switch in the user space on top of Lagopus 
software switch.4 This ensures that our comparisons are 
at the architecture level and independent of a particular 
packet forwarding technology.

UAV experiments. We conduct three kinds of experi-
ments. (1) Outdoor small-scale: 2 UAV, few UEs. We deploy 
the SkyCore prototype on two advanced DJI Matrice 600 
Pro drones (Figure 10). We securely install two machines 
on each drone. One of the machines (platform P1) is a 
low-end single-board 4-core server with 8 GB of RAMs 
and 1.9 GHz CPU that executes SkyCore and Edge-EPC. 
It is also equipped with a wireless network card to sup-
port our interagent communication. The other machine 
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Figure 10. Multi-UAV SkyCore prototype.
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establish a direct video call between our two UEs across 
a building, each connected to a separate drone, through 
our interagent data plane overlay (see Figure 11b). Figure 
13 shows the timeline of control and data plane traf-
fic exchanges between the two SkyCore agents. We again 
turn on a Moto G phone in the area covered by the first 
drone. Its SkyCore agent handles the LTE attach process 
and sends a background SkyCore update message to the 
other drone’s agent. The message consists of location, 
policy, and security updates as described in Section 2.  
After the second agent processes this update, we turn on a 
Nexus 6 phone in the area covered by the second drone, trig-
gering a similar SkyCore update message to the first agent 
in the background. Finally, we establish a 35-s HD video 
call from the Nexus 6 to the Moto  G. Owing to SkyCore’s 
proactive background updates, the agent corresponding 
to the Nexus 6 does not have to wait to discover the loca-
tion of the other UE. Based on our segment-based tunnel-
ing scheme, it immediately pushes the correct label stacks 
on its egress user data traffic and forwards it to the other 
agent. A similar process manifests in the reverse direction. 
In this two-UAV enabled video call, 7.5K video packets were 
successfully exchanged between the UEs.

Performance benefits of refactoring. Using the same 
setting, we demonstrate that SkyCore is significantly 
more lightweight than Edge-EPC. For a fair comparison 
with Edge-EPC, we employ SkyCore’s user space version 
here. We sample and average the LTE attach/detach delay 
and uplink/downlink bandwidth for the Moto G in the 
area covered by the first drone at 40 locations. As Figure 
14 and Table 1 show, SkyCore on average reduces the 
network control plane delay (spent in the core) by 69–90% 
and the UE-perceived control plane delay by 40–60%. 
In addition, it doubles the uplink/downlink rates mea-
sured for the UE. Further, SkyCore lowers the avg. CPU 
usage on the machine running the core network by 25%  
in the LTE attach/detach events. These savings come 

show this functionality by connecting one of our drones to 
the Internet through a terrestrial LTE network not acces-
sible to our UEs on the ground (see Figure 11a). Next, we 
turn on a Moto G phone on the ground, which sends an 
LTE attach request to the SkyCore agent through the on-
drone eNB. SkyCore agent successfully completes the 
LTE attach process by quickly accessing its precomputed 
policy data store. Then, we visit CNN.com and watch a 4K 
Youtube video on the phone. Finally, we take the Moto G 
into the airplane mode, causing the UE to properly detach 
from our agent. Figure 12 shows this basic functionality by 
depicting the data traffic exchanged between the UE and 
the Internet.

Basic functionality–stand-alone LTE use case. Next, 
we demonstrate SkyCore’s ability to create stand-alone 
LTE networks (e.g., between first responders across an 
impassable mountain). To emulate such a scenario, we 
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Table 1. Benefits of SkyCore’s software refactoring of the EPC 
functionality on UE-perceived QoS.

Avg. data plane bandwidth 
(Mbps)

Avg. UE-perceived control 
delay (ms)

 Downlink Uplink Attach Detach

SkyCore 48.2 17.8 921 300
Edge-EPC 21.7 10.9 1545 750

http://CNN.com
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requests per sec. reaches 100, the UEs must wait by up to 
6 s before connecting to the network, thereby degrading 
QoE. With the EPC being a complex system, we observe 
from Figure 16b that Edge-EPC quickly uses its available 
CPU resources on the drone and thus faces performance 
bottlenecks, leading to larger latencies. In contrast, we 
notice that the network access delay is below 1 s when the 
drone employs SkyCore owing to its software refactoring 
of the EPC functionality.

5. RELATED WORK
SDN/NFV-based EPC. Recently, the wireless networking 
community has proposed several software-defined EPC 
solutions. SoftMoW19 enhances the programmability of 
the EPC by decoupling its control and data planes. KLEIN23 
and SCALE10 optimize the placement of the EPC nodes on 
geo-distributed DCs. ECHO20 deals with EPC-node failure in 
unreliable public clouds. PEPC24 scales the EPC data plane 
by creating a per-UE EPC-in-box. Although there are some 
similarities between SkyCore and this proposal, the differ-
ences are significant. These prior designs are customized 
for highly-reliable, often hierarchical DC infrastructure, 
where over provisioning and reactive network updates are 
inexpensive. In contrast, SkyCore operates in an unreliable 
and resource-constrained wireless environment, where 
such approaches scale poorly.

SDN control and data planes. There is a rich literature 
in distributed SDN control plane designs with hierarchical 
and flat structures (e.g., ONOS11). Most of the schemes are 
designed for DC networks and operate based on a central-
ized data store or complex consensus algorithms, which are 
ill-suited for our unreliable multi-UAV environment.

RAN optimization for LTE UAVs. DroneNet14 extends the 
coverage of existing LTE cells by creating WiFi on-drone 
hotspots. Some recent works17, 25 investigate the theoretical 
optimization of a UAV trajectory for certain mobile users 
on the ground (e.g., maximize the minimum average rate 
among all user). These RAN efforts are predominantly for a 
single UAV and complementary to SkyCore that focuses on 
the EPC design for multi-UAV LTE networks.

6. CONCLUSION
We presented the design and implementation of a novel 
edge-EPC architecture—SkyCore, supporting the untethered 
and reliable operation of multi-UAV LTE networks. SkyCore’s 

from our precomputation of network policies and con-
solidation of the EPC functionality onto our compact 
SDN-driven agents.

Efficient interagent communication–handoff. Unlike 
Edge-EPC, SkyCore supports seamless UE mobility, owing to  
its efficient interagent communication scheme. In this exper-
iment, we measure the service disruption experienced  
by a mobile UE moving between the regions covered by 
our two drones and triggering a handoff event. Figure 15 
depicts the signal strength received from the two drones  
on the UE and its continuous bandwidth measurements  
using iPerf3. The RAN on the first drone collects 
UE-measured RSRP values and sends a Handoff Required 
message to its local SkyCore agent when the RSRP values 
from the second drone become higher. Because SkyCore 
agents on the drones are already synced, the UE gets 
migrated to the second drone within a minimal 140 ms 
(incurred in the interagent coordination). In contrast, 
Edge-EPC does not support mobility of the UE and thus 
forces the UE to go through the detach process with the 
EPC on the first drone, followed by the heavy attach pro-
cess with the EPC on the second drone. The entire process 
results in 2 s of disconnection time, significantly impact-
ing mobile application performance.

4.2. Large-scale on-drone evaluation
Using the same two-drone experimental setting, we replace 
the ip.access eNB with a RAN/UE simulator on each drone 
to test SkyCore and Edge-EPC under large-scale network 
access workloads (mobility workload results are available in 
Moradi et al.18).

Handling signaling storms. Our RAN/UE emulator on 
the first drone emulates a flash crowd event with a large 
number of users entering the region (attach storm) cov-
ered by a drone. Similarly, the emulator creates an LTE 
detach storm by having many users gracefully discon-
nect from the drone. During this process, we sample the 
CPU utilization of the LTE core machine and measure 
the average control plane delay perceived by the UEs. In 
Figure 16a, we observe that the UEs experience exponen-
tially larger delays when the attach/detach load on Edge-
EPC increases. In particular, when the number of attach 
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SDN-based design is equally applicable to future RAN (e.g., 
5G and 6G) technologies. Further, even in the context of ter-
restrial networks, where EPC-RAN communication is often 
reliable, operators can leverage Edge-EPC designs such as 
SkyCore to move the EPC functionality to their edge clouds or 
cell towers and realize ultralow latency as required by many 
5G use cases. Such deployments are motivated by operators’ 
push toward mobile edge computing (MEC)13, 21 and their 
efforts in deploying white box switches at cell towers.1�
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Baylor University 
Endowed Chair in Data Science

The McCollum Family Endowed Chair in Data 
Science is a research-focused position in the Bay-
lor University Computer Science and Informatics 
Department. Data Science is one of the five Sig-
nature Academic Initiatives in Baylor’s strategic 
plan Illuminate (Illuminate - Data Science) and is 
involved in key research for the University (Data 
Science Research). This transformative, endowed 
position is a visionary investment in the future of 
Data Science research and education across the 
university (Endowment Details).

The Department: Computer Science and Infor-
matics is one of three departments in the School 
of Engineering and Computer Science. It offers 
a B.S. in Informatics with majors in Data Sci-
ence and Bioinformatics, B.S. and B.A. degrees in 
Computer Science, and a B.S. in Computing with 
a major in Computer Science Fellows. On loca-
tion M.S. and Ph.D. degrees in Computer Science 
are offered, as well as an online M.S. program 
which started Fall 2020. The Department has 17 
full-time faculty, over 280 undergraduates, and 
over 25 graduate students. Departmental website: 
Informatics.

The University: Baylor University is a private Chris-
tian university and a nationally ranked research 
institution, consistently listed with highest hon-
ors among The Chronicle of Higher Education’s 
“Great Colleges to Work For.” Baylor seeks faculty 
who share in our aspiration to become a tier-one 
research institution while strengthening our dis-
tinctive Christian mission. As the world’s largest 
Baptist University, Baylor offers over 40 doctoral 
programs and has over 17,000 students from all 
50 states and more than 85 countries.

Qualifications: The University invites applications 
for this tenure-track position at the rank of full 
Professor beginning in the Fall 2021 semester. An 
ideal candidate will help shape a comprehensive, 
university-wide strategic plan for Data Science. 
This will be done through leadership, collabora-
tion, and growth of infrastructure and interdisci-
plinary research. Applicants should have a Ph.D. 
in Data Science or a related discipline; Baylor is 
recruiting new faculty with a deep commitment to 
excellence in teaching, research, and scholarship. 
Other qualifications include an established his-
tory of extramural funding, high impact academic 
artifacts, and graduate student mentorship. A vi-
able applicant should demonstrate excellent po-
tential as an individual researcher and collabora-
tor across multiple disciplines.

Appointment Date: Fall 2021. For full consider-
ation, applications must be received by Decem-
ber 31, 2020.

Application Procedure: To apply, please sub-
mit a letter of application, a 1-2 page research 

candidates who are committed to fostering a di-
verse and inclusive academic community. Boston 
College is an Affirmative Action/Equal Opportu-
nity Employer and does not discriminate on the 
basis of any legally protected category including 
disability and protected veteran status. To learn 
more about how BC supports diversity and inclu-
sion throughout the university, please visit the 
Office for Institutional Diversity at http://www.
bc.edu/offices/diversity.

California State University  
San Bernardino (CSUSB)
School Director with Tenure at the rank of Full 
or Associate Professor

California State University San Bernardino 
(CSUSB), a comprehensive university of The Cali-
fornia State University, one of the largest and most 
widely-recognized institutions of higher educa-
tion in the nation, invites applications for an aca-
demic administrative leader with a collaborative 
and inspiring vision for the position of Director 
of School of Computer Science and Engineering 
(CSE). The successful candidate should be eligible 
for appointment at the level of Professor or Associ-
ate Professor with tenure to begin in August 2021. 

As one of the largest department/school in 
the College of Natural Sciences, the School of 
Computer Science and Engineering (CSE) has 
12 tenure-track faculty with a variety of research 
interests and approximately 1000 students with a 
diverse backgrounds. CSE offers 4 undergraduate 
and 1 graduate programs, i.e., B.S. in Computer 
Science (ABET accredited), B.S. in Computer En-
gineering (ABET accredited), B.S. in Bioinformat-
ics, B.A. in Computer Systems, and M.S. in Com-
puter Science. 

The School Director reports to the Dean of 
the College of Natural Sciences and is a 12-month 
0.75 position. The director will provide strong ac-
ademic leadership in the planning and adminis-
tration of graduate and undergraduate programs 
in computer science and engineering, assist the 
entire faculty in developing new initiatives and a 
viable strategic vision, teach courses, maintain an 
active research program involving undergraduate 
and/or graduate students, work with the CSUSB 
Office of Advancement in fundraising, and main-
tain and extend our existing strong relationship 
with industry and government agencies. The 
overall responsibilities of the Director position 
is described in FAM 641.65, which is available at: 
https://www.csusb.edu/faculty-senate/fam/600-
675-personnel/640-644-recruitment-appoint-
ment-responsibilities-related

The preferred candidate should meet the fol-
lowing qualifications

	˲ Ph.D. in Computer Science or Computer 
Engineering discipline. 

	˲ Candidates should be eligible for appointment 
at the level of Professor or Associate Professor 
with tenure.

plan, a 1-2 page teaching philosophy, a copy of 
an official transcript showing the highest degree 
conferred (if the Ph.D. is in progress, a copy of 
the official transcript of completed Ph.D. hours 
should also be submitted), and the names and 
email addresses of three persons willing to pro-
vide letters of recommendation as a single PDF 
file through this Interfolio link Application Link 
Finalists for this position will be required to sub-
mit official transcripts for the doctoral degree in 
advance of a campus visit. Inquiries about the po-
sition can be sent to CSSearch@Baylor.edu.

Baylor University is a private not-for-profit 
university affiliated with the Baptist General Con-
vention of Texas. As an Affirmative Action/Equal 
Opportunity employer, Baylor is committed to 
compliance with all applicable anti-discrimination 
laws, including those regarding age, race, color, sex, 
national origin, marital status, pregnancy status, 
military service, genetic information, and disability. 
As a religious educational institution, Baylor is law-
fully permitted to consider an applicant’s religion 
as a selection criterion. Baylor encourages women, 
minorities, veterans and individuals with disabili-
ties to apply.

Boston College 
Tenure Track Assistant Professor of Computer 
Science 

The Computer Science Department of Boston 
College seeks a tenure-track Assistant Professor 
beginning in the 2021-2022 academic year. 
Successful candidates for the position will be 
expected to develop strong research programs that 
can attract external funding in an environment 
that also values high-quality undergraduate 
teaching. Outstanding candidates in all areas 
of Computer Science will be considered, with a 
preference for those who demonstrate a potential 
to contribute to cross-disciplinary teaching and 
research in conjunction with the planned Schiller 
Institute for Integrated Science and Society at 
Boston College. 

A Ph.D in Computer Science or a closely re-
lated discipline is required. See cs.bc.edu and 
https://www.bc.edu/bc-web/centers/schiller-in-
stitute.html for more information. Application 
review is ongoing. 

Applicants should submit a cover letter, a 
detailed CV, and teaching and research state-
ments. Arrange for three confidential letters of 
recommendation to be uploaded directly to In-
terfolio. To apply go to: https://apply.interfolio.
com/79609.

Boston College conducts background checks 
as part of the hiring process. Information about 
the University and our department is available at 
bc.edu and cs.bc.edu.

Boston College is a Jesuit, Catholic university 
that strives to integrate research excellence with 
a foundational commitment to formative liberal 
arts education. We encourage applications from 

http://www.bc.edu/offices/diversity
https://www.csusb.edu/faculty-senate/fam/600-675-personnel/640-644-recruitment-appointment-responsibilities-related
mailto:CSSearch@Baylor.edu
http://cs.bc.edu
https://www.bc.edu/bc-web/centers/schiller-institute.html
https://www.bc.edu/bc-web/centers/schiller-institute.html
https://apply.interfolio.com/79609
http://bc.edu
http://cs.bc.edu
http://www.bc.edu/offices/diversity
https://apply.interfolio.com/79609
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Full PhD and  
Postdoc  
scholarships

Research School  
“Service-Oriented Systems Engineering” 
The research school “Service-Oriented Systems 
Engineering” is active in research areas such  
as system design, analysis, and modeling; 
adaptability; component-based development  
and application integration; business process 
management; cyber security; software 
engineering; and programming technology.

Research School  
“Data Science and Engineering” 
The research school “Data Science and 
Engineering” unites top PhD students and 
researchers in all areas of data-driven research 
and technology, including scalable storage,  
stream processing, data cleaning, machine 
learning and deep learning, text processing,  
data visualization, digital health and more.

The Hasso Plattner Institute offers:
p  Full research scholarships, travel funds,  

and no tuition
p  Cutting edge research projects
p  An outstanding research environment
p  Close mentorship by professors and postdocs
p  Excellent graduate and undergraduate students
p  Cooperation with many partners in academia  

and industry

Applications now open until 1 February to start  
in April. Or apply until 15 August to start in October.
www.hpi.de/research-school

The Hasso Plattner Institute (HPI) is 
Germany’s university excellence center 
for Digital Engineering, covering the 
research areas of systems engineering, 
data science, cybersecurity, and digital 
health.

Its location in Potsdam, right on the border 
to Berlin, offers a perfect living and working 
environment for young researchers. Each 
year we provide 18 full PhD and postdoctoral 
scholarships in our two PhD programs.  
Both programs have an interdisciplinary and 
inter national structure. They interconnect  
all research groups at HPI as well as its 
branches at the University of Cape Town, 
Technion, Nanjing University, and UC Irvine.

at one of Germany’s 
leading Digital 
Engineering PhD 
Schools

are required. Successful candidates are expected 
to build a team and pursue a highly visible re-
search agenda, both independently and in col-
laboration with other groups.

The institutes are part of a network of over 80 
Max Planck Institutes, Germany’s premier basic-
research organisations. MPIs have an established 
record of world-class, foundational research in 
the sciences, technology, and the humanities. 
The institutes offer a unique environment that 
combines the best aspects of a university depart-
ment and a research laboratory: Faculty enjoy 
full academic freedom, lead a team of doctoral 
students and post-docs, and have the opportunity 
to teach university courses; at the same time, they 
enjoy ongoing institutional funding in addition 
to third-party funds, a technical infrastructure 
unrivaled for an academic institution, as well as 
internationally competitive compensation.

We maintain an international and diverse 
work environment and seek applications from 
outstanding researchers worldwide. The working 
language is English; knowledge of the German 
language is not required for a successful career at 
the institutes.

Qualified candidates should apply on our ap-
plication website (apply.cis.mpg.de). To receive 
full consideration, applications should be re-
ceived by December 15th, 2020.

The Max Planck Society wishes to increase the 
number of women in those areas where they are 
underrepresented. Women are therefore explicit-
ly encouraged to apply. The Max Planck Society is 
also committed to increasing the number of em-
ployees with severe disabilities in its workforce. 

	˲ Demonstrated administrative experience as a 
department chair/school director.

	˲ Excellent leadership, communication and 
interpersonal skills

	˲ Excellent record of teaching at undergraduate 
and graduate level

	˲ Excellent record of publication and research 
funding

	˲ Excellent record of leadership in ABET 
Accreditation

For more information on how to apply, please 
visit https://www.csusb.edu/cse. Formal review of 
applications will begin February 1, 2021 and con-
tinue until the position is filled. 

If you are interested in this opportunity, we in-
vite you to apply by using this CSU Recruit hyper-
link at: https://secure.dc4.pageuppeople.com/
apply/873/gateway/Default.aspx?c=apply&sJobI
Ds=497961&SourceTypeID=803&sLanguage=en-
us&lApplicationSubSourceID=11248

Max Planck Institutes in  
Computer Science
Tenure-Track Openings at Max Planck 
Institutes in Computer Science

The Max Planck Institutes for Informatics (Saar-
bruecken), Software Systems (Saarbruecken and 
Kaiserslautern), and Security and Privacy (Bo-
chum), invite applications for tenure-track fac-
ulty in all areas of computer science. We expect to 
fill several positions.

A doctoral degree in computer science or re-
lated areas and an outstanding research record 

Applications from persons with severe disabili-
ties are expressly desired.

The initial tenure-track appointment is for 
five years; it can be extended to seven years based 
on a positive midterm evaluation in the fourth 
year. A permanent contract can be awarded upon 
a successful tenure evaluation in the sixth year.

University of Central Missouri
Assistant Professor in Computer Science - 
Tenure Track

The School of Computer Science and Mathemat-
ics at the University of Central Missouri is accept-
ing applications for one tenure-track position in 
Computer Science at the rank of Assistant Profes-
sor. The appointment will begin August 2021. We 
are looking for faculty excited by the prospect of 
shaping our school’s future and contributing to 
its sustained excellence. 

The Position: Duties will include teaching un-
dergraduate and graduate courses in computer 
science and/or cybersecurity and developing new 
courses depending upon the expertise of the ap-
plicant and school needs, conducting research 
which leads toward peer-reviewed publications 
and/or externally funded grants, and program ac-
creditation/assessment. Faculty are expected to 
assist with school and university committee work 
and service activities, and advising majors. 

Required Qualifications: 
	˲ Ph.D. in Computer Science or Software 

Engineering by August 2021
	˲ Research expertise and/or industrial experi-

ences in Cybersecurity or Software Engineering
	˲ Demonstrated ability to teach existing courses 

at the undergraduate and graduate levels
	˲ Ability to develop a quality research program 

and secure external funding
	˲ Commitment to engage in curricular 

development/assessment at the undergraduate 
and graduate levels

	˲ A strong commitment to excellence in teaching, 
research, and continued professional growth

	˲ Excellent verbal and written communication 
skills 

The Application Process: To apply online, go 
to https://jobs.ucmo.edu. Apply to position 
#997516. The following items should be at-
tached: a letter of interest, a curriculum vitae, a 
teaching and research statement, copies of tran-
scripts, and a list of at least three professional 
references including their names, addresses, 
telephone numbers and email addresses. Official 
transcripts and three letters of recommendation 
will be requested for candidates invited for on-
campus interview. For more information, con-
tact: 

Dr. Songlin Tian, Search Committee Chair
School of Computer Science and 

Mathematics
University of Central Missouri
Warrensburg, MO 64093
(660) 543-4930
tian@ucmo.edu 

Initial screening of applications begins No-
vember 30, 2020 and continues until position is 
filled.

http://www.hpi.de/research-school
http://apply.cis.mpg.de
https://www.csusb.edu/cse
https://secure.dc4.pageuppeople.com/apply/873/gateway/Default.aspx?c=apply&sJobIDs=497961&SourceTypeID=803&sLanguage=enus&lApplicationSubSourceID=11248
https://secure.dc4.pageuppeople.com/apply/873/gateway/Default.aspx?c=apply&sJobIDs=497961&SourceTypeID=803&sLanguage=enus&lApplicationSubSourceID=11248
https://jobs.ucmo.edu
mailto:tian@ucmo.edu
https://secure.dc4.pageuppeople.com/apply/873/gateway/Default.aspx?c=apply&sJobIDs=497961&SourceTypeID=803&sLanguage=enus&lApplicationSubSourceID=11248
https://secure.dc4.pageuppeople.com/apply/873/gateway/Default.aspx?c=apply&sJobIDs=497961&SourceTypeID=803&sLanguage=enus&lApplicationSubSourceID=11248
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average T/TK faculty funding in the EECS Depart-
ment is above $800k per year. All junior faculty 
members hired during the past 15 years have re-
ceived prestigious young investigator awards, 
such as NSF CAREER and DARPA CSSG.

With a metro population of approximately 1.9 
million people, Nashville has been named one of 
the 15 best U.S. cities for work and family by For-
tune magazine, was ranked as the #1 most popu-
lar U.S. city for corporate relocations by Expan-
sion Management magazine, and was named by 
Forbes magazine as one of the 25 cities most like-
ly to have the country’s highest job growth over 
the coming five years. The top major industries 
by employment include trade, transportation and 
utilities; education and health services; profes-
sional and business services; government; and 
leisure and hospitality. Other industries include 
manufacturing, financial activities, construction, 
and information. Long known as a hub for health 
care and music, Nashville is emerging as a tech-

nology center with a considerable pool of health 
care, AI, and defense-related jobs available.

In recent years, the city has experienced an 
influx of major office openings by some of the 
largest global tech companies and prime Silicon 
Valley startups.

Vanderbilt University has a strong institutional 
commitment to recruiting and retaining an aca-
demically and culturally diverse community of facul-
ty. Minorities, women, individuals with disabilities, 
and members of other underrepresented groups, in 
particular, are encouraged to apply. Vanderbilt is an 
Equal Opportunity/Affirmative Action employer.

Applications should be submitted on-line at: 
http://apply.interfolio.com/80624. For more in-
formation, please visit our web site: http://vu.edu/
destination-cs. Applications will be reviewed on a 
rolling basis beginning December 15, 2020 with 
interviews beginning January 1, 2021. For full 
consideration, application materials must be re-
ceived by January 31, 2021.

AA/EEO/ADA. Women and minorities are en-
couraged to apply.

UCM is located in Warrensburg, MO, which is 
35 miles southeast of the Kansas City metropoli-
tan area. It is a public comprehensive university 
with about 11,000 students. The School of Com-
puter Science and Mathematics offers under-
graduate and graduate programs in Computer 
Science, Cybersecurity and Software Engineering 
with approximately 1000 students. The under-
graduate Computer Science and Cybersecurity 
programs are accredited by the Computing Ac-
creditation Commission of ABET.

Vanderbilt University
20+ Tenure-Track Faculty Positions in 
Computer Science

The Department of Electrical Engineering and 
Computer Science (EECS) is launching a multi-
year faculty recruitment and hiring process in 
Computer Science for 20 tenure-track positions 
at the Assistant, Associate, and Full Professor 
levels, but with preference at early-career ap-
pointments. This year, the initiative will support 
at least six new faculty positions. Destination-CS 
is part of the university’s recently launched Des-
tination Vanderbilt, a $100 million university ex-
cellence initiative to recruit new faculty. Over the 
next two to four years, the university will leverage 
the investment to recruit approximately 60 facul-
ty who are leaders and rising stars in their fields.

We seek exceptional candidates in broadly 
defined areas of computer science that enhance 
our research strengths in areas that align with 
the following investment and growth priorities of 
the Vanderbilt University School of Engineering 
(http://vu.edu/destination-cs): 

1. �Autonomous and Intelligent Human-AI-
Machine Systems and Urban Environments

2. Cybersecurity and Resilience
3. �Computing and AI for Health, Medicine, 

and Surgery
4. �Design of Next Generation Systems, Struc-

tures, Materials, and Manufacturing

Our priorities are designed to ensure the 
strongest positive impact on computer science 
and cross-disciplinary areas at all five academic 
departments in the School of Engineering and 
other colleges and schools across campus. The 
hiring initiative builds on these strengths and 
aspires to propel the Vanderbilt computer sci-
ence program to one of the leading academic 
programs nationally and beyond. Successful can-
didates are expected to teach at the undergradu-
ate and graduate levels and to develop and grow 
vigorous programs of externally funded research.

Vanderbilt University is a private, interna-
tionally renowned research university located in 
vibrant Nashville, Tennessee, and with the ad-
joining Vanderbilt University Medical Center, is 
the largest employer in the region. Its 10 schools 
share a single cohesive campus that nurtures in-
terdisciplinary activities. The School of Engineer-
ing is on a strong upward trajectory in national 
and international stature and prominence, and 
has built infrastructure to support a significant 
expansion in faculty size. In the rankings of grad-
uate engineering programs by U.S. News & World 
Report, the school ranks in the top 20 private, 
research-extensive engineering schools. Five-year 

ADVERTISING IN  
CAREER OPPORTUNITIES 

How to Submit a Classified Line Ad:  
Send an e-mail to acmmediasales@acm.org. Please include text, 
and indicate the issue/or issues where the ad will appear, and a 
contact name and number.

Estimates:  
An insertion order will then be e-mailed back to you. The ad will 
by typeset according to CACM guidelines. NO PROOFS can be sent. 
Classified line ads are NOT commissionable.

Deadlines:  
20th of the month/2 months prior to issue date.  For latest deadline 
info, please contact:

acmmediasales@acm.org

Career Opportunities Online:  
Classified and recruitment display ads receive a free duplicate 
listing on our website at:

http://jobs.acm.org 

Ads are listed for a period of 30 days.
For More Information Contact: 

ACM Media Sales
at 212-626-0686 or 

acmmediasales@acm.org
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Upstart 2: One player is the chooser 
and given an n must choose exactly n dis-
tinct weights and they must each weigh 
an integral number of kilograms ≥ 1. 
The non-chooser decides whether to go 
first or second. Both must play greedily. 
For which values of n can the chooser 
guarantee to win?

Upstart 3: As in Upstart 2, the chooser, 
given an n, must choose exactly n distinct 
weights that must each weigh an integral 
number of kilograms ≥ 1. The chooser de-
cides whether to go first or second, but 
must play greedily. The non-chooser need 
not play greedily. For which values of n 
can the chooser guarantee to win?

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New York, 
NY, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco.

All are invited to submit their solutions to upstartpuzzles@
cacm.acm.org; solutions to upstarts  
and discussion will be posted at http://cs.nyu.edu/cs/
faculty/shasha/papers/cacmpuzzles.html
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left support is – (5 + 6 + 7 + 8) = –26 the sec-
ond player can put his or her last weight 
at –6 and win.

Question: Could the above change if 
the plank weighs more?

Solution: Yes, for example, if the plank 
weighed much more, then the first player 
could put all his weights on one side.

In non-greedy play, each player must 
put at least one weight somewhere on 
the plank during his or her turn. If mul-
tiple weights, they must be consecutive.

In the following upstarts, assume the 
same rules as before: the plank weighs 
three kilograms, weights can be put 
only on integral makers, and never on 
top of another weight.

Upstart 1: Is there any way the player 
who moves first can guarantee to win if 
he or she can choose the 10 integral 
weights that each player starts with pro-
vided each weight weighs at least one 
kilogram and all the weights are distinct 
with the further restrictions that the first 
player must play greedily but his or her 
opponent need not.

TWO PLAYERS, EACH with a collection of 
weights, sit in front of a plank that weighs 
three kilograms with two supports at –1 
and +1. Each player wants to get rid of his 
or her weights, by placing them on inte-
gral markers, at most one weight per inte-
gral marker. So, for example, player A may 
not place a weight above A’s weights or 
player B’s weights. Further, neither player 
is allowed to place a weight at –1, 0, or +1.

In a turn, a player must put at least one 
weight somewhere on the plank, but may 
put several weights on the plank, if they 
are at consecutive integer marks. The goal 
of each player is to be the first to place all 
of his or her weights without causing the 
plank to tip (by having a strictly negative 
torque on the right support or a strictly 
positive torque on the left support).

Warm-Up: Let’s say all weights weigh 
one kilogram and each player has six 
weights. Suppose each player always 
places as many weights as possible in 
each move (a “greedy” strategy). Which 
player will win?

Solution to Warm-Up: First player can 
put a weight at +2 and +3. So torque on left 
support is – (3*1 + 1*3 + 1*4) and on right 
support is 0. So player 2 can put weights at 
–2, –3, –4, –5. Now torque on right support 
is (1*6 +1*5 + 1*4 + 1*3 + 3*1) – (1*1 + 1*2) = 
18. The torque on the left support is now 0. 
Therefore the first player can add weights 
at +4, +5, +6, +7 and win.

So if we have just six weights of one 
kilogram and each is greedy, then the 
first player wins.

Question: If each player has seven 
weights of one kilogram and each is 
greedy, then which player wins?

Solution: Each player plays as be-
fore. After the first player adds 
weights at +4, +5, +6, +7, the torque on the 

Three-kilogram plank. “How can I be the first to place all my weights on the plank without 
causing the plank to tip?”

Upstart Puzzles  
Stay in Balance 
No tipping. 
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