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Enterprises have made amazing advances 
by taking advantage of data about their 
business to provide predictions and 
understanding of their customers, markets, 
and products. But as the world of business 
becomes more interconnected and global, 
enterprise data is no long a monolith; it is 
just a part of a vast web of data. Managing 
data on a world-wide scale is a key 
capability for any business today.

The Semantic Web treats data as a 
distributed resource on the scale of the 
World Wide Web, and incorporates features 
to address the challenges of massive data 
distribution as part of its basic design. The 
aim of the first two editions was to motivate 
the Semantic Web technology stack from 
end-to-end; to describe not only what the Semantic Web 
standards are and how they work, but also what their 
goals are and why they were designed as they are. It 
tells a coherent story from beginning to end of how the 
standards work to manage a world-wide distributed 
web of knowledge in a meaningful way.

The third edition builds on this foundation to bring 
Semantic Web practice to enterprise. Fabien Gandon 
joins Dean Allemang and Jim Hendler, bringing with 
him years of experience in global linked data, to open up 
the story to a modern view of global linked data. While 
the overall story is the same, the examples have been 
brought up to date and applied in a modern setting, 
where enterprise and global data come together as 
a living, linked network of data. Also included with 
the third edition, all of the data sets and queries are 
available online for study and experimentation at: 
data.world/swwo.

http://books.acm.org
http://store.morganclaypool.com/acm
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editor’s letter

T
H E  R I G H T  V I S I O N  is to oper-
ate the cloud with zero-carbon 
emission from power (scope 
2). Not just offsetting through 
renewable energy purchases. 

Not just 24x7 matching. True zero carbon 
in electric power consumed, and with no 
increase as the cloud continues to grow. 
That’s the right vision for our proud com-
puting technology community to lead the 
fight against climate change, and to see 
increasing use of computing as a positive 
force to slow climate change.a,b

Why must we act? The power grid is de-
carbonizing, but progress is slow. Aggres-
sive states (for example, California and 
New York) have zero-carbon goals 20 or 
more years in the future, 2045 and 2040. 
Nationally, the U.S. produced 19% of its 
electric power from renewable resources 
(2020), and with “datacenter alley” report-
ing 12% renewablesc (Northern Virginia). 
This trails the world’s 26% renewables 
today, and U.S. renewables are projected 
to double to 38% by 2050. At that rate, full 
decarbonization may be a century away!d 
Substantial progress toward zero carbon 
in the next 10 years depends on aggres-
sive action, cloud computing cannot just 
depend on power grid decarbonization.

In 2020, the cloud’s power consump-
tion exceeded 2% of total U.S. power, and 
hyperscale providers exceed 6% in re-
gional power markets and grids.e Add to 
that annual growth of 28% (2017–2019)f 
as well as acceleration from COVID-sped 
digitalization and machine learning, and 
it’s clear that cloud power consumption 

a A.A. Chien. Owning computing’s environmen-
tal impact. Commun. ACM, Mar. 2019.

b A.A. Chien. What do DDT and computing have 
in common? Commun. ACM, June 2020.

c Dominion Energy; http://bit.ly/3h8OZd1
d Energy Information Agency. Annual Energy Out-

look 2020, (Jan. 29, 2020); https://www.eia.gov.
e Dominion Energy; https://bit.ly/2Kw1X8L
f Google. Realizing a carbon-free future: Google’s 

third decade of climate action, Sept. 2020.

cannot be ignored in serious attempts to 
reduce anthropogenic carbon emissions.

Is it possible? Leading computing 
companies—notably Google, Facebook, 
and Apple have been carbon neutral for 
years. Amazon has committed to becom-
ing carbon neutral by 2030. An avalanche 
of more aggressive commitments has 
been made in 2020.g Why are these com-
puting giants moving now?

Climate-change natural disasters 
have become common. The disruption of 
floods and wildfires has led hedge funds 
to shift climate-risk from a second to 
“first ledger” issue, and they have moved 
to assess climate-risk in business valu-
ation.h Climate change has come to the 
fore as a business concern, and this com-
pels the business leaders of computing 
technology companies to make stronger, 
more ambitious carbon-reduction com-
mitments, and to be on the side of prog-
ress toward true zero carbon.

In 2020, we have seen major national 
commitments to carbon-neutral econo-
mies by Japan (2050) and China (2060),i 
joining the European Union (2045). Gov-
ernment commitments produce growing 
pressure on all of the economy. And, with 
regulation of “big tech” on deck, that con-
tribution to economic growth no longer 
confers a free pass.j

So, yes, it’s possible. The public, gov-
ernments, and the hedge funds are all 
aligned. These commitments acknowl-
edge responsibility and create a growing 
economic drive. There’s little doubt we 
have the technological capability. The 
technical challenges are around how to 

g S. Pichai (Google) 24x7 matching by 2030, J. 
Bezos (Amazon) Carbon Neutral by 2040, and 
S. Nadella (Microsoft) Lifetime offset by 2050.

h M. Peregrine. Blackrock heats up climate change 
pressure on boards. Forbes, (July 19, 2020).

i China’s next economic transformation: Going 
carbon neutral by 2060. WSJ, (Oct. 29, 2020). 
Japan promises to be carbon neutral by 2050. 
Economist, (Oct. 29, 2020).

do it as cheaply as possible. Solving these 
challenges requires new research, tech-
nology, and large-scale investment.

What must we do? Here’s a roadmap.
 ˲ Learn about renewables and the 

modern power grid: the key to carbon 
emissions is where and when power is 
consumed—not just power efficiency

 ˲ Create applications that can flex 
when and where they consume power, 
enabling time and space shifting

 ˲ Create carbon-aware applications 
that exploit flexibility and carbon-content 
information to reduce  carbon emissions

 ˲ Design novel hardware architectures 
(and datacenter facilities) that provide in-
expensive capacity to support such work-
load shifting

We must redesign cloud software and 
hardware to flexibly follow renewable en-
ergy. For cloud computing, the majority of 
carbon emissions arise from power con-
sumed during operation (80% for typical 
four-year use). But embodied carbon for 
hardware and datacenter infrastructure 
(scope 3) cannot be ignored.k One effec-
tive way to do this is to extend the lifetime 
of computing hardware, and creating a 
circular ecosystem.l

Let’s all drive cloud computing to true 
zero carbon!

j A. Satariano. Big fines and strict rules unveiled  
against ‘big tech’ in Europe, NYTimes (Dec. 15, 2020).

k B. Manne. Architecting a Sustainable Planet. 
Keynote at IEEE MICRO-53 Conf. Oct. 2020.

l Extending the lifetime of scientific computing 
equipment; http://bit.ly/3mBGOXG/, and ITRe-
new: Expect more from your IT hardware; 
https://www.itrenew.com/

Andrew A. Chien, EDITOR-IN-CHIEF 
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cerf’s up

I
N  T H E  PA S T,  I have written 
about digital preservation. I 
would like to turn to a related 
topic that I will call high-res-
olution referencing. In con-

ventional print publication media, 
it is possible to cite books, chapters, 
papers, sections, pages, paragraphs, 
and even sentences. One reason this 
is possible is that these media fix the 
work indelibly. Of course, one must 
have the correct version of the publi-
cation in hand, so to speak, since pag-
ination is a function of font size, for 
example. In the World Wide Web, the 
Hypertext Transport Protocol and the 
Hypertext Markup Language serve the 
needs of users to refer to Web pages 
and can do so with considerable pre-
cision by using features of extended 
URLs to reference specific sections of 
Web pages. URLs referencing anchor 
points within a Web page offer what I 
will refer to as a high-resolution refer-
ence. Of course, if the Web page has 
been changed, such references may 
fail with the too familiar “404 page 
not found” or similar error message.

In the world of Google Docs, and 
other document processing systems, 
it is often possible to keep track of 
the time sequence in which edits have 
been made so as to “undo” an action 
or to return to a previous version of 
the document. This leads me to won-
der whether time resolution, in addi-
tion to space resolution, might be an 
interesting functionality to instanti-
ate. A reason this may be of interest 
is Web page references are begin-
ning to show up in print and other 
media with the annotation “retrieved 
<date>” included. While this infor-
mation is helpful, a later reader may 
not find what the reference intended 
if the Web page has evolved since it 

was referenced by the writer. One 
might imagine a construct in which 
the document (Web page, PDF?) in-
cludes timestamped edit information 
such that the version of the document 
at a given date/time might be recon-
structed. Since editing can be a messy 
process, one supposes the writer, in-
terested in capturing versions, might 
want to identify at what point a docu-
ment should be “versioned.” This is 
not unlike existing mechanisms for 
keeping track of software versions by 
“checking out” and “checking in” ver-
sions of source code. This could be-
come metadata for the document in 
the same sort of way that breakpoints 
and periodic backups allow for recov-
ery to a known condition in a lengthy 
computation.

Assuming for a moment that this 
would be an interesting capability, it 
remains to figure out how to imple-

ment it for various cases. In the case 
of Google Docs, the internal represen-
tation appears to allow the document 
to be reconstructed in its entirety 
upon fetching, from its initial instan-
tiation and subsequent editing. This 
suggests a versioning record could 
be as simple as recording a date/time 
at which the document is at “ver-
sion X” for some value of X. A refer-
ence to “version X” of the document 
would reconstruct all edits up until 
the date/time at which version X was 
“marked.” It seems equally feasible 
to export a document in a variety of 
formats including Web page HTML 
including an indication of which ver-
sion it represents.

It is not clear to me whether one 
could incorporate such time-based 
mechanisms within an HTML or PDF 
document without incurring either 
overhead for generating and storing 
every “version” or reconstructing the 
entire object every time the object 
is retrieved as happens with Google 
Docs. Assuming that time or version-
based citations are feasible and use-
ful, there comes the question of how 
to generate the references. Generat-
ing these citations sounds like a non-
trivial exercise and tools are emerging 
to assist authors with the generation 
of citations and for readers to use 
them. One set of tools created by 
Frode Hegland and his collaborators 
can be found at https://www.aug-
mentedtext.info.

I am sure readers of this column 
will have a lot to teach me about float-
ing half-baked ideas. 

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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To be sure, it is not fully clear 
whether this represented official NSF 
policy. But in any case, the effects pre-
dicted did indeed occur in the subse-
quent years, and we now see university 
CS departments struggling to find do-
mestic applicants.

Whether justified or not, the recent 
restrictions placed on international 
students expose a dangerous depen-
dency on obtaining students from 
abroad. Many events beyond U.S. con-
trol could result in this pool drying up. 
American institutions must address 
this urgent issue.

Norman Matloff, Davis, CA, USA

Author’s Response:
A “working draft” does not represent 
government policy. Having watched 
the evolution of graduate studies in 
computing over the past 40 years, I 
am highly skeptical of the argument 
that the current situation is the result 
of a directed government policy. As 
to economic impact of immigration, 
an authoritative source is a 2017 
National Academies report: https://bit.
ly/34o3rJ3 The report concluded “ 
The long-term impact of immigration 
on the wages and employment  
of native-born workers overall  
is very small.”

Moshe Y. Vardi, Houston, TX, USA

Editor-in-Chief’s Response
Domestic U.S. students have 
extraordinary opportunities in industry, 
but we have done little to create 
incentives for their advanced graduate 
study. The NSF graduate fellowship 
program provides less annual support 
than a typical research assistantship,  
and the number of awardees has not 
been increased in more than 10 years.  
Perhaps we should double the  
$$$’s/year and double the number  
of awards in computer science.  
A common complaint is these awards  
go disproportionately to “top” 
universities—as coincidentally do 
“top” students. A remedy would be to 
distribute these awards over the top 70 

I
N  M O S H E  V A R D I ’ S  September 
2020 column, “Where Have All 
the Domestic Graduate Stu-
dents Gone?,” the short but 
woefully incomplete answer is 

that the wage premium for a Ph.D. in 
CS is simply too small to justify forego-
ing five years of industry-level salary. 
But why is that the case?

Part of the answer may be due to 
government policy discussed back 
in 1989, when an NSF document ad-
dressed the “problem” of Ph.D. salaries 
being too high, and suggested as a rem-
edy increasing the pool of international 
students (https://bit.ly/2IuFZl7). This 
would swell the labor market, holding 
down wage growth. The foreign stu-
dents would receive nonmonetary com-
pensation in the form of a green card:

“A growing influx of foreign Ph.D.’s 
into U.S. labor markets will hold down 
the level of Ph.D. salaries to the extent 
that foreign students are attracted to 
U.S. doctoral programs as a way of im-
migrating to the U.S.”

But the domestic students would 
find that the resulting wage suppression 
would make Ph.D. study a bad choice:

“... a key issue [for the domestic 
students] is pay. The relatively modest 
salary premium for acquiring [a] Ph.D. 
may be too low to attract a number of 
able potential graduate students ... A 
number of them will select alternative 
career paths ... by choosing to acquire 
a ‘professional’ degree in business or 
law ... For these baccalaureates, the ef-
fective premium for acquiring a Ph.D. 
may actually be negative.”
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departments (approximately half  
the departments reporting in  
the Taulbee survey). Any such programs 
would by no means make Ph.D. study 
competitive with industry pay,  
but would show our commitment to 
encouraging such study (and be a step 
toward the much higher Ph.D. program 
compensation offered in countries  
such as Switzerland).

 Andrew A. Chien, Chicago, IL, USA

Read Worthy
While reading John MacCormick’s 
Viewpoint “Using Computer Pro-
grams and Search Problems for 
Teaching Theory of Computation 
(Oct. 2020, p. 33), I couldn’t help but 
think that the author was describing 
using Niklaus Wirth’s book, Algo-
rithms + Data Structures = Programs, 
in an introductory CS course, much 
like the one I took in 1983. I whole-
heartedly agree. I still refer to that 
book every once in a while. It’s one of 
the oldest programming books on my 
shelf.

 Lee Riemenschneider,  
Lafayette, IN, USA

Author’s Response:
Lee Riemenschneider’s insight helped me 
view these ideas from a different angle. 
Niklaus Wirth gave our community a new 
perspective on programming languages, 
algorithms, and data structures-a 
perspective optimized for teaching and 
learning, not for doing research. Perhaps 
the approach described in my Viewpoint 
can do the same for the theory of 
computation, offering novice students a 
treatment optimized for learning rather 
than academic research.

John MacCormick, Carlisle, PA, USA

Editor-in-Chief’s Response:
A timely highlight of Niklaus’ extraordinary 
work! The March issue of Communications 
will include a Viewpoint by Nicklaus Wirth 
reflecting on 50 years of Pascal.

 Andrew A. Chien, Chicago, IL, USA

Lost in Space
Regarding George Neville-Neil’s Oc-
tober 2020 Kode Vicious column 
“Sanity vs. Invisible Markings” (p. 28), 
writers should pay more attention to 

differences in their terminology for 
“invisible markings.”

A “blank” is a single character with 
its unique Unicode, ASCII, EBCDIC, or 
other code.

A “space” is a complete row of blanks.
A “tab” is a partial row of blanks 

with a length that may be program-
mable and vary from one “system” to 
another.

Obviously the “space bar” has been 
misnamed for more than one hun-
dred years. When someone presses the 
space bar, the result is one blank.

 Richard Rosenbaum,  
Bloomfield Hills, MI, USA

Everything Old Is New Again
The biggest dark pattern in the Prac-
tice article “Dark Patterns” (Sept. 2020, 
p. 42) is itself. The new discovery they 
report is just to repacking of old wine 
in new bottles. Technologists, in par-
ticular, seem to be immune to learn-
ing from history. If the authors read Jill 
Lepore’s These Truths: A History of the 
United States, they would learn that psy-
chology in communications has been 
rediscovered with every new medium. 
It was learned by newspapers in 1770, 
in telegraphy in 1850, in radio in 1920 
in TV in 1950 and now in the Internet. 
I can remember my father reading the 
“Women’s Wear Daily” in the 1950s tell-
ing me about the academics that had 
just discovered advertising and wrote 
articles telling the department stores 
to advertise in the summer when traf-
fic was slow, rather than near holidays 
when traffic was already heavy. The au-
thors end up telling design engineers 
to set standards for themselves be-
cause of a “misalignment between the 
industry and society” without telling 
us how to discover the needs (wants?) 
of society. The idea that some neutral 
third-party advocacy agency would be 
a stand-in for society sounds like Plato 
in the Republic asking for society to be 
ruled by Philosopher kings because de-
mocracy was too fragile to survive. That 
didn’t work out too well.

Tom Jones, Seattle, WA, USA
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Griping aside, what would we have 
this system do instead? We intend 
for the assignment not to be late be-
fore 8:31. The programmer, given 
that specification, could program the 
expiration at 8:30:59, but that still 
leaves the gap between that point 
(8:30:59:00) and the deadline, a gap 
packed with milliseconds (or other 
subdivisions such as “jiffies,” I see in 
Wikipedia1). A test of the system time 
for LATE = (hh:mm > next(8:30)) is 
far-fetched because there is no func-
tion next() that computes 8:31 to be 
the time that comes after 8:30. The 
instructor doesn’t want to say “late 
at 8:31” anyway, but rather “due at 
8:30.” The instructor does not want 
to cross over into the next time unit 
in order to establish a deadline.

What exactly does the instructor 
want? “You know what I mean: I want 
the papers in my possession at 8:30, 
well, right after 8:30.” What the in-
structor wants is a phenomenon of 
the physical world—a tidy pile of sub-
missions stacked up the day before, 
with perhaps one or two students rac-
ing to the professor’s office in the 
morning, paper in hand, as the hands 
of the clock approach 8:30. As the 

professor sees the submission thrust 
toward her, she can look at her watch 
and declare whether the deadline is 
met, annotating the paper appropri-
ately. She can then shut the door for 
the grading session, starting right 
then at 8:30, whatever version of 8:30 
she defines. Shifting this scenario to 
the digital world is not as straightfor-
ward as she had expected.

In Communications, George Neville-
Neil has pointed out time is a pesky 
problem for computing, in the es-
tablishment of synchronization and 
syntonization, in the design of clock 
hardware, in the querying of system 
time, and in just about every other 
respect.2 We set aside these interest-
ing issues, as well as those that reach 
beyond the technical into the social, 
such as bizarre stock market trends 
due to lightning-fast high-frequency 
trading. The philosophical questions 
include whether time supervenes on 
events, whether the present is privi-
leged, what sort of formalism is suit-
able for temporal reasoning, and 
many other interesting issues,3 but 
this is not about those either. This is 
the problem of designating a particu-
lar point on a line in a way that cuts 

Robin K. Hill  
Deadlines of  
the Digital Turn
November 7, 2020 
https://bit.ly/3mDabcY

Grading online, I spot a notification 
from our learning management sys-
tem displayed on a student’s assign-
ment entry:

Submitted:  
Oct 19 at 8:30am LATE

I glance over to the heading of the 
assignment and see this text:

Exercise #7 Due:  
Oct 19 at 8:30am

Well, that’s vexatious, but seen be-
fore and easily accommodated by not 
counting the work late. Because, sure-
ly, it’s not late! The online instructor 
help describes this quirk as a feature, 
not a bug: “... For example, if you set a 
due date of September 19 at 4:15pm, 
any student submission made at or af-
ter September 19 at 4:15:01 is marked 
late.” So the full minute of interest is 
not granted. Is this fair? On a high-
stakes assignment, a student would 
have a legitimate objection: Isn’t the 
deadline at the end of the minute, not 
the start of the minute?

DOI:10.1145/3440990   http://cacm.acm.org/blogs/blog-cacm
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the values into “before” and “here.” 
The time just “before” is a block (of 
the length of whatever unit is in use), 
a discrete construct, whereas the time 
“here” is an interstice of length zero.

Consider a significant and well-
known time of day: midnight. Sup-
pose I tell my students an assign-
ment is due on a certain date. They 
know the date ends at midnight, 
and reasonably infer any clock time 
bound to that date is acceptable for 
submission. What is the very last in-
stant that meets the standard? When 
exactly is the midnight at the end of 
the day called, say, November 9th? Is 
it at 1200 hours past noon, or is that 
time actually November 10th? Ap-
parently, nobody knows. We can fix 
the accuracy at the level of seconds, 
avoiding Zeno’s paradox and mak-
ing that very last instant our familiar 
discrete subdivision of a minute. But 
which second? Is it 23:59:59 or is it 
24:00:00? Oh, dear; it’s the point be-
tween. If we make our assignments 
due at noon, do we call it 11:59:59 
or 12:00:00? And, if the latter, do we 
call it “a.m.” or “p.m.”? Oh, dear—an 
interstice again, and because a.m. 
means ante meridiem and p.m. means 
post meridiem, neither works for the 
actual meridies.

Let’s turn to the authority of a 
nation well-versed in timetables, 
Britain’s National Physical Lab: “To 
avoid confusion, it is always better to 
use the 24-hour clock, so that 12:00 
is 12 noon. Therefore 24:00 Sunday 
or 00:00 Monday are both midnight 
meaning Sunday to Monday.”4 This 
authority at least validates the am-
biguity. So there is no such thing as 
midnight on a certain day; there is 
only the transition between one day 
and the next. Although midnight is 
a high-profile time of day, this is a 
problem manifest only in a digital 
context. The scheduling of an event 
such as a train departure or a pa-
gan ceremony is performed on a hu-
man scale; someone declares it. The 
simple change from one date to the 
next is not necessarily declared, but 
exposed only by the human need for 
noting some occurrence before or af-
ter the placement of midnight.

That gives us a clue about the root 
of the problem. It is not the artificial 
construction of our system of time, 

but the digital turn. The deadline of 
the past allowed people to take care 
of it in whatever way seemed appro-
priate, unhampered by any mandate 
to locate the exact end of a block of 
time. Even sharp deadlines were en-
forced by simple human fiat, and still 
are, in most daily business. Some 
force other than time itself does the 
reckoning, and on a continuum that 
embraces loose placement along the 
milliseconds. It is the physical mani-
festation of the deadline that counts, 
not the deadline itself. The Stock Ex-
change opens on a bell, and the New 
Year arrives when observers in Times 
Square see that the ball has fallen.

This is not novel, but the same 
problem as designating a point on 
the continuum using a real number 
with a finite decimal expansion, a 
problem that used to be housed in 
the applications of mathematics. 
Now that time is discrete, we are try-
ing to force a discrete representa-
tion into a continuous phenomenon. 
This occurs is many other realms as 
well, of course—distance, volume, 
anything measurable.5 We can avoid 
using 12 a.m. and 12 p.m., but what 
about those pesky due dates? When 
I give a deadline, my students trust 
that I am passing a designation of a 
block, with the deadline at the end, 
but that’s not a well-defined type. I 
will avoid using the end of a day, also 
known as midnight, as a deadline on 
a digitally timed platform, and I will 
try telling my students to submit “be-
fore 8:30.”
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designers and the engineers who work 
on the core process technology has 
made it possible to eke more gains out 
of each new node than would be possi-
ble using just dimensional scaling. Ad-
vances such as burying power rails un-
der transistors and stacking transistors 
should continue to provide some gains 

C
OMPUTER DESIGNERS ARE be-
coming increasingly con-
cerned about the ending of 
Moore’s Law, and what it 
means for users if the indus-

try can no longer count on the idea that 
the density of logic circuits will double 
every two years, as it has for close to half 
a century. It may mean radical changes 
to the way users think about software.

Leading researchers in semicon-
ductor design point out that, although 
logic density is butting up against 
physical limits, it does not necessarily 
spell the end of Moore’s Law itself. 
Gordon Moore’s speech at the 1975 
International Electron Device Meet-
ing (IEDM) predicted significant in-
creases in chip size and improve-
ments in circuit design as part of the 
scaling process, in addition to regular 
reductions in transistor size and in-
terconnect spacing. 

During a September virtual meeting 
of the IEEE International Roadmap for 
Devices and Systems group, chairman 
and Intel director of technology strate-
gy Paolo Gargini, argued, “Though Gor-
don made this clear, people have con-
centrated only on dimensional scaling. 
That’s the reason why people have 
doubts about the next technology 
nodes. It appears as though we are in a 

crisis, but we are not, because of the 
other two components.”

“Circuit cleverness” as described by 
Moore in his 1975 speech, has made a 
strong contribution in recent years. 
Philip Wong, professor of electrical en-
gineering at Stanford University, says 
greater cooperation between circuit 

Science  |  DOI:10.1145/3440992  Chris Edwards

Moore’s Law:  
What Comes Next?
Moore’s Law challenges point to changes in software.
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 N for perhaps two or three generations, 
out to the latter half of this decade. The 
remaining directions for future im-
provements at the physical level are to 
build out in terms of area by adding 
more layers of logic gates or other de-
vices. Some warn, however, that this 
direction has its own imitations. 

Neil Thompson, a research scien-
tist  at the Massachusetts Institut of 
Technology (MIT), says, “When you 
look at 3D (three-dimensional) inte-
gration, there are some near-term 
gains that are available. But heat-dis-
sipation problems get worse when you 
place things on top of each other. 

“It seems much more likely that this 
will turn out to be similar to what hap-
pened with processor cores. When mul-
ticore processors appeared, the prom-
ise was to keep doubling the number of 
cores. Initially we got an increase, and 
then got diminishing returns.”

One option is to make more efficient 
use of the available transistor count. In 
the lecture to commemorate their 2017 
ACM A.M. Turing Award, John Hennessy 
and David Patterson argued there is a 
rich vein to mine in highly specialized 
accelerators that dispense with the 
heavy overhead of general-purpose com-
puting, much of it due to highly wasteful 
memory accesses caused by repeated in-
struction and data fetches, as a way of 
providing the performance that Moore’s 
Law may not be able to support.

Paul Kelly, professor of software 
technology at Imperial College, Lon-
don, uses the term “Turing tariff” to re-
fer to the cost of performing functions 
using general-purpose hardware. The 
term is based on the idea the theoretical 
machine proposed by Alan Turing could 
perform any function, but not necessar-
ily efficiently. An accelerator pays a low-
er Turing tariff for its intended func-
tions because operations that are 
implicit in the module’s circuitry need 
to be explicitly defined in software when 
run on a general-purpose processor.

A potential major advantage of mov-
ing to accelerator-rich designs in the 
future is that they do not even have to 
be confined to using conventional digi-
tal logic. The greater emphasis on arti-
ficial intelligence (AI) in mainstream 
computing has encouraged designers 
to look at alternatives to the CMOS 
technology used for today’s processors 
that either perform processing in the 

analog domain or use novel switching 
devices based on electron spin or su-
perconducting techniques to make 
dramatic energy savings. Though they 
suffer from poor accuracy and noise, 
analog and in-memory processors can 
shrink multipliers that need hundreds 
or thousands of transistors in the logic 
domain into just a handful.

Charles Leiserson, professor of com-
puter science and engineering at MIT, 
says, “There is a lot of really interesting 
stuff in these approaches that will be 
helpful for specific, narrow applica-
tions. I continue to be impressed by 
hardware accelerators.” 

Users in high-performance comput-
ing fields such as machine learning 
have found accelerators, even with cus-
tomized code, fail to sustain high 
throughput when used as part of larger 
applications. Job startup times and 
other overheads mean they often leave 
much of the available performance un-
used. “The cost-performance ratio is 
still with the multicores though,” Lei-
serson adds, because of their relative 
fungibility and accessibility.

Even with more conventional archi-
tectures, communications overheads 
and the complexity of the memory hier-
archy of any multicore implementation 
can easily trip up developers. “You take 
out some work from your computation 
and it slows down, and you say: ’what?’ 
If that’s your situation, you can’t archi-
tect for that,” Leiserson says. “We need 
more performance tools and we need 
hardware to help more there.”

Leiserson and Thompson argue de-

The term “Turing 
tariff” is based on 
the idea that the 
theoretical machine 
proposed by  
Alan Turing could 
perform any function,  
but not necessarily 
efficiently.

ACM 
Member 
News
ARTIFICIAL INTELLIGENCE, 
ROBOTICS, AND 
INTELLIGENT AGENTS

Maria Gini is a 
professor in the 
Department of 
Computer 
Science and 
Engineering at 
the University 

of Minnesota. Her research 
focuses on artificial 
intelligence and robotics, with 
particular interests in robot 
planning, navigation in 
unknown environments, 
coordinated behaviors of 
autonomous robots, search 
and rescue applications, and 
economic agents.

“I tend to be an explorer, 
and do different things,” 
Gini notes, adding she has 
recently started working on 
conversational agents.

Another area capturing 
Gini’s interest is swarm 
robotics, especially with 
regard to scalability, and how 
to program them when there 
are thousands of robots in the 
swarm. She is interested in 
distributed systems in which 
there are multiple robots that 
are independent but willing to 
work with each other, rather 
than operating as adversaries.

Born in Milan, Italy, Gini 
earned undergraduate and 
graduate degrees in physics 
from the University of Milan 
in 1972. She worked as a 
Research Associate at the 
Polytechnic University of Milan 
(Politecnico di Milano) in Italy, 
and won a fellowship from the 
Italian government to study 
abroad in 1976.

In the U.S., Gini recalls, 
“I spent time at Stanford 
University in the AI Lab, that’s 
where I really learned robotics.”

Gini joined the Department 
of Computer Science at the 
University of Minnesota in 
1982 as an assistant professor, 
becoming the department’s 
first female member. This 
gender imbalance came as a 
shock and has led to a lifelong 
passion for diversity.

“AI can change the world, 
and there is room for everybody 
at the table,” Gini remarks.

—John Delaney
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cation techniques to those employed by 
hardware designers to check that cir-
cuits are functionally equivalent to each 
other after they have been optimized. 

The issue of verification becomes 
far more difficult when it comes to 
dealing with accelerators that operate 
in the analog, rather than the digital, 
domain, and so do not have the same 
approach to numerical precision and 
which will have bounded errors.

AI developers have become accus-
tomed to using loss functions and sim-
ilar metrics to determine whether neu-
ral networks that operate at reduced 
precision or employ other approxima-
tion techniques will perform satisfac-
torily. Yet there are no methods for do-
ing similar analyses of other types of 
program, such as physics simulation, 
where users expect to work with fixed, 
high-precision formats.

Kelly says more comprehensive nu-
merical analysis will be vital to deter-
mining how well an analog accelera-
tor can substitute for a more 
energy-hungry digital processor. Con-
ventional formal-verification meth-
ods, today commonly used in hard-
ware design to check circuit 
optimizations are correct, do not han-
dle uncertainty. Castrillón says ad-
vances in that field, such as probabi-
listic model checking, may provide a 
path towards tools that are able to 
verify the suitability of generated code 
for an application without demanding 
bit-level equivalence. 

“I don’t know if those things will 
compose. Or, you can have strong 
formal analysis on a large system,” 
Castrillón says. 

If composability is not possible, it 
might fall on programmers to define 
the levels of accuracy they can tolerate 
and if a platform cannot meet them, al-
locate the affected code modules to dig-
ital processors that consume more en-
ergy or perform the task more slowly. 

Although automated code genera-
tors may be able to make better use of 
accelerators than they can do today, 
there is likely to remain a tension be-
tween them and general-purpose 
cores. Leiserson says while energy 
concerns push the balance in favor of 
special-purpose accelerators, general-
ity will likely remain important. “If 
you have special-purpose hardware, to 
justify the area it uses, you better be 
able to use it most of the time.”

If hardware generality continues to 
prove to be more viable, the main path 
to energy efficiency and performance 
in the transition away from the tradi-
tional approaches to scaling will be 
algorithmic in nature, Leiserson con-
cludes. “Let’s get real about investing 
in performance engineering. We can’t 
just leave it to the technologists to 
give us more performance every year. 
Moore’s Law made it so they didn’t 
have to worry about that so much, but 
the wheel is turning.” 

Further Reading
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velopers should go back to the basics of 
algorithmic analysis to get better pre-
dictability and apply it across entire 
subsystems. “The great achievement of 
algorithms is that you can predict 
coarse behavior by doing a back of the 
envelope analysis using big-O nota-
tion. Even if the constant in front of N 
is large, N-squared is going to be much 
worse,” Leiserson says.

Researchers see potential improve-
ments in code-generation technolo-
gies that understand the underlying 
hardware and its constraints far better 
than today and remain portable across 
target architectures through the use of 
runtime optimization and scheduling.

Jerónimo Castrillón, chair of com-
piler construction at Germany’s Dres-
den Technical University, points to 
work at that institution into runtime 
software that can help manage work-
loads. “You can look at what hard-
ware features you have and percolate 
them through the stack into the ap-
plication programming interfaces. 
For that to work, you need to carry 
models of the application.”

For example, if an accelerator is un-
available to one module because it is 
needed by another already running, 
the scheduler might opt for an alter-
native compiled for a more general-
purpose core instead of holding up 
the entire application, assuming the 
compiled code contains enough infor-
mation to make the analysis possible.

Castrillón believes a shift to do-
main-specific languages (DSLs) for per-
formance-sensitive parts of the appli-
cation may be needed, because these 
can capture more of the developer’s 
intent. “Usually people think you lose 
performance if you go to higher levels 
of abstraction, but it’s not the case if 
you do the abstractions right.”

Adds Kelly, “With a DSL, the tools 
can understand that one part is a 
graph, this other part is a mesh, where-
as all a [C or C++] compiler can see is 
lowered code. Then the compiler is 
forced to make that uphill struggle to 
infer what is meant to happen.”

Adaptive heterogeneous systems 
raise problems of verification and de-
bug: how does the programmer know 
that a particular implementation still 
works when it has been re-optimized for 
a certain fabric at a certain time? One 
possibility is to use similar formal verifi-

“Let’s get real 
about investing 
in performance 
engineering. We can’t 
just leave it to the 
technologists to give 
us more peformance 
every year.”
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tems required users to connect a 
headset, controllers, and sensors to 
an external high-end computer, says 
Saxena. “This was an expensive, bulky, 
and inconvenient setup,” he says.

Today, however, systems like Face-
book’s Oculus Quest 2 are all-in-one 
VR platforms with built-in processors 
that require no external computer at 
all. This represents a huge leap for-
ward from just a few years ago, says 
Bill Myers, director of Emerging Tech-
nology at S3 Technologies.

In 2017, Myers started a VR arcade 
that offered consumers access to 
sophisticated VR stations. Each sta-
tion used an HTC Vive headset and a 
high-end computer, which cost a total 
of $2,500 at the time. Now, he says, 
consumers can experience the same 
level of VR immersion with a headset 
like those available today for just a few 
hundred dollars.

Why the big jump forward?
In Myers’ view, VR has hit a con-

sumer tipping point. By 2016, the 
technology finally was good enough 
and cheap enough (though still lim-
ited to those with deep pockets) that 
consumer demand drove continued 
progress. Companies were incentiv-
ized to manufacture more VR head-
sets. Suppliers improved their tool-
ing and lensing capabilities to serve 
demand, and better processing power 
allowed developers to create truly im-
mersive experiences.

“Now, when a developer sits down 
to create an experience, it doesn’t have 
to be what the previous generation 
was, which was a lot of low-polygon 
graphics,” says Myers. This is leading 
to higher levels of performance ex-
pected from consumer headsets, and 
growing consumer demand.

“With advances in inside-out track-
ing and improved chipsets like the 
Qualcomm XR2 [the chip used in the 

F
OR DECADES, VIRTUAL REALITY  
(VR) has seemed like a fu-
turistic dream that is just 
around the corner, but never 
reaches its full potential. This 

time, however, might really be differ-
ent. Recent advances in the power of 
VR hardware, notably the headsets 
and processors used to produce real-
istic VR experiences, suggest that VR 
is finally powerful enough and cheap 
enough to go mainstream.

VR broadly refers to immersing your-
self in a three-dimensional (3D) digital 
world using sophisticated hardware 
and software. While a video game is ex-
perienced through a screen, VR often 
is experienced through a headset that 
shuts out the external world and trans-
ports you to a virtual one. It can also be 
experienced through room-sized sys-
tems that use special projectors and 
glasses to create VR experiences.

Historically, VR has relied on 
clunky headsets, expensive com-
puters, and complicated peripheral 
hardware to produce immersive ex-
periences. VR in various forms has 
been commercially available since the 
1990s, but the technology has been 
widely criticized as too expensive, too 
complicated, or too imperfect to pro-
duce powerful, affordable virtual ex-
periences that inspire consumers to 
open out their wallets.

That is beginning to change. To-
day, powerful commercial VR head-
sets are sold by Sony, Facebook, HTC, 
and other major technology players. 
Sophisticated augmented reality (AR) 
devices (like your smartphone and 
Google Glass) are available from the 
likes of Google, Apple, and Microsoft. 
The market for VR is growing accord-
ingly, with research firm Marketsand-
Markets forecasting industry growth 
to reach $20.9 billion in 2025, from 
$6.1 billion in 2020.

Why is VR (finally) having its day in 
the sun?

It all comes down to better hard-
ware. VR heavyweights now are able 
to produce headsets that are cheaper 
and more powerful than models from 
just a few years ago. As a result, con-
sumer demand for headsets is rising, 
driving more innovation and invest-
ment in VR hardware. Companies are 
even researching entirely new tech-
niques and designs to make the next 
generation of VR hardware so light 
and powerful that it transforms one’s 
daily life.

“Over time, we would like a device 
that is nearly the size of your reading 
glasses or sunglasses, but performs all 
of the functions of your smartphone, 
tablet, PC, and even TV, and enables 
new, 3D (three-dimensional) and spa-
tial functions,” says Siddharth Saxena, 
founder and CEO of Oblix VR, a VR 
software startup.

That day might not be far off.

Better Hardware, Better VR
The top three players in VR head-
sets by sales are Sony, Facebook, and 
HTC, according to research provided 
by Statista. In 2019, 5.7 million VR 
headsets were shipped, according to 
research from SuperData.

Back in 2016, commercial VR sys-

The State of Virtual 
Reality Hardware
Advances in VR hardware could finally  
take the technology mainstream.

http://dx.doi.org/10.1145/3441290
http://SHUTTERSTOCK.COM


16    COMMUNICATIONS OF THE ACM   |   FEBRUARY 2021  |   VOL.  64  |   NO.  2

news

Quest 2], the standard for simple, 
portable VR is now a lot higher,” says 
Angel Say, CEO and cofounder of Re-
solve, a company that uses VR to help 
construction companies review build-
ing designs faster and more economi-
cally. “Receiving a VR headset as a gift 
used to be a burden if you didn’t have 
the right-specification PC or knowl-
edge to set it up; now, it’s as easy as 
unboxing and setting up a phone for 
the first time.”

This was not the case when you had 
to install desktop software, install driv-
ers, calibrate sensors, and deal with 
bulky peripherals, says Say. “Stand-
alone VR headsets are enabling anyone 
to pick up a VR headset and, within 15 
minutes, be up and running.”

While hardware has come a long 
way in a few short years, true mass 
adoption will only come by further re-
ducing the size of devices while main-
taining or improving capabilities, ac-
cording to Saxena. “I don’t think we’re 
quite where we need to be for mass 
adoption, but we’re close,” he says.

Research teams are trying to get VR 
over the finish line.

The Next Generation
Despite advancements in processing 
power and price, today’s VR hardware 
is still limited. Sony’s Playstation VR 
headset, a popular model, weighs 
more than 1.3 pounds. The heavi-
est of the most popular headsets, 
the Valve Index, weighs almost two 
pounds. Researchers are trying to get 
around weight constraints with de-
signs that use innovative techniques 
and materials.

In 2020, Facebook Reality Labs re-
searchers Andrew Maimone and Jun-
ren Wang released a paper outlining 
how holographic optics could be 
used to create ultra-lightweight VR 
headsets.

In the paper,  titled “Holographic 
Optics for Thin and Lightweight Vir-
tual Reality,” Maimone and Wang out-
line the problem facing today’s head-
sets. Commercially available headsets 
use “curved optics of solid glass or 
plastic, which has limited designs 
to goggles-like form factors.” While 
goggle-like VR headsets have become 
lighter and slimmer, they’re still rela-
tively heavy and bulky. The research-
ers suggest using a combination of 

new optical design techniques to over-
come the problem.

One such technique is polarization-
based optical folding, a way to design 
lenses so light bounces in the right 
way to the human eye so on-screen im-
ages are displayed properly—but the 
light doesn’t need to physically travel 
as far as it does in traditional optics. 
That makes the space needed for VR 
optics smaller.

The other technique under consid-
eration is holographic optics, an op-
tics technology that “bends light like 
a lens but looks like a thin, transpar-
ent sticker,” according to Facebook’s 
summary of the research. Holograph-
ic optics replace glass or plastic lens-
es, making the resulting VR headset 
much lighter.

In fact, these advances could make 
the VR headsets of tomorrow, with 
proposed designs less than 10mm 
in thickness. While still in the pro-
totype phase, the research suggests a 
possible approach to VR that almost 
entirely eliminates the need for bulky 
hardware.

That means the future of VR hard-
ware could actually be closer to that 
of augmented reality (AR), experts say. 
With the ability to project immersive 
imagery through thin, lightweight 
lenses, the lines between the virtual 
world and the real one could get ex-
tremely blurry.

The new proposed technology from 
Facebook actually controls the light 
within a thin lens. That can theoreti-
cally solve the issue of external light 
interfering with simulated images 
projected to the user, which could 
further reduce barriers to integrating 
VR and AR. This is important because, 
as Facebook chief scientist Michael 
Abrash explains, “Even when AR is 
something that everybody uses, 99% of 
the photons that hit your eyes or your 
retinas are actually still going to come 
from the real world.”

“We’re already seeing glimpses of 
VR devices converging with AR,” says 
Say. “Being able to toggle between be-
ing completely immersed in a digital 
world and overlaying digital info on 
the real world is really powerful.”

It’s a future that VR hardware lead-
ers are actively exploring.

“Facebook is in a unique position 
from a hardware standpoint because 

they are producing both AR and VR 
headsets simultaneously,” says My-
ers. He points to the company’s part-
nership with Ray-Ban to release a pair 
of smart glasses. The product won’t 
have AR features to start, but is seen 
as the first step toward Facebook’s 
Project Aria (announced at the same 
time), an initiative to build true wear-
able AR devices.

If these plans come to fruition, ex-
pect VR, AR, or a combination of these 
technologies to integrate more seam-
lessly into your everyday life.

“These products will be lifestyle 
products,” says Myers. “In order to get 
our tasks done in the next five years, 
we’ll have access to these pieces of 
technology that allow us to work and 
play in a whole new way.” 

Further Reading
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Virtual Reality Market with COVID-19 
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Logan Kugler is a freelance technology writer based 
in Tampa, FL, USA. He has written for over 60 major 
publications.
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the extensive surface area on which the 
virus could settle, and the tendency of 
humans to touch objects indiscrimi-
nately. Two primary approaches are be-
ing utilized to help keep customers safe.

The first is by implementing tech-
nology to help address social distanc-
ing measures, by tracking not only how 
many people are inside a store at a given 
point of time, but also to help ensure 
they are not bunching up or crowding 
together. For example, Pune, India-
based technology company Glimpse 
Analytics refocused its artificial intel-
ligence-based analytics device to help 
alert retail stores or offices to violations 
of occupancy limits, or situations where 
social distancing or personal protec-
tive equipment (PPE) mandates such as 
mask wearing are not being observed. 

According to Kakshil Shah, one of 
Glimpse Analytics co-founders, the 
technology uses a store’s existing CCTV 
cameras to capture images that are ana-
lyzed on “edge,” or local, devices, using 

T
HE IMPACTS OF the COVID-19 
pandemic are likely to be felt 
for years to come, regardless 
of the presence and avail-
ability of a vaccine. Physical 

measures adopted by humans, such as 
social distancing or wearing masks, are 
likely to be utilized for years to come, 
along with technological developments 
deployed in both public and private 
spaces that are focused on enforcing 
social distancing, enabling more effi-
cient cleaning and disinfecting of spac-
es, and driving more automation and 
intelligence to reduce humans’ direct 
physical interaction with each other.

Some companies and individuals 
feel the best way to avoid COVID-19 
or other viruses is to simply avoid all 
unnecessary human contact. As such, 
many companies have introduced or 
fast-tracked the use of automation to 
lessen their reliance on human work-
ers, as well as to enhance their respon-
siveness to customer queries. 

For example, beginning last fall, the 
White Castle burger chain planned to test 
Flippy, a robot arm that can cook French 
fries and other foods. Made by Miso Ro-
botics, Flippy can free up employees for 
other tasks, like disinfecting tables or 
addressing delivery orders, while rein-
forcing a touch-free environment during 
food preparation, important to people 
concerned about the spread of germs. 
Miso says Flippy currently costs $30,000, 
plus a $1,500 monthly service fee, but 
the company expects to shift to a dif-
ferent business model by the middle of 
this year. This new model charges users 
a higher monthly service fee in lieu of an 
up-front charge for the robot. 

Other companies also have rolled 
out food-preparation robots during the 
pandemic, such as Hayward, CA-based 
Chowbotics, which has deployed Sally, 
a robot about the size of a refrigerator 
that can make up to 65 bowls of sal-

ads before needing to be refilled. The 
company says it has been deployed at 
grocery stores, hospitals, and college 
campuses, such as Big Y Supermarket, 
University of Arkansas for Medical Sci-
ences, and Elmira College, among oth-
ers. Similarly, Blendid, a Silicon Valley 
startup, sells a robotic kiosk that can 
make fresh smoothies without human 
intervention, guided by a smartphone 
app that allows users to customize their 
drinks. These kiosks are currently in use 
at the University of San Francisco Mar-
ket Café, at Charlie Brown’s Café at So-
noma State University, and at Plug and 
Play, a tech center in Sunnyvale, CA.

Despite the increasing use of robots 
and automation, avoiding all human 
contact is impossible, particularly in 
the retail environment. Retail spaces—
and other public spaces—are among 
the most challenging environments to 
keep clean under normal circumstanc-
es, given the large number and variety 
of people and objects within the space, 

Technological 
Responses to COVID-19
Companies are finding new ways to enforce social distancing,  
clean public spaces, and provide substitutes for human workers. 

Society  |  DOI:10.1145/3441288 Keith Kirkpatrick

A robot at the Blendid kiosk on the University of San Francisco campus pours a smoothie it 
just made into a cup. The robot, which takes the place of a human employee, is capable of 
making up to 45 smoothies per hour.

http://dx.doi.org/10.1145/3441288
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Milestones

2020 ACM Gordon Bell Prize Awarded for Tool  
Simulating Interactions of 100 Million Atoms
ACM named a nine-member 
team from Chinese and American 
institutions to receive  the 2020 
ACM Gordon Bell Prize for their 
project, “Pushing the limit of 
molecular dynamics with ab 
initio accuracy to 100 million 
atoms with machine learning.”

Winning members of the 
research team include Weile Jia, 
University of California, Berkeley; 
Han Wang, Institute of Applied 
Physics and Computational 
Mathematics, Beijing, China; 
Mohan Chen, Peking University; 
Denghui Lu, Peking University; 

Lin Lin, University of California, 
Berkeley and Lawrence Berkeley 
National Laboratory; Roberto 
Car, Princeton University; 
Weinan E, Princeton University; 
and Linfeng Zhang, Princeton 
University.

Molecular dynamics is a 
computer simulation method 
that analyzes how atoms and 
molecules move and interact. 
Simulations of molecular 
dynamics allow scientists to 
gain a better sense of how a 
system progresses over time. 

In their winning paper, the 

team introduced Deep Potential 
Molecular Dynamics (DPMD), a 
machine learning-based protocol 
that can simulate a more than 
1-nanosecond-long trajectory of 
over 100 million atoms per day. 
The team wrote, “The great 
accomplishment of this work is 
that it opens the door to 
simulating unprecedented size 
and time scales with ab initio 
accuracy. It also poses new 
challenges to the next-generation 
supercomputer for a better 
integration of machine learning 
and physical modeling.”

The ACM Gordon Bell Prize 
tracks the progress of parallel 
computing and rewards 
innovation in applying high-
performance computing to 
challenges in science, engineering, 
and large-scale data analytics.  
The award was presented by  
ACM President Gabriele Kotsis 
and Bronis de Supinski, chair of 
the 2020 Gordon Bell Prize Award 
Committee, during the virtual 
International Conference for  
High Performance Computing, 
Networking, Storage and  
Analysis (SC20).

machine learning to assess a number of 
demographic or behavioral indicators 
about shoppers, including the number 
of shoppers within the store at any given 
time, the size and amount of time spent 
waiting in line, in-store traffic patterns 
and heat maps, as well as basic demo-
graphic data such as ethnicity, age, and 
gender. Because the data is processed 
by Glimpse Analytics on a standalone 
edge device within the store, no data is 
sent back to a central processor offsite, 
or stored in perpetuity by the vendor. 

“There are two primary features that 
are actively used,” Shah says. “One is 
tracking how many people are actually 
inside of a store or a mall. The other 
thing we are seeing being used is for 
[monitoring] queues,” either within 
stores or in malls, which helps pro-
vide insight to shopping center opera-
tors who want to see where people are 
bunching together, and identify which 
stores or areas within a store are most 
popular. Shah also notes that some 
retailers are using the computer vi-
sion technology to determine whether 
customers are wearing a face covering, 
and if they are wearing it properly.

The purpose of the system is to cap-
ture data on how and where people are 
congregating, or whether they are not 
adhering to health protocols. Rather 
than being used to call out individuals 
for non-compliance, the data is extract-
ed so the store can implement policy or 
tactical changes to improve social dis-
tancing or address staffing issues to help 
enforce mask wearing. Glimpse says it is 
working with a number of brands in In-

dia (Future Group, Samarth Mart, and 
The Souled Store), in Kuwait (Synergy 
United Co.), in London (at several malls 
and the London Underground,), and in a 
business park in the U.S. 

 Still, many people are still wary of 
entering indoor spaces, particularly el-
derly and immune-compromised indi-
viduals. As such, many companies have 
expanded curbside delivery and pickup 
options, which are designed to allow 
people to avoid crowds and lines in the 
stores, as well as limiting their interac-
tions with store staff. The challenge for 
many retailers lies in managing a curb-
side pickup program, particularly if 
they share curbsides and parking spac-
es with other retailers that also may be 
offering curbside pickup.

RE Insight, an Irvine, CA-based tech-
nology company that provides hardware 
and software solutions to retail store 
owners and operators such as shopping 
malls and shopping centers, offers 
vQueue+, a hardware and software plat-
form that allows properties to track and 
analyze visitor counts, manage and en-
courage social distancing protocols, 
and communicate with shopping cen-
ter visitors to manage reservations, 
pick-up orders, or handle virtual queue-
ing quickly and efficiently. This text-
based solution is designed to interface 
with each individual store’s customer 
management solution, allowing visitors 
to create reservations for merchandise 
pickup, monitor their position in a 
queue, and receive update notifications 
on a mobile device via text.  

Within a shopping center or mall, 

all of the disparate retailers are able 
to offer curbside pickup, and have it 
coordinated and managed through a 
single, common platform, reducing 
competition and confusion among re-
tailers while ensuring better customer 
service. Most importantly, customers 
can book pickup reservations at multi-
ple stores within the shopping center, 
and the platform will route them to the 
appropriate pickup area, taking into 
account pick-up queues and traffic. 

“The challenge operators have is 
that people want to pick up at different 
stores,” says Quinn Munton, president 
and CEO of RE Insight. “Lowe’s is do-
ing it differently than Best Buy, and 
Ulta [Beauty] wants to do it differently 
than PetSmart. They all want the prime 
parking spots blocked off, they want to 
use their own signage, and they don’t 
have any way to communicate with 
[customers.]  And so, we’ve seen a lot 
of early disasters with owner-operators 
where they rolled something out and 
then it failed because they didn’t have a 
communication tool. So we built a plat-
form that will integrate with apps, and 
will integrate with their Web portal so 
that they can make it a seamless experi-
ence from beginning to end.”

As life continues to return to nor-
mal, retailers and other spaces that are 
used by the public have been forced by 
COVID-19 to deploy more frequent and 
robust cleaning measures. One way to 
handle this task more efficiently than 
hand-wiping every item, shelf, or sur-
face in the space is by using automated 
robots to spray disinfectant that can 
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kill viruses or other pathogens. An ex-
ample of the technology comes from 
Pratt Miller Mobility (PMM), which has 
deployed its Autonomous Disinfecting 
(LAAD) vehicle at the Gerald R. Ford 
International Airport in Grand Rapids, 
MI. As part of a grant from the Michi-
gan Economic Development Corpora-
tion (MEDC) and PlanetM, the state’s 
mobility initiative, the LAAD was de-
ployed in July 2020 to demonstrate 
how large public areas could be effi-
ciently and reliably disinfected.

Using a combination of computer 
vision technology and LiDAR (light de-
tection and ranging), the connected, au-
tonomous LAAD vehicle can navigate au-
tonomously throughout public spaces, 
delivering a measured amount of FDA-
approved disinfectant through a multi-
head electrostatic sprayer array far more 
efficiently and reliably than humans 
could. Through the use of sensors and 
data analysis, the  autonomous platform 
monitors and guarantees delivery of the 
disinfectant and, depending upon the 
size of tank used to store disinfectant, 
can cover areas the size of airport termi-
nals, arenas, or shopping malls.

“In its current configuration, LAAD 
holds seven gallons of solution, which 
is ideal for long runs like airport termi-
nals,” says Chris Andrews, Pratt Miller 
Director of Mobility and Innovation. 
“It not only alleviates having to refill 
the tank, but it monitors, documents, 
and reports on what was covered.”

Andrews also highlights the LAAD’s 
flexibility. “The modularity of the plat-
form allows users to customize the 
system for their individual needs,” he 
says. “If you need more or less solution 
and coverage, we can configure the 
platform for the application.”

Andrews said the LAAD would be 
further evaluated and refined, and ex-
pected to make deployment announce-
ments late last year, anticipating 
rollouts to big-box retailers, sports sta-
diums and arenas, and shopping malls.

Other disinfecting solutions are focused 
on using UV-C, a type of ultraviolet light, 
on a more targeted basis, particularly 
when dealing with objects likely to be 
touched by the public, such as menus, 
keypads, pens, or other small items. 
Vioguard’s Cubby Plus uses UV-C light 
contained within a drawer-like case 
that can be used to target coronavirus, 
along with a host of other bacteria and 

viruses. The level of UV-C light required 
kill viruses and bacteria is potentially 
harmful to humans if they look directly 
at the source, so a contained solution 
works better for high-traffic areas, such 
as retail and restaurants. 

The Cubby Plus cabinet solution is 
particularly useful for items that are 
frequently handled by staff and cus-
tomers, such as credit card holders at 
restaurants, pens, and even small mer-
chandise items such as jewelry that 
need to be disinfected regularly.

“I sat down at a restaurant and the 
waiter came and put a laminated menu 
on the table,” recalls Mark Beeston, VP 
of sales and marketing for Vioguard. 
“And I thought that, ‘you know, are 
these menus getting cleaned or are they 
just being collected and then stacked 
back in the back?’ So a laminated menu 
or a paper menu could be run through 
the Cubby Plus and disinfected.” 

Further Reading

Cadnum, Jennifer, et al. 
Evaluation of an electrostatic spray 
disinfectant technology for rapid 
decontamination of portable equipment and 
large open areas in the era of SARS-CoV-2. 
Am J Infect Control. 2020 Aug; 48(8): 
951–954. https://www.ncbi.nlm.nih.gov/
pmc/articles/PMC7275188/

Large Area Autonomous Disinfecting 
Vehicle information site, Pratt & Miller,  
https://www.prattmiller.com/laad

Miso Robotics - Meet Flippy, https://www.
youtube.com/watch?v=ylO-OgRpobo
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Other disinfecting 
solutions focus on 
using UV-C, a type of 
ultraviolet light, on a 
more targeted basis, 
particularly when 
dealing with objects 
likely to be touched 
by the public.

Milestones

Team Receives 1st  
ACM Gordon Bell 
Special Prize for 
High-Performance 
Computing-Based 
COVID-19 Research 
The first 2020 ACM Gordon Bell 
Special Prize for High 
Performance Computing-Based 
COVID-19 Research was 
presented to a 12-member team 
for their project “AI-Driven 
Multiscale Simulations 
Illuminate Mechanisms of 
SARS-CoV-2 Spike Dynamics.” 
The Prize was awarded in 
recognition of outstanding 
research achievement toward 
understanding the COVID-19 
pandemic through the use  
of high-performance  
computing (HPC).

In their paper, the winning 
team develops a generalizable 
artificial intelligence-driven 
workflow leveraging 
heterogeneous HPC resources 
to explore the time-dependent 
dynamics of molecular 
systems. They used the 
workflow to investigate 
mechanisms of infectivity of 
the SARS-CoV-2 spike protein, 
the main infection machinery 
of the virus.

Their workflow enables more 
efficient investigation of spike 
dynamics in a variety of complex 
environments, including within 
a complete SARS-CoV-2 viral 
envelope simulation that 
contains 305 million atoms and 
shows strong scaling on 
Oakridge National Laboratory’s 
Summit supercomputer using 
nanoscale molecular dynamics 
(NAMD) software.

The team had several novel 
scientific discoveries, including 
elucidation of the spike’s full 
glycan shield, the role of spike 
glycans in modulating the 
infectivity of the virus, and the 
characterization of flexible 
interactions between the spike 
and the human ACE2 receptor. 
They also demonstrated how AI 
can accelerate conformational 
sampling across different 
systems and pave the way for 
the future application of such 
methods to additional studies 
in SARS-CoV-2 and other 
molecular systems.

A cash prize in the amount 
of $10,000 accompanies the 
award, which was conceived 
and funded by Gordon Bell, a 
pioneer in high-performance 
computing and researcher 
emeritus at Microsoft Research.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7275188/
https://www.prattmiller.com/laad
https://www.youtube.com/watch?v=ylO-OgRpobo
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7275188/
https://www.youtube.com/watch?v=ylO-OgRpobo
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to as open-access.a For instance, in princi-
ple anyone can post source code on 
GitHub, edit a Wikipedia article, or vali-
date bitcoin transactions. Permissioned 
systems only grant access to qualified us-
ers. The distinction for control focuses on 
who gets to make decisions. Centraliza-
tion implies that decisions are made by a 
single person or a small group; decentral-
ization means that decision rights are 
widely distributed.7

It has long been argued that concen-
trated architectures favor permissioned 
access and centralized control because 
these types of access and control reinforce 

a We will often use the term open-access for per-
missionless systems to avoid any confusion 
from repeated use of the terms permissionless 
and permissioned.

P
ER M I S S I O N L E S S  BLOCKCHAIN  

S Y S T E M S  inspired by Bitcoin 
and related crypto-ecosystems 
are frequently promoted as 
the enablers of an open, dis-

tributed, and decentralized ideal. They 
are hailed as a solution that can “de-
mocratize” the economy by creating a 
technological imperative favoring open, 
distributed, and decentralized systems, 
plat               forms, and markets. We argue that 
such claims and expectations, while they 
may be fulfilled under certain circum-
stances, are frequently exaggerated or 
even misguided. They illustrate a tenden-
cy to equate open access with decentral-
ized control in distributed architectures, 
an association that while possible is far 
from guaranteed. When enterprise, social 
and economic activities are “put on the 

blockchain” in order to avoid centralized 
control, permissioned governance may 
offer a more decentralized and more pre-
dictable outcome than open permission-
less governance offers in practice.

Access and Control  
in Distributed Systems
Information systems can be character-
ized on three key dimensions: archi-
tecture, which can be concentrated or 
distributed,17 access, which can be per-
missionless or permissioned,1 and control 
(that is, the locus of decision rights), which 
can be centralized or decentralized.7 These 
dimensions are not binary, and the associ-
ated labels should be thought as end-
points of a continuum.

Permissionless systems do not restrict 
who has access, and thus are also referred 

Economic and  
Business Dimensions  
When Permissioned 
Blockchains Deliver More 
Decentralization Than 
Permissionless
Considerations for the governance of distributed systems.

˲ Marshall Van Alstyne, Column Editor 

 DOI:10.1145/3442371 Yannis Bakos, Hanna Halaburda, and Christoph Mueller-Bloch

http://dx.doi.org/10.1145/3442371


FEBRUARY 2021  |   VOL.  64  |   NO.  2  |   COMMUNICATIONS OF THE ACM     21

viewpoints

V
I

M
A

G
E

 B
Y

 Y
U

R
C

H
A

N
K

A
 S

I
A

R
H

E
I

towards either centralized or decentral-
ized control. For instance, in an open ac-
cess and fully distributed environment it 
may be infeasible to incentivize partici-
pants to adequately provide functions like 
quality control or coordination of system 
development and evolution. To address 
this problem, centralized solutions 
emerge de facto, such as the hierarchy of 
the small number of developers control-
ling open source projects,5 or the hierarchy 
of editors in Wikipedia.16 This is because 
expertise, reputation, time, or money can 
all be required to take advantage of open 
access and decentralized control. The 
higher these costs are, the fewer the people 
that want to participate, which contributes 
to this centralization in practice.9

It is thus important to distinguish be-
tween how governance is envisioned and 
how it is enacted. Without this distinction, 
the potential for decentralization in open-
access systems is often overstated, while 
the potential of permissioned systems in 
achieving decentralization is not fully rec-
ognized. Open-access systems in principle 
allow for arbitrary decentralization, but 
cannot guarantee decentralization at any 
level, as the actual level of decentralization 
is the result of individual decisions. This 

the benefits of these architectures;7 see for 
instance early arguments about Grosch’s 
law for computer hardware,6 or the admin-
istration of early databases. However, as 
technology evolved to enable or even favor 
distributed system architectures, open ac-
cess and decentralized control emerged as 
feasible alternatives.

In this column, we examine the issues 
of open vs. permissioned access and cen-
tralized vs. decentralized control in dis-
tributed systems, focusing on blockchain 
implementations. We argue that while dis-
tributed architectures may enable open 
access and decentralized control, they do 
not preordain these outcomes. Further-
more, while open access and decentraliza-
tion are frequently thought as comple-
mentary,14 experience from real-world 
applications suggests that the opposite 
can also be true: open access may result in 
essentially centralized control, while per-
missioned systems may be able to better 
support decentralized control.

How Permissioned Systems 
Can Be More Decentralized
While this possibility may seem coun-
terintuitive at first, it can be understood 
as a consequence of the need to provide 

appropriate incentives to system partici-
pants, especially the ones that operate 
the technology after its implementation. 
The economic theory of Incomplete Con-
tracts10,11 shows that when an agent’s ac-
tions affect the value of an asset, such as 
an information system, but these actions 
cannot be contractually specified (for ex-
ample, because the necessary behaviors 
cannot be adequately verified), the agent 
should be given corresponding control or 
ownership to maximize agent incentives. 
Van Alstyne, Brynjolfsson, and Madnick18 
apply this argument to derive design prin-
ciples for databases; for instance, when 
maintenance of data quality is important, 
any independent local data partitions 
should be locally controlled.

These considerations apply to systems 
beyond databases, however. In the block-
chain context certain system participants 
can be indispensable in the sense that the 
system’s operation and value generation 
will depend on actions that cannot be con-
tractually specified. In such cases, the 
need to incentivize these participants will 
likely lead to outcomes where they effec-
tively control the parts of the system over 
which they are indispensable. Depending 
on the particular situation, this can lead 
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the governance of distributed systems. 
System designers must account for the 
interactions between access and control, 
and make design choices based on their 
goals. As illustrated in the figure, if the 
primary objective for a distributed sys-
tem is decentralization, a well-designed 
permissioned system may be better posi-
tioned to achieve it in practice. 
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ambiguity of outcome is important when 
open access and decentralization are de-
sirable or even the reason technologies 
like blockchain are adopted, for instance 
when there is a goal to promote “democra-
tization,” to avoid intermediaries that are 
in a favorable position to extract economic 
rents, or when there are no parties that can 
be trusted with regulating permissioned 
access or making decisions for the majori-
ty of users.

The Case of Blockchain
Blockchain technology provides a promi-
nent illustration: While blockchain  
systems are distributed architecturally, 
control can be centralized and/or access 
can be permissioned. Permissionless 
blockchains such as Bitcoin’s do not re-
strict who can validate transactions. Per-
missioned blockchains, however, only 
grant these rights to selected agents.3 
With the growing interest in permis-
sioned blockchains, it is crucial to under-
stand whether these blockchains can ac-
tually deliver on the promise of 
decentralization.

The Bitcoin ideal15 has created the ex-
pectation for blockchain technology to 
universally deliver open, decentralized, 
“democratic” systems that bypass con-
trolling intermediaries. Real-world appli-
cations of blockchain systems, however, 
show that this ideal is the exception rath-
er than the rule.8 While permissionless 
blockchains like Bitcoin do not restrict 
who can validate transactions, and thus 
can allow access close to the permission-
less ideal, often control is far from decen-
tralized. In the absence of formal checks 
for the underlying centralization forces, 
centralization emerges in practice, for in-
stance exercised by large emergent min-

ing pools with de facto operational pow-
er.2 This means that the promise of 
blockchain to remove trusted third par-
ties remains unfulfilled. For example, in 
May 2018 alone, five open-access block-
chains were compromised due to overt 
centralization.12

Permissioned blockchains have been 
criticized for not being truly decentralized 
(for example, Beedham4) in contrast to 
open-access blockchains. This is because 
they restrict who can become a validator, 
which is decided by a gatekeeper giving 
permissions. In Libra, a cryptocurrency 
spearheaded by Facebook, gatekeeping is 
the task of the Libra Association, which is 
governed by a council of all existing valida-
tor nodes. Therefore, the existing validator 
nodes jointly serve as a gatekeeper and de-
cide whether a new validator is allowed to 
join the network.13 The gatekeeper can of-
ten also encourage participation through 
off-blockchain channels.

Designing for Decentralization
While not fully decentralized by design, 
the governance structure of permissioned 
systems can guarantee a certain level 
of decentralization. For instance, con-
sensus mechanisms for permissioned 
blockchains can be designed in a way that 
guarantees a large number of nodes get a 
say in the validation process. Moreover, a 
large number of validators can be guar-
anteed through off-blockchain nego-
tiation, enforcing their participation. In 
open-access blockchains however, this is 
impossible to guarantee—decentraliza-
tion (or indeed, centralization) can only 
emerge as a potential outcome of free in-
dividual decisions.

Creating a permissioned blockchain 
that offers more decentralization than 
an open-access blockchain requires care-
ful design. For instance, the power to 
grant and especially to revoke validation 
rights is central, and thus in order to pro-
mote decentralization in permissioned 
blockchains it is necessary to decentral-
ize the gatekeeping function. If a central 
gatekeeper can arbitrarily revoke valida-
tion rights, it could easily take over and 
centralize the entire blockchain. While it 
is possible to guarantee a certain degree 
of decentralization, it is crucial to get the 
blockchain governance right.

Conclusion
The case of blockchain technology high-
lights an important consideration for 

Decentralization in permissioned and  
permissionless blockchains.
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work addresses four key components 
of CS education: Capacity for, Access 
to, Participation in, and Experience of 
equitable CS education (CAPE). The 
CAPE pyramid shown in the figure in 
this column is meant to illustrate how 
the four components of the framework 
interact progressively, building and 
relying on the previous component. 
For example, if students are to have 
equitable experiences learning CS, 

W
O ME N AND PEOPLE of 
color are underrepre-
sented in the U.S. com-
puting workforce5,6,8 and 
in computing majors 

and coursework in higher education 
and K–12.1 Addressing this lack of di-
versity requires interventions in both 
the culture and practice of the comput-
ing industry as well as earlier in the ed-
ucation pipeline. The National Science 
Foundation has made significant in-
vestment over the past decade to 
broaden participation in computing 
(BPC) through programs such as 
CS10K, RPP for CS, and BPC Alliances 
like Expanding Pathways in Computing 
(ECEP). The release in 2017 of a new 
high school course in the U.S. called, AP 
CS Principles, has resulted in some im-
provements in diverse participation in 
high school CS,3 and the Computing 
Research Association has reported 
modest improvements in the enroll-
ment of women and students of color 
in introductory CS major courses.2 
However, it remains to be seen whether 
this limited progress will result in sub-
stantive improvements to diversity in 
the computing industry.

Moving the needle on diverse rep-
resentation in computing coursework 

is often the de facto, end-of-the-line 
measure of success in these various 
efforts. Less attention has been paid, 
however, to the entire ecosystem of CS 
education and the precursors or root 
causes of underrepresentation. The 
CAPE framework is a lens for assess-
ing equity not simply as an end prod-
uct, but as an integral component to 
each element of the systems that sup-
port computing education. The frame-

Education 
CAPE: A Framework for 
Assessing Equity throughout 
the Computer Science 
Education Ecosystem 
Examining both the leading indicators of equity in CS  
and the lagging indicators of student outcomes. 

˲ Mark Guzdial, Column Editor 
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in CS into the major? If so, how does 
that impact students from low-income 
households who are less likely to at-
tend high schools that offer CS or have 
access to CS experiences outside of 
school? How do these capacity issues 
exacerbate the challenges of diversify-
ing undergraduate CS opportunities? 
Each of these questions about capac-
ity address issues that can impact, at a 
very early stage, whether traditionally 
marginalized students have opportuni-
ties to engage in CS education.

Access to CS Education
At the high school level, access can be 
operationalized as attending a school 
that offers CS courses. At the under-
graduate level, access can address both 
access to CS as a CS major as well as ac-
cess to CS coursework for non-majors. 
Equity in access to CS can be explored 
by examining questions such as:

 ˲ High School
 ˲ How do rural and urban/subur-

ban schools differ in terms of offering CS 
courses?

 ˲ College
 ˲ What are the barriers and facili-

tators for community college transfers 
into undergraduate CS majors at four-
year institutions? How do these barriers/
facilitators impact diversity at four-year 
institutions?

 ˲ How do majors in other STEM 
fields access CS courses? How does ac-
cess to CS coursework for non-majors 
impact learning opportunities in CS for 
males and females differentially?

As of 2020, only 47% of U.S. high 
schools offered a single computer sci-
ence course. Moreover, this limited ac-
cess is not equitably distributed across 

they must first participate in CS cours-
es and programs. If students are to 
choose to participate in CS, they must 
first have equitable access to CS cours-
es and programs. If schools and uni-
versities are to provide students access 
to CS, they must first have the capacity 
to offer inclusive CS instruction for all 
students, not just a privileged few. We 
posit that until we begin to address the 
root causes of underrepresentation in 
CS at each of these levels, the U.S. will 
continue to struggle in developing a 
CS education system and workforce 
that fully leverages the contributions 
of our diverse national populace.

Equity research often examines 
disparities in student outcomes such 
Advanced Placement (AP) CS passing 
rates or degree completion. But these 
types of disparities are lagging indica-
tors of inequity and focusing solely on 
such metrics ignores the varied sys-
temic barriers to equitable outcomes 
that were put in place long before stu-
dents enrolled in courses or completed 
a degree. The CAPE framework can 
help instructors, researchers, practi-
tioners, and policymakers to examine 
the ecosystem in which K–16 CS educa-
tion is embedded and create a deeper 
understanding of the precursor condi-
tions and leading indicators of systemic 
inequities in the experience of CS for 
historically underrepresented popu-
lations, including women, students 
of color, students from families with 
limited financial resources, students 
with disabilities, and students who 
live in rural communities. Each of the 
four levels of the framework carries im-
portant implications for how we think 
about, measure, and ultimately impact 
equity in CS education.

Capacity for CS Education
Capacity for CS education refers to the 
availability of resources to support and 
maintain high-quality CS instruction. 
These resources may include faculty, 
funding, and policies that make imple-
menting CS instruction possible and 
inclusive. At this level, researchers 
can examine equity through questions 
such as:

 ˲ High School
 ˲ Are there differences based on 

student socioeconomics in the propor-
tion of schools that employ certified 
CS teachers?

 ˲ College
 ˲ How does a shortage of CS fac-

ulty impact opportunity for underrep-
resented students to major in CS?

 ˲ How does faculty capacity impact 
policies around access to CS course-
work for non-majors?

Each of these questions around ca-
pacity to deliver CS instruction has im-
plications for the eventual equitable 
access to and participation in CS both 
in K–12 and in higher education. For 
example, if trained and certified teach-
ers are disproportionately employed 
by wealthier school districts, the ca-
pacity of schools serving primarily 
low-income students to provide high 
quality CS courses will be severely con-
strained. Regarding undergraduate 
computing, if an institution is strug-
gling to serve all students who hope to 
major in CS due to a shortage of faculty, 
are admission filters in place that only 
accept students with prior experience 

The CAPE framework 
is a lens for assessing 
equity not simply 
as an end product, 
but as an integral 
component to each 
element of the 
systems that support 
computing education.

CAPE framework.

Examples of equity issues to assess:

Who benefits from CS?
Are there disparities in course passing rates? 
Who graduates with a CS degree?

Who enrolls in CS?
Do Black students enroll at similar rates as Asian and
White students? Do women enroll in advanced courses?

Who has access to CS?
Do CS admission policies disadvantage students 
who lacked the opportunity to take CS in high school?

Who has the human and financial resources to offer CS?
Do all schools have instructors qualified 
to teach CS inclusively?

Experience of
CS Education

Participation in
CS Education

Access to
CS Education

Capacity for
CS Education
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We argue that efforts to diversify 
the computing profession must use 
an ecosystems approach to account 
for the myriad contextual factors, in-
stitutional polices, and unexamined 
practices that influence the entire CS 
education pipeline. The CAPE frame-
work can be a useful tool for examin-
ing some of the root causes that lead 
to a lack of diversity in computing. 
“If you build it, they will come” may 
work well for baseball movies, but 
diversifying computing education 
and the computing profession will 
require a more comprehensive exam-
ination of all levels of the CS ecosys-
tem and the ways in which issues of 
equity, diversity, and inclusion play 
out to either exacerbate or mitigate 
existing disparities. The CAPE frame-
work can be a road map for examining 
both the leading indicators of equity 
in CS, such as capacity and access, 
and the lagging indicators of student 
outcomes. Individuals committed 
to broadening participation in the 
computing field must be prepared to 
address each of these interrelated lev-
els if we hope to build a more diverse 
computing profession. 
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diverse populations.1 Even when CS 
courses are offered, access to multiple 
courses or more advanced CS course-
work is often highly correlated with 
affluence. How does this lack of access 
ultimately impact diversity in CS ma-
jors in college and industry?

With respect to undergraduates, low-
income students and students of color 
are disproportionately enrolled in com-
munity colleges (as opposed to four-
year universities). In the U.S., 31% of 
undergraduate students from families 
with the lowest income (lowest quartile) 
enrolled in community colleges com-
pared to only 17% of undergraduates in 
the highest income quartile.7 Similarly, 
41% of Black undergraduates and 48% 
of Hispanic/Latino undergraduates 
enrolled in community colleges first 
compared to 34% of White undergradu-
ate students.4 Because of this, policies 
at four-year institutions that effectively 
prohibit community college transfers 
into CS majors are likely to exacerbate 
existing disparities in CS enrollment.

Participation in CS Education
We operationalize participation as en-
rolling in CS courses when offered by 
the school, either at the high school 
or college level. Examples of questions 
that address participation in CS educa-
tion include:

 ˲ High School
 ˲ Are there enrollment disparities 

in advanced CS courses based on gen-
der, geography, socioeconomic status, 
or ethnicity?

 ˲ College
 ˲ Are there disparities in CS majors 

based on student gender or ethnicity?
 ˲ Are male non-CS majors more 

likely than female non-CS majors to en-
roll in CS courses?

Undergraduate STEM majors in 
fields such as biological sciences are 
dominated by females. Given the in-
creasing expectation that competency 
in these fields requires experience with 
computational and analytical tools 
grounded in computer science, the need 
to provide access for non-CS STEM ma-
jors in particular has implications for 
gender equity that should be examined.

Experience of CS Education
Experience of CS education encom-
passes the various outcomes of par-
ticipating in CS. The overarching 

questions here are: When students par-
ticipate in CS, do they have equitable 
learning experiences? What have they 
learned? Are their experiences cultur-
ally and personally relevant? Are stu-
dents successful academically? Do all 
students feel welcome in the class?

Additional questions to assess student 
experiences of CS education include:

 ˲ High School
 ˲ Do course curricula explicitly ad-

dress issues of equity?
 ˲ What is the relationship be-

tween AP test outcomes and gender and 
ethnicity?

 ˲ College
 ˲ Do passing rates or grades differ 

between student subpopulations based 
on demographics that should not be 
correlated with academic achievement?

 ˲ Do all students feel included 
and accepted in CS courses? Are fe-
males and students of color more likely 
to drop out of CS majors?

Student performance measures such 
as course grades, degree attainment, and 
AP test outcomes are one way to measure 
equitable outcomes for students, but 
providing truly equitable experiences 
must go beyond these simple outcome 
measures as it is possible to have par-
ity in these types of outcomes while still 
failing to create an environment where 
all students feel they belong, instruction 
is inclusive, and diverse perspectives 
are valued explicitly. To achieve this in-
clusivity, instructors must attend to the 
explicit and implicit policies, classroom 
culture, and instructional strategies 
that either support or discourage under-
represented students in CS courses.

Policies at four-year 
institutions that 
effectively prohibit 
community college 
transfers into  
CS majors are likely 
to exacerbate  
existing disparities  
in CS enrollment. 

http://Code.org
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https://doi.org/10.1145/2597886
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other people, you should ensure you 
have some overlapping hours (two to 
three) with the majority of them, so 
meetings are possible.

 ˲ Shower and dress as if you are go-
ing to the office as you normally 
would. Many people think those of us 
who normally work from home do so 
in our pajamas. KV does not wear pa-
jamas, ever, but he does put on pants 
and some sort of shirt every day. Do 
not underestimate the effect that a 
change of clothes will have on a 
change of your attitude toward work. 
If you work in your sleeping clothes, 
you are very likely going to have a 

 ˲ Set your alarm and wake up at the 
same time each day. I do not mean 
set the alarm for some ungodly hour, 
such as 8 a.m., unless that is when 
you would normally wake. I mean 
you want to keep a regular working 
schedule. During the university gig I 
mentioned, I worked from 8 p.m. un-
til 4:00 a.m., five days a week, and 
then I slept until noon each day. 
That happens to be how I like to 
work, and that job did not demand 
any day-to-day interaction with co-
workers; I only had to produce new 
versions of the software each Friday 
for review. If you work with a group of 

Dear KV,
Forgive me if this seems off topic, 
but I was wondering if you had any 
advice for the majority of us who are 
now KFH (koding from home). I don’t 
know how KV works day to day, but it 
seems pretty clear that the status quo 
has changed at most workplaces in the 
last several months, and it is difficult 
to know if there are things we could be 
doing to stay productive while we are 
all at home, ordering delivery, and mi-
crowaving our mail. Does KV have any 
good guidance?

Kabin Fever

Dear Kabin,
Let me invite you to my next Zoom 
meeting on how to host Zoom meet-
ings! Yes, like the rest of the world, KV 
has been koding from home—when he 
is not screaming from home or break-
ing furniture from home.

As a devotee of mobile comput-
ing and remote work from my earliest 
university days—where, for one of my 
co-op jobs, I worked on packaged soft-
ware for the Commodore Amiga from 
my dorm room—I have, over time, 
developed a number of useful habits 
for maintaining a good and produc-
tive working rhythm, and I have found 
many of these apply well to those of 
you who are newly working from home. 
(One note: I do not now, nor have I ever, 
had children, so I will not address the 
complexities of working from home 
while you have kids in the house.)

Here are KV’s guidelines for work-
ing from home.

Kode Vicious 
Kabin Fever
KV’s guidelines for KFH (koding from home).

DOI:10.1145/3442375 George V. Neville-Neil
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V person commutes two hours per day. 
You could give that time to your em-
ployer—who will happily take it from 
you—but you could also use that time 
to learn new skills, hack on a personal 
project, or read about a topic you want 
to know more about. Someday this 
pandemic will end, you will go back to 
commuting, and you will again lose 
those two hours, trading them for 
food and shelter, so take advantage of 
them now, while you have them.

 ˲ If you schedule meetings, make 
them count. One thing the pandemic 
has taught us is that most people do 
not know how to run a meeting, which, 
honestly, is going to be the topic of an-
other KV column because I am nearly 
out of space here. In these troubled 
times, where everyone seems to want 
more status meetings, it is important 
to note meetings should be short, have 
an agenda, and be run with ruthless ef-
ficiency. That does not mean you cut 
people off without provocation, but it 
does mean you do not let meetings me-
ander into unproductivity. Meetings 
are meant to share information quickly 
and, often, to arrive at a group consen-
sus on solving a problem. Don’t be too 
shy to shut down meetings that are 
pointless. KV does this all the time, 
pandemic or not. Let’s face it, over the 
past six months we have all had enough 
of Zoom, Hangouts, and the like to last 
us several lifetimes.

I hope these tips and tricks help you 
now and serve you well if you continue 
to work from home after the current 
emergency is past. Best of health to all 
of you. 

KV
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problem delineating work time from 
nonwork time.

 ˲ Set a finishing time for each day 
and stick to it. Keeping a proper life/
work balance for someone who is used 
to going to an office is more difficult 
when you switch to working from 
home. Suddenly you do not have a 
commute and can roll from bed to 
desk and back.

 ˲ Take frequent breaks of at least 15 
minutes per two-hour block through-
out the day. We all love to be in the 
zone, but our eyes do not, and staring 
at a screen without interruption for 
eight to 10 hours a day is even easier at 
home where there are no coworkers to 
interrupt you.

 ˲ Silence all your messaging apps. 
Slack, IRC, Hangouts, and every other 
messaging app ever invented now 
cause a lot more interruptions than 
they did when you were in the office 
because everyone is now alone and 
cannot survive without the hallway 
conversations that lubricated their 
days. These apps are a major source of 
distraction and should be silenced, 
while leaving their counting badges 
on. When you take one of your 15-min-
ute breaks, you can check these apps 
to see if anything of true importance 
lies there. The nice thing about ignor-
ing them for long stretches at a time 
is that people will often have found 
the answers they are looking for on 
their own by the time you check, 
which saves you time and gives them a 
learning experience.

 ˲ Do not use social media during 
your breaks. “Doomscrolling” is 
problematic, and it is not the right 
way to take a break. Breaks are 
meant for getting up, walking 
around your cell (I mean home of-
fice), getting another coffee, maybe 
looking out the window …

 ˲ Arrange social time with actual 
humans outside of work. Yes, we are 
all masked, wrapped in plastic, and 
supposed to wave at each other from 
the sealed confines of our homes, but 
one of the things that all humans need 
is human connection. Many compa-
nies have been hosting videoconfer-
ences, games, and other such activities 
during or after work hours, but I find 
these to be tedious and pointless as 
they are just like being trapped in yet 
another meeting with your coworkers. 

A reasonable antidote to these distrac-
tions, if you cannot get out to a park to 
meet friends at a social distance, is to 
call a friend. Back in the old days we 
had these telephone things, and we 
would call friends and talk with them, 
sometimes about nothing at all. The 
sound of a friend’s voice on the phone 
is far more likely to keep you sane 
than a contrived game with your co-
workers, with whom you might have 
just spent the day online.

 ˲ Exercise. I can hear you screaming 
for my blood now, but KV is an ardent 
cyclist and has found he is riding even 
more now that it is something he can 
do that is physically distanced from 
others and gets the blood moving. 
Gyms still seem to be problematic, 
but a walk in a park is not, so try that. 
When people went to offices at least 
they walked to and from the parking 
lot or from public transit. Now, you 
can literally take 100 steps per day 
and that, actually, is not good for you 
as it is not enough.

 ˲ Use your old commute time to 
learn something new. The average 

As a devotee  
of mobile computing 
and remote work 
from my earliest 
university days  
I have, over time, 
developed a number 
of useful habits for 
maintaining a good 
and productive 
working rhythm, 
and I have found 
many of these apply 
well to those of 
you who are newly 
working from home.

https://queue.acm.org/detail.cfm?id=2893471
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for a decade as was the top concern 
for the last three years, signaling that 
organizations are more worried about 
cybersecurity than any other IT con-
cern. However, the percentage of or-
ganizations selecting cybersecurity 
was only 41.9% in 2017, 38.3% in 2018, 
and 35.9% in 2019, suggesting a reality 
where a relatively small percentage of 
organizations treat it as a top concern.

One possible explanation of this 
decline is that significant cybersecu-
rity improvements have already been 
made, shifting organizational pri-
orities elsewhere. To better evaluate 

C
YBERSECURITY CONSISTENTLY 

RECEIVES significant atten-
tion, pressuring organiza-
tions to take precautionary 
steps to prevent incidents 

and data breaches. Numerous surveys 
are published each year by reputable or-
ganizations such as Deloitte, Verizon, 
The Ponemon Institute, and ISACA to 
get a better sense of what organizations 
are doing in response to these pres-
sures. The general attitude is that 
threats evolve quickly and many organi-
zations struggle to keep up.5 Much of 
the data available on this subject comes 
directly from cybersecurity profession-
als, which provides legitimacy to the 
findings. However, it also represents a 
somewhat biased sample in that re-
sponding organizations have already 
committed resources to tackling these 
complex issues. Further, there is limit-
ed analysis on how individual organiza-
tions are changing over time as such re-
ports typically provide industry-level 
observations. We seek to complement 
the myriad security research notes by in-
vestigating specific cybersecurity prac-
tices within organizations to evaluate 
where organizations are showing im-
provement, where they are stagnant, 
and what may be influencing these 
changes. Our results confirm that cyber-
security continues to receive attention 
on the surface, but when looking be-
yond surface-level impressions a sur-
prising lack of progress is being made.

Peeling Back the Layers
Each year, the Society for Information 

Management (SIM) conducts the IT 
Trends Study—an extensive survey of 
CIOs and top IT executives to evaluate 
IT practices within organizations.1 Or-
ganizations come from 30 different in-
dustries and vary in size, with an aver-
age revenue of $4 billion and a median 
revenue of $400 million. A hallmark 
of the study is the annual ranking of 
“organizations’ Top IT management 
Issues” where respondents are asked 
to select up to five IT-related issues 
from a list of 41 that are the “great-
est concerns to their organization.” 
Cybersecurity has been in the top 10 

Viewpoint 
Cybersecurity: Is It 
Worse than We Think?
Evaluating actual implementations and practices versus stated goals.

DOI:10.1145/3399667 Chris Maurer, Kevin Kim, Dan Kim, and Leon A. Kappelman
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V large companies are also experiencing 
issues. Of organizations with revenues 
greater than $1 billion in 2019 (30% of our 
sample), only 75.2% had a CISO or equiv-
alent position and the average readiness 
score was a 3.51. For organizations over 
$5 billion in revenue (13% of our sample), 
81.4% had a CISO and the average readi-
ness score was 3.57. While large compa-
nies are in a slightly better position, there 
is still room for improvement.

So, is cybersecurity worse than we 
think? We think the answer is yes—af-
ter peeling back the layers to identify 
specific practices within organizations, 
there is much to be desired. With ap-
proximately 50% of organizations ap-
pointing a leader of cybersecurity efforts 
and involving security in the planning 
of overall business strategy, many orga-
nizations, even the ones with respect-
able readiness scores, are tackling cy-
bersecurity as more of an IT process 
rather than an enterprisewide issue. Of 
course, simply appointing a leader or 
providing a seat at the table for strategy 
planning meetings is not effective un-
less the organization truly buys into the 
importance of cybersecurity.

Prioritizing Cybersecurity
To better understand the impact of set-
ting the tone at the top with a focus 
on cybersecurity, we were curious as 
to whether organizational prioritiza-
tion has any effect on cybersecurity 
practices. We compared cybersecurity 
readiness scores and organizational 
prioritization across a two-year period 
for those organizations that provided 
responses in two consecutive years. 

whether this is the case, we ask respon-
dents whether their organization:

 ˲ Has a CISO or equivalent?
 ˲ Requires cybersecurity training for 

employees?
 ˲ Considers cybersecurity during 

software development, change man-
agement, IT procurement, and/or over-
all business strategy?

 ˲ Measures and evaluates cybersecu-
rity performance?

 ˲ Has cyber insurance coverage?
While these questions do not pro-

vide absolute assurance that an or-
ganization is adequately prepared to 
address all cybersecurity threats, they 
do provide the opportunity to see how 
organizations are changing over time 
(since many respondents participate 
in multiple years). Additionally, nega-
tive responses signal that an organiza-
tion is clearly not adopting common 
cybersecurity best practices. In com-
paring 2016 to 2019, it is clear there 
is improvement in some areas yet 
growth is stagnant in others (see the 
table here).

The most dramatic change comes 
in the form of cyber-insurance. Fewer 
than half of organizations had such 
coverage in 2016 but nearly two-thirds 
were covered in 2019. By transferring 
risk to a third party, an organization 
may focus on other top priorities. How-
ever, cyber-insurance is by no means a 
panacea as it will typically not provide 
financial compensation for lost sales, 
reputational damage, or costs associ-
ated with fortifying systems.2 For ex-
ample, Target estimated the financial 
impact of their breach in 2013 was 
$291 million but only $90 million was 
offset through insurance coverage.6 
While the significant increase in com-
panies adopting cyber-insurance plans 
is admirable, in the absence of other 
significant security improvements, it 
may provide limited risk reduction for 
organizations.

Cybersecurity’s involvement in the 
IT Procurement process has also seen a 
notable improvement since 2016. Giv-
en the rise in cloud utilization1 and the 
interconnectedness of vendor/supplier 
systems, risk exposure continues to ex-
pand outward from the organization. 
Further, 59% of breaches in 2018 in-
volved third-party systems or failures.3 
As such, it appears as though organiza-
tions are placing more emphasis on en-

suring adequate security provisions are 
included when purchasing IT compo-
nents or engaging third parties.

Despite the improvements noted 
over the past four years, there is still 
room for growth. The figures noted 
in the last row in the table represent 
a sum of overall readiness that is de-
termined by awarding one point for 
an affirmative answer to each of the 
five questions included in the survey 
(organizations received 0.25 points 
for each business process security 
was integrated with). While gradual 
improvement has been observed over 
the last four years, the average orga-
nization still only implemented 3 out 
of 5 standard best practices in place 
in 2019.

While our sample is skewed toward 
small to medium-sized organizations, 

Cyber-insurance is by 
no means a panacea 
as it will typically 
not provide financial 
compensation for lost 
sales, reputational 
damage, or costs 
associated with 
fortifying systems.

Cybersecurity Practices: 2016 vs. 2019.

Cybersecurity Practice 2016 (n=685) 2019 (n=501)
Relative % Change  

in three years*

CISO 45.8% 48.8% 6.6%

Cybersecurity Involvement In:

 IT Procurement 53.6% 68.1% 27.1%**

 Software Development 79.3% 78.2% –1.4%

 IT Change Management 79.0% 73.9% –6.5%**

 Overall Business Strategy 49.1% 52.3% 6.5%

Mandatory Security Training 61.5% 77.6% 26.2%**

Cyber-Insurance 47.6% 65.9% 38.4%**

Cybersecurity Performance Measures 21.4% 29.5% 37.7%**

Overall Readiness 2.54 2.94 15.8%

* Relative percentage change is calculated by dividing the raw percentage differences between the two years by 
the percentage in 2016. For example, (48.8% - 45.8%)/ 45.8% = 0.066 (6.6% ).

** Statistically significant difference (p < 0.05, chi-squared test of proportions)
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Each organization was classified into 
one of four classes:a

 ˲ “Leaders”: an organizational priori-
ty in both years (28.0% of organizations)

 ˲ “Laggards”: not an organizational 
priority in either year (37.9%)

 ˲ “Upgraders”: an organizational 
priority in year two but not in year 
one (17.6%)

 ˲ “Downgraders”: an organization-
al priority in year one but not in year 
two (16.4%)

The readiness scores (see the figure 
here) reveal two statistically significant 
insights.b First, organizations that pri-
oritize cybersecurity have higher readi-
ness scores. Leaders rise above the 
rest, with downgraders close behind. 
Second, improvements to cybersecu-
rity readiness are different across these 
classes. When comparing the classes, 
we see the worst-performing class, in 
terms of improvement, is the “down-
grader” (+0.07) whereas “upgraders” 
resulted in the largest one-year im-
provement (+0.53). This suggests that 
organizations that turn their attention 
away from cybersecurity see virtually 
no improvement whereas those that 
make a conscious decision to begin 

a 414 unique organizations participated in the 
survey in at least two consecutive years between 
2016 and 2019, 139 organizations provided at 
least three consecutive years of data, and 43 
organizations provided four years of data.

b A mixed model controlling for organization and 
sector was evaluated. The difference in readi-
ness based only on organizational concern (0 or 
1) was statistically significant at the 0.01 level. 
Differences in readiness between prioritization 
classes was significant at the 0.05 level.

treating it as a priority observe much 
greater improvements.

These results offer only a two-
year snapshot and it is common 
knowledge that improvements to 
cybersecurity defenses take time. 
For the 139 organizations we have 
36 months of data for, the improve-
ments from year one to year two were 
almost identical to the year two to 
year three improvements across all 
four classes. Thus, the pace by which 
improvements are observed is steady 
across multiple years.

What Does It All Mean?
Given our analysis, we believe there 
is a harsh reality lurking beneath the 
surface within many organizations. 
While they may be saying the right 
things in public to satisfy investors, 
underwriters, and customers, there is 
an apparent lack of urgency in promot-
ing a truly resilient and secure organi-
zation. Our research did not have to 
dig very deep to find surprising gaps 
in organizational security practices. 
Further, the security practices most 
commonly missing from organiza-
tions tend to be those that provide 
visibility, leadership, and integration 
with the business.

Our data also suggests when orga-
nizations say cybersecurity is one of 
their top concerns, they tend to do 
more about it. However, they still ap-
pear to be reluctant to hire a CISO or 
provide cybersecurity a seat at busi-
ness strategy meetings. Our data sug-
gests large companies are doing bet-
ter in this regard, but even they still 

struggle to implement all of these 
foundational security practices.

Why is this the case? Although we 
cannot objectively answer this ques-
tion, we can offer several possible 
conjectures. First, cybersecurity bud-
gets are notoriously difficult to justify 
given there is no true ROI.4 Hiring a 
CISO is a large investment whereas 
developing a short training video or 
document and distributing it to all 
employees requires minimal finan-
cial resources. Second, it is possible 
that risk tolerances of CEOs may be 
rising. Given changes to compensa-
tion structures for top executives and 
pressures from investors to deliver 
short-term gains, there is little incen-
tive to divert resources away from ven-
tures that deliver near-term returns. 
As such, CEOs may be wary of inviting 
security personnel into strategic plan-
ning discussions for fear of security 
requirements inhibiting productivity 
and innovation. Finally, it is possible 
that a defeatist mentality is setting in 
across organizations. Everyone has 
heard the phrase “it’s not a matter of 
if, but when” in terms of cybersecurity 
incidents so perhaps organizations 
are simply doing the bare minimum 
and are prepared to face the conse-
quences when the inevitable occurs.

Cybersecurity threats are not go-
ing anywhere and even well-prepared 
organizations will continue to experi-
ence breaches. This does not mean 
we should give up, however. Organiza-
tions of all shapes and sizes have plen-
ty of room for improvement once you 
look beneath the surface. 

References
1. Kappelman, L. et al. The 2018 SIM IT issues and 

trends study. MIS Quarterly Executive. (2019).
2. Mak, A. AdvisorSmith 18, 7 (2019); https://bit.ly/3a2IlDq
3. Ponemon Institute. (Nov. 2018); https://bit.ly/2W4f8zI
4. Schneier, B. CSO 9, 2 (Nov. 2008); https://bit.ly/3qMpMta
5. Staff, C. Cybersecurity. Commun. ACM 60, 4 (Apr. 2017).
6. Target. SEC Edgar 5, 25 (2016); https://bit.ly/37SIN4t

Chris Maurer (maurer@virginia.edu) is an assistant 
professor in the McIntire School of Commerce at the 
University of Virginia in Charlottesville, VA, USA. 

Kevin Kim (kevin.kim@unt.edu) is a Ph.D. student in the G. 
Brint Ryan College of Business at the University of North 
Texas in Denton, TX, USA. 

Dan Kim (Dan.Kim@unt.edu) is a professor in the G. Brint 
Ryan College of Business at the University of North Texas 
in Denton, TX, USA. 

Leon Kappelman (kapp@unt.edu) is a professor in the G. 
Brint Ryan College of Business at the University of North 
Texas in Denton, TX, USA. 

Copyright held by authors.

Change in readiness across classes.

2.24 2.15

2.98
2.81+0.28

2.52

+0.53
2.68

+0.32
3.30 +0.07

2.88

0

1

2

3

4

Laggard Upgrader Leader Downgrader

A
ve

ra
g

e 
R

ea
d

in
es

s

Year 1 Year 2

https://bit.ly/3a2IlDq
https://bit.ly/2W4f8zI
https://bit.ly/3qMpMta
https://bit.ly/37SIN4t
mailto:maurer@virginia.edu
mailto:kevin.kim@unt.edu
mailto:Dan.Kim@unt.edu
mailto:kapp@unt.edu


FEBRUARY 2021  |   VOL.  64  |   NO.  2  |   COMMUNICATIONS OF THE ACM     31

V
viewpoints

His “we can know more than we can 
tell” dictum has often been seen as a 
pithy summary of the main stumbling 
block for early AI efforts especially 
in perception.

Polanyi’s paradox explains to a cer-
tain extent why AI systems wound up de-
veloping in a direction that is almost the 
reverse of the way human babies do. Ba-
bies demonstrate aspects of perceptual 
intelligence (recognizing faces, voices 
and words), physical manipulation (of 
putting everything into their mouths), 
emotional intelligence, and social intel-
ligence, long before they show signs of 
expertise in cognitive tasks requiring 
reasoning skills. In contrast, AI systems 
have demonstrated reasoning abili-
ties—be they expert systems or chess—
long before they were able to show any 
competence in the other tacit facets of 
intelligence including perception.

In a sense, AI went from getting 
computers to do tasks for which we 
(humans) have explicit knowledge, to 
getting computers to learn to do tasks 
for which we only have tacit knowl-
edge. The recent revolution in percep-
tual intelligence happened only after 
labeled data (such as cats, faces, voic-
es, text corpora, and so forth) became 
plentiful, thanks to the Internet and 
the World Wide Web, allowing ma-
chines to look for patterns when hu-
mans are not quite able to give them 
explicit know-how.

I
N HIS 2019 Turing Award Lecture, 
Geoff Hinton talks about two 
approaches to make computers 
intelligent. One he dubs—
tongue firmly in cheek—

“Intelligent Design” (or giving task-
specific knowledge to the computers) 
and the other, his favored one, “Learn-
ing” where we only provide examples to 
the computers and let them learn. Hin-
ton’s not-so-subtle message is that the 
“deep learning revolution” shows the 
only true way is the second.

Hinton is of course reinforcing the 
AI zeitgeist, if only in a doctrinal form. 
Artificial intelligence technology has 
captured popular imagination of late, 
thanks in large part to the impressive 
feats in perceptual intelligence—in-
cluding learning to recognize images, 
voice, and rudimentary language—and 
bringing fruits of those advances to ev-
eryone via their smartphones and per-
sonal digital accessories. Most of these 
advances did indeed come from “learn-
ing” approaches, but it is important to 
understand the advances have come in 
spheres of knowledge that are “tacit”—
although we can recognize faces and 
objects, we have no way of articulating 
this knowledge explicitly. The “intelli-
gent design” approach fails for these 
tasks because we really do not have 
conscious theories for such tacit 
knowledge tasks. But, what of tasks 
and domains—especially those we de-

signed—for which we do have explicit 
knowledge? Is it forbidden to give that 
knowledge to AI systems?

The polymath Polanyi bemoaned 
the paradoxical fact that human civili-
zation focuses on acquiring and codify-
ing “explicit” knowledge, even though a 
significant part of human knowledge 
is “tacit” and cannot be exchanged 
through explicit verbal instructions. 

Viewpoint 
Polanyi’s Revenge and 
AI’s New Romance 
with Tacit Knowledge
Artificial intelligence systems need the wisdom to know when to take 
advice from us and when to learn from data.

DOI:10.1145/3446369 Subbarao Kambhampati

“Human, grant me the serenity to accept the 
things I cannot learn, data to learn the things 
I can, and wisdom to know the difference.”

http://dx.doi.org/10.1145/3446369


32    COMMUNICATIONS OF THE ACM   |   FEBRUARY 2021  |   VOL.  64  |   NO.  2

viewpoints

numbered list of falsifiable attributes!). 
This very human trait makes feats of AI 
systems that learn without being told 
all that much more fascinating to us 
(nevermind their inscrutability and at-
tendant headaches).

While we are easily impressed at com-
puter performance in tasks where we 
have no conscious models and explicit 
knowledge (for example, vision, speech), 
there are also many domains, especially 
those designed by humans, where we do 
have models and are willing to share 
them! Indeed, the hallmark of human 
civilization has been a steady accumula-
tion of such explicit knowledge. After all, 
many animals have perceptual abilities 
that are more acute than we humans 
have, but we got much farther because 
of our ability to acquire and use explicit 
knowledge, rather than learn only from 
observation. It is important for AI sys-
tems to be able to take such knowledge 
when it is readily available, rather than 
insist on rediscovering it indirectly from 
examples and observation. There should 
be no shame in widening the pipeline 
between humans and AI systems and ac-
cepting readily offered knowledge, be it 
explicit norms and rules, causal models 
or shared vocabulary.

Of course, combining learning and 
explicit knowledge in a fully principled 
way continues to be an open problem. 
Often the explicit knowledge may only 
provide an initial bias that gets refined 
through learning. To do this effective-
ly, we will need to go beyond ways to 
smuggle knowledge through model ar-
chitectures. While we are busy trying 
to make headway on that problem 
however, we should at least resist the 
temptation to stigmatize acquisition 
and use of explicit knowledge.

We found it to be fruitless to insist on 
explicit knowledge for tacit tasks such 
as face recognition. It will be equally fu-
tile to ignore readily available explicit 
knowledge and insist on learning/recov-
ering it from examples. Our machines 
must have the wisdom to know when to 
take advice and when to learn. 

Subbarao Kambhampati (rao@asu.edu) is a professor 
of computer science at Arizona State University, Tempe, 
AZ, USA. He is the past president of the Association for 
the Advancement of Artificial Intelligence, and a fellow of 
AAAI, AAAS, and ACM. He can be followed on Twitter at 
@rao2z. A longer talk on this topic is available at https://
bit.ly/3kyUNND.
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Lately though, Polanyi’s paradox is 
turning into Polanyi’s revenge both in 
research and practice of AI. Recent ad-
vances have made AI synonymous with 
learning from massive amounts of data, 
even in tasks for which we do have ex-
plicit theories and hard-won causal 
knowledge.a This resistance to accept 
any kind of explicit knowledge into AI 
systems—even those operating in tasks 
and environments of our design—is 
perplexing. The only “kosher” ways of 
taking explicit knowledge in deep learn-
ing systems seem to be to smuggle them 
in through architectural biases, or feed-
ing them manufactured examples. An-
ecdotal evidence hints that industry 
practitioners readily convert doctrine 
and standard operating procedures into 
“data” only to have the knowledge be 
“learned back” from that data. Even re-
searchers are not immune—a recent pa-
per in Nature Machine Intelligence fo-
cused on how to solve Rubik’s Cube by 
learning from billions of examples, 
rather than accept the simple rules gov-
erning the puzzle. There are policy im-
plications too. Many governmental pro-
posals for AI research infrastructure rely 
exclusively on creating (and curating) 
massive datasets for various tasks.

The current zeal to spurn hard-won 
explicit (and often causal) knowledge, 
only to try to (re)learn it from examples 
and traces as tacit knowledge, is quix-
otic at best. Imagine joining a compa-
ny, and refusing to take advice on their 
standard operating procedures, and 
insisting instead on learning it from 
observation and action. Even if such 
an approach might unearth hidden 
patterns in how the company actually 
works, it will still be a wildly inefficient 
way to be an employee. Similar con-
cerns will hold for AI assistants in deci-
sion support scenarios.

A common defense of this “learn-
ing first” trend is the asymptotic argu-
ment that since we humans—with an 

a The recent interest in taking deep learning 
systems beyond their current reflexive Sys-
tem1 capabilities to deliberative System 2 
ones is related, but somewhat orthogonal to 
the tacit/explicit knowledge distinction. While 
most tacit knowledge tasks do get handled 
at System 1, explicit knowledge tasks start in 
System 2 but may get compiled into System 1 
reflexive behavior for efficiency. My interest 
here is in having AI systems leverage human 
know-how on explicit knowledge tasks.

essentially neural basis of their brains—
have managed to develop shared repre-
sentations and ability to communicate 
via explicit knowledge, AI systems based 
purely on learning may well be able to 
get there eventually. Perhaps. But it is 
quite clear that we are far from that 
point, and a misguided zeal to steer 
away from AI systems that accept and 
work with explicit knowledge is causing 
a plethora of problems right now.

Indeed, AI’s romance with tacit 
knowledge has obvious adverse implica-
tions to safety, correctness, and bias of 
our systems. We may have evolved with 
tacit knowledge, but our civilization has 
been all about explicit knowledge and 
codification—however approximate or 
aspirational. Many of the pressing prob-
lems being faced in the deployment of AI 
technology, including the interpretabili-
ty concerns, the dataset bias concerns as 
well as the robustness concerns can be 
traced rather directly back to the singular 
focus on learning tacit knowledge from 
data, unsullied by any explicit knowledge 
taken from the humans. When our sys-
tems learn their own representations 
from raw data, there is little reason to be-
lieve that their reasoning will be interpre-
table to us in any meaningful way. AI sys-
tems that refuse to be “advised” explicitly 
are taking the “all rules have exceptions ” 
dictum to the “what are rules?” extreme,  
which flies in the face of civilizational 
progress, and seriously hinders explain-
ability and contestability of machine de-
cisions to humans in the loop.

How confident can we be of a medical 
diagnostic system using AI, when it 
shares little common knowledge beyond 
raw data with the presiding physician? 
This is no longer a hypothetical. Just 
recently, a paper in JAMA Dermatology 
showed that a commercially approved 
AI system for melanoma detection was 
easily mislead by surgical skin mark-
ings next to benign moles. Wittgen-
stein was alluding to this at some level, 
when he remarked “if a lion could 
speak, we could not understand him.”

At least part of the problem, in terms 
of public perceptions, is our own very 
human romance with tacit knowledge, 
which continues despite the fact that 
the progress of civilization depended 
on explicit knowledge. We tend to ro-
manticize je ne sais quoi and ineffability 
(no one ever impressed their life mate 
by “explaining” their love with a crisp 

mailto:rao@asu.edu
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) I’m going to talk about historians of 

computer science—about historiogra-
phy. This is meta-history. I’m going to 
try to explain why I love to read works 
on history, and why I’m profoundly 
disturbed by recent trends in what I’ve 
been reading.

Why do I, as a scientist, get so much 
out of reading the history of science? 
Let me count the ways:

1. To understand the process of 

Editor’s note: On May 7, 2014, Don 
Knuth delivered that year’s Kailath 
Lecturea at Stanford University to a 
packed auditorium. In it he decried 
the absence of technical content 
from the histories of computer sci-
ence being written, and he made 
an impassioned plea for historians 
of computer science to get back on 
track, as the historians of mathemat-
ics have always been.

Both the videob and, now, the ver-
batim transcriptc of that talk are on-
line. In the January 2015 issue of 
Communications,d historian Thomas 
Haigh analyzed and responded to the 
talk, concluding that “work of the 
particular kind preferred by Knuth 
will flourish only if his colleagues in 
computer science are willing to pro-
duce, reward, or commission it.”

This Viewpoint, which we thank 
Communications Senior Editor Moshe 
Vardi for suggesting, is a condensed 
and highly edited transcript of the 
original talk that has provoked so 
much discussion.

a See https://stanford.io/3qYDCce
b See https://bit.ly/3oTsKtY
c See https://stanford.io/2Wg2v4J
d “The Tears of Donald Knuth,” Thomas 

Haigh, Commun. ACM 58, 1 (Jan. 2015), 40–
44; https://bit.ly/382aAQ7

G
IVING THIS TALK might be 
the greatest mistake in my 
life, because I’m going to 
talk about controversial 
things. I generally go out 

of my way to avoid argument whenever 
possible. But I feel so strongly about 
this that I just have to vent and say it.

Although there is “history” in the 
title, I’m not going to tell you about the 
history of computer science. Instead, 

Viewpoint 
Let’s Not Dumb 
Down the History 
of Computer Science
Donald Knuth on the best way to recognize 
the history of computer science.

˲ Len Shustek, Column Editor

DOI:10.1145/3442377 Donald E. Knuth

http://dx.doi.org/10.1145/3442377
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“I am sure that business histories 
are as difficult to write as technical his-
tories, and they are no doubt also as 
valuable to businessmen as technical 
histories are valuable to technicians. 
But you seem to be celebrating the fact 
that nobody writes technical CS history 
at all anymore!

“When you speak of ‘obvious holes’, 
you are thinking of obvious holes in 
business history … the video game in-
dustry, for example. But how about the 
people who write video games: They 
invent marvelous breakthroughs in 
techniques about how to render scenes 
and pack data and do things in parallel 
and coordinate thousands of online us-
ers. The lack of anything even close to 
describing these techniques and how 
they were discovered and under what 
constraints seems to me a much more 
obvious hole; yet you show no inclina-
tion to admit its existence much less to 
suggest plugging it.”

Martin wasn’t always that way. He 
describes in the article how, for his 
Ph.D. dissertation under Brian Ran-
dell at Newcastle University, he “man-
aged to locate most of the system pro-
grams developed for the first three 
operational British computers—the 
Cambridge EDSAC, the Manchester 
Mark I, the National Physical Lab Pi-
lot ACE. Studying these programs and 
their texts was utterly absorbing.” Ab-
solutely! He could see why it was beau-
tiful. He was doing the kind of history 
that I came to admire him for.

Then by 1976 he was starting to 
think about the broader picture. He 
didn’t see how it was “concrete” the 
way subroutine linkage was achieved 
on the EDSAC, or how you got an index 
register in the hardware of a machine. 
He offers a “biographical mea culpa” 
and says, “what they (we) wrote looks 
constrained, excessively technical, and 
lacking in breadth of vision.” He’s apol-
ogizing for what I always had admired!

Back to my letter:
“During the past 20 years, histories 

and expositions of mathematics for 
general readers have gotten dramati-
cally better, while the analogous his-
tories and expositions of computer 
science have gone downhill. With your 
Table 1 you could have generated a 
wakeup call. But instead you seem to 
be a pied piper for continuing the dis-
mal trends. You have clearly lost faith 

discovery—not so much what was dis-
covered, but how it was discovered. 
Primary sources are best: the words of 
somebody who discovered something, 
as they were discovering it. The more 
examples I see, the more likely I’ll be 
able to discover something tomorrow.

2. To understand the process of 
failure. We learn a good deal from his-
torical errors, not only from our own. It 
also helps to know that even the great-
est minds are unable to grasp things 
that seem obvious to us. Leibniz spent 
much time working on combinatorics, 
and most of what he did was under-
whelming and totally wrong.

3. To celebrate the contributions 
of many cultures. There are many ways 
of thinking, many points of view, and 
many independent researchers. Fi-
bonacci numbers were discovered in 
India long before Fibonacci. Catalan 
numbers were discovered in China, a 
hundred years before Catalan. Many 
uneducated people have discovered 
wonderful patterns in numbers, and I 
can share their joy of discovery.

4. Telling historical stories is the 
best way to teach. It’s much easier to 
understand something if you know the 
threads it is connected to. Give credit to 
Fibonacci, but also to Narayana in In-
dia. The complete story is of many sepa-
rate individuals building a magnificent 
edifice with a series of small steps.

5. To learn how to cope with life. 
How did other scientists grow up, 
make friends or enemies, manage 
their time, find mentors, mentor oth-
ers, and serve their communities? Bal-
ance is important.

6. To become more familiar with the 
world, and to know how science fits into 
the overall history of mankind. What 
was life like on different continents and 
in different epochs? The main differ-
ence between human beings and ani-
mals is that people learn from history.

I am grateful in particular to his-
torians of mathematics. They make 
original source materials accessible 
through reprints, and through their 
translations of both language and 
notation. They scout out previously 
unpublished papers, letters, meet-
ing minutes, and official records, and 
then link them together into a narra-
tive. What I don’t like is analysis of 
trends alone; I like to see the source 
materials up front.

So there is mostly good news from 
the historians of mathematics. The 
bad news comes from the historians of 
computer science.

What did it for me was an article by 
Martin Campbell-Kelly, a leading histo-
rian of computer science whose work I 
had admired. But his 2007 article on 
“The History of the History of Software”e 
was a shock.

The centerpiece of the article was a 
table that classified selected works on 
software from 1967 to 2004 into four 
categories: technology; industry; appli-
cations; and institutional/social/politi-
cal. At the beginning most published 
works are about the technology, but 
by the end they are mostly in the other 
categories. The author’s description 
of the change is that “over time, soft-
ware history has evolved from narrow 
technical studies, through supply-side 
and economic studies, to broad stud-
ies of applications.”

He thinks that is good! On the con-
trary, it is extremely shallow and com-
pletely non-technical. I broke down 
and started to cry. I finished reading it 
only with great difficulty because tears 
had made my glasses wet. I immediate-
ly dashed off a letter to Martin.f

“I must confess that by the time I 
got to the last three or four pages, I was 
so upset that I could barely see straight. 
I had to force myself to read slowly, not 
believing you had succumbed so far to 
the alarming-to-me trends and fads of 
the moment about how history ‘ought 
to be’ written.

“Do you not see any blind spots in 
your outlook when your Table 1 shows 
68% class T [technology] articles in 
the first 20 years, and 0% class T in the 
last five years … and then you say ‘The 
table shows how the subject matter has 
broadened’! The subject matter has 
not broadened; it has totally shifted. 
All we get nowadays is dumbed-down. 
Thank goodness historians of math-
ematics have not entirely abandoned 
writing articles that contain formulas 
or explain scientific ideas.

e “The History of the History of Software,” Mar-
tin Campbell-Kelly, IEEE Annals of the History 
of Computing 29, 4 (Oct.–Dec. 2007); 40–51; 
https://bit.ly/3oMC0jN

f Campbell-Kelly replied in “Knuth and the 
Spectrum of History,” IEEE Annals of the 
History of Computing 36, 3 (July–Sept. 2014); 
https://bit.ly/3ninEXP
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papers either. I think it’s something 
that computer scientists ought to do 
anyway, even though it’s hard to write 
these historical papers, and hard to get 
exposure for them.

I want to end on a high note, with 
a tantalizing wish list about what we 
could do. The best way to write history 
is to combine breadth and depth. Not 
just the broad ideas from which you un-
derstand the context, but also to zoom 
in on a few places and provide specific 
examples with detailed analyses. Here 
are some of the many papers waiting to 
be written:

 ˲ Operating Systems. I have at home 
Edsger Dijkstra’s source code for the 
operating system he wrote in 1965. No-
body has looked at it, and we should.

 ˲ Databases. Early computer pro-
grams were filled with database ideas 
that have never really been analyzed 
and placed in context.

 ˲ Rendering techniques for movies 
and video games. Many great technical 
ideas were developed at Pixar and else-
where, and you could make a great sto-
ry about the history of the algorithms 
they’ve used.

 ˲ Compilers. In the early 1960s there 
were really interesting programs writ-
ten at Burroughs and Computer Sci-
ences Corporation that have never 
been analyzed. There was a brilliant 
programmer at Digitek who had com-
pletely novel and now unknown ideas 
for software development; he never 
published anything, but you could read 
and analyze his source code.

 ˲ The Computer History Museum 
has Bill Atkinson’s source code, now 
released by Apple, for MacPaint and 
MacDraw. They are brilliant programs, 
beautifully organized and structured, 
that are a treat to read and deserve to 
be annotated and studied.

And so on. There are many wonder-
ful algorithms and source codes whose 
histories are completely untouched. If 
we technicians can study and explain 
them in depth, then historians will at 
least have material to which they can 
later add the breadth. 

Donald E. Knuth is Professor Emeritus of The Art of 
Computer Programming at Stanford University, Stanford, 
CA, USA.

Len Shustek (len@shustek.com) is Chairman Emeritus at 
the Computer History Museum, Mountain View, CA, USA.
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in the notion that computer science is 
actually scientific (as well as being re-
lated to economics and defense etc.). 
Yet I still cling to that old-fashioned 
belief … indeed, if computer science 
were no longer a rich science with deep 
ideas, I could finish The Art of Computer 
Programming in no time, but it appears 
that I still have 20 years of work ahead!”

Well, that was 5 years ago,g and I 
have 25 years of work ahead.

“You kindly state that it was OK and 
even fine for narrow-minded people 
like me to attempt to write history 
even though we have no training as 
historians, since there is a shortage 
of historians. Fair enough. But now 
you are encouraging professional his-
torians to address only the masses of 
readers […] and to ignore the 2% of the 
population who will spend their lives 
actually writing software. This you 
say is holistic and integrative. I view 
it as lightweight, mildly interesting; a 
chance to be witty and win some argu-
ments so that another witty historian 
can challenge you and publish more 
lightweight stuff. Fine for employ-
ment of historians, but pretty much a 
waste of time for a reader who wants 
to know how to do hard science. The 
few papers I’ve written that have a his-
torical component were among the 
most difficult I have ever done, and I 
greatly admire the historians who do 
it properly.”

I met Martin a few months later at 
a history meeting in England. We talk-
ed for several hours, but neither of us 
could get the other to agree. He keeps 
insisting that he wants his students 
to write no more books and papers of 
type T. Going back to my list of all the 
reasons why I love history, he’s saying 
that numbers one, two, three, and four 
aren’t important; only numbers five 
and six are of value.

I soon found out that historians of 
science have been debating this among 
themselves for a long time. They don’t 
call it “type T” versus something else; 
they talk about “internal history” ver-
sus “external history.” For them, inter-
nal history is written by and for people 
who are knowledgeable about some 
discipline, and the external histories 
are written for the masses. Internal 
histories, those of type T, have basically 

g 11 years now—Ed.

come into disrepute—except, I’m glad 
to say, with respect to mathematics.

How has mathematics managed to 
escape this so far? I suppose it’s be-
cause historians of math have always 
faced the fact that they won’t be able to 
please everybody. Historians of other 
sciences have the delusion that any or-
dinary person can understand it, or at 
least they pretend so.

There was one thing that Martin 
Campbell-Kelly and I definitely agreed 
on: that it would really be desirable if 
there were hundreds of papers on his-
tory written by computer scientists 
about computer science. Specialists 
like me are not writing the kind of pa-
pers that would fill the historical gaps. 
Martin says at least he wants profes-
sional historians to have some data 
from misguided people—like we who 
do the technical stuff—that they can 
clean up later.

He muses about why is it that there 
are almost no history papers being writ-
ten now by computer scientists, and he 
says that it is probably peer pressure—
that papers on history don’t get any 
academic points. In Britain they had 
the notorious “Research Assessment 
Exercise,” which was used to decide on 
salaries and promotions. History pa-
pers probably got no points in that as-
sessment, and so nobody writes them. 
In America I don’t see support for such 

I am grateful  
in particular  
to historians  
of mathematics.  
They make original 
source materials 
accessible through 
reprints, and  
through their 
translations  
of both language  
and notation.
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OV E R THE PAST decade, calls for better measures to 
protect sensitive, personally identifiable information 
have blossomed into what politicians like to call a 
“hot-button issue.” Certainly, privacy violations have 
become rampant and people have grown keenly aware 
of just how vulnerable they are. When it comes to 
potential remedies, however, proposals have varied 
widely, leading to bitter, politically charged 
arguments. To date, what has chiefly come of that have 
been bureaucratic policies that satisfy almost no 
one—and infuriate many.

Now, into this muddled picture comes differential 
privacy. First formalized in 2006, it’s an approach based 
on a mathematically rigorous definition of privacy that 
allows formalization and proof of the guarantees 

against re-identification offered by a 
system. While differential privacy has 
been accepted by theorists for some 
time, its implementation has turned 
out to be subtle and tricky, with practi-
cal applications only now starting to 
become available. To date, differential 
privacy has been adopted by the U.S. 
Census Bureau, along with a number of 
technology companies, but what this 
means and how these organizations 
have implemented their systems re-
mains a mystery to many.

It’s also unlikely that the emergence 
of differential privacy signals an end to 
all the difficult decisions and trade-
offs, but it does signify that there now 
are measures of privacy that can be 
quantified and reasoned about—and 
then used to apply suitable privacy pro-
tections.

A milestone in the effort to make 
this capability generally available came 
in September 2019 when Google re-
leased an open source version of the 
differential privacy library that the 
company has used with many of its 
core products.

In the exchange that follows, two of 
the people at Google who were central 
to the effort to release the library as 
open source—Damien Desfontaines, 
privacy software engineer; and Miguel 
Guevara, who leads Google’s differen-
tial privacy product development ef-
fort—reflect on the engineering chal-
lenges that lie ahead, as well as what 
remains to be done to achieve their ul-
timate goal of providing privacy pro-
tection by default. They are joined in 
this discussion by Jim Waldo, Har-
vard’s CTO who recently co-chaired a 
National Academies study on privacy, 
and Terry Coatta, the CTO of Marine 
Learning Systems.

JIM WALDO: I’d love to hear how you char-
acterize differential privacy, since most 
of the descriptions I’ve heard so far are 
either so loose as to be meaningless or 
so formal as to be difficult to follow.

MIGUEL GUEVARA: I think about it in the 
context of other privacy technologies, 

Differential 
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some noise added to it, and this gives 
you control over privacy because the 
more noise you add to the data, the 
more private it becomes—with the 
trade-off being that the amount of pre-
cision goes down as the noise goes up.

DESFONTAINES: That’s right.
WALDO: How is this now being used 

inside Google?
GUEVARA: It’s mostly used by a lot of 

internal tools. From the start, we saw it 
as a way to build tooling that could be 
used to address some core internal use 
cases. The first of those was a project 
where we helped some colleagues who 
wanted to do some rapid experimenta-
tion with data. We discovered that, 
much of the time, a good way to speed 
access to the data underlying a system 
is to add a privacy layer powered by dif-
ferential privacy. That prompted us to 
build a system that lets people query 
underlying data and obtain differen-
tially private results.

After we started to see a lot of suc-
cess there, we decided to scale that sys-
tem—to the point where we’re now 
building systems capable of dealing 
with data volumes at Google scale, 
while also finding ways to serve end us-
ers, as well as internal ones. For exam-
ple, differential privacy made it possi-
ble for Google to produce the COVID-19 
Community Mobility Reports [used by 
public health officials to obtain aggre-
gated, anonymized insights from 
health-care data that can then be used 
to chart disease movement trends over 
time by geography as well as by locales 
(such as grocery stores, transit stations, 
and workplaces)]. There’s also a busi-
ness feature in Google Maps that shows 
you how busy a place is at any given 
point in time. Differential privacy 
makes that possible as well. Basically, 
differential privacy is used by infra-
structure systems at Google to enable 
both internal analysis and some num-
ber of end-user features.

WALDO: As I understand it, there’s a 
third variable. There’s how accurate 
things are and how much noise you 
add—and then there’s the number of 
queries you allow. Do you take all three 
of those into account?

GUEVARA: It really depends on the sys-
tem. In theory, you can have an infinite 
number of queries. But there’s a criti-
cal aspect of differential privacy called 
the privacy budget—each time you use 

many of which are policy- and heuris-
tics-driven. That can make you feel 
good, but it’s very hard to reason about 
a lot of those technologies, whereas 
differential privacy gives you a tangi-
ble way to reason about what’s hap-
pening with the privacy of the underly-
ing data and to quantify how much 
privacy has been lost there.

Having that ability is powerful for 
data curators. It also allows us to 
imagine a world where users possess 
that same sort of control over their 
own data and, by way of some adjust-
ments to their applications, will have 
the ability to determine how much 
privacy they can have. So, the basic 
idea behind differential privacy is to 
give individuals the ability to make 
these sorts of decisions in a rational 
and informed manner.

WALDO: That’s a nice way to charac-
terize the goals of differential privacy. 
But now I’m going to ask you to get a 
little more concrete and talk about how 
you intend to meet those goals.

DAMIEN DESFONTAINES: What’s most 
characteristic about differential priva-
cy is that when you generate statis-
tics—that is, some aggregated infor-
mation about a set of people—you 
purposely add noise to the results of 
that computation. This is how you at-
tain the guarantee of differential priva-
cy: by ensuring that someone looking 
at the results of that computation will 
not be able to get information about 
the individuals whose data has been in-
cluded as part of the dataset.

What I mean by noise simply has to 
do with sampling a random number of 
data points from a distribution. Ideal-
ly, that random number can be kept 
quite small—between -10 and 10 for a 
count, for example. For statistics on a 
larger scale, the noise you add should 
not greatly impact the quality of your 
data. Then, as Miguel indicated, dif-
ferential privacy also lets you quantify 
the trade-offs between privacy and 
precision for a dataset. The amount of 
noise you add to the data is what al-
lows you to quantify just how private 
the dataset will be. Which is to say, the 
more noise you add, the less precise 
your statistics will be. At the same 
time, your privacy guarantees will also 
become that much stronger.

WALDO: So, the core idea is that when 
you query the data, the answer has 

DAMIEN DESFONTAINES
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a query, you use some part of your bud-
get. So, let’s say that every time you is-
sue a query, you use half of your re-
maining budget. As you continue to 
issue more queries, the amount of 
noise you introduce into your queries 
will just increase.

With one of our early systems, we 
overcame this by doing something 
you’re hinting at, which was to limit the 
number of queries users could make. 
That was so we wouldn’t exhaust the 
budget too fast and would still have 
what we needed to provide meaningful 
results for our users.

DESFONTAINES: There’s also a ques-
tion that comes up in the literature hav-
ing to do with someone using an en-
gine to run arbitrary queries over a 
dataset—typically whenever that per-
son does not have access to the raw 
data. In such use cases, budget track-
ing becomes very important. Accord-
ingly, we’ve developed systems with 
this in mind, using techniques like 
sampling, auditing, and limiting the 
number of queries that can be run. On 
the other hand, with many common 
applications, you know what kind of 
query you want to run on the data: For a 
busyness graph displayed on Google 
Maps, for example, a handful of prede-
termined queries might be used daily 
to generate the required data so you 
don’t have to provide a higher privacy 
budget for future queries as yet un-
known. Instead, you’ll know in advance 
which queries are going to be issued, so 
you’ll also know how much noise needs 
to be added.

TERRY COATTA: It seems a corollary of 
this might be: If you have a dataset 
against which you intend to perform ad 
hoc queries but don’t know in advance 
what the nature of those queries might 
be, differential privacy in some sense 
limits the utility of that dataset. That is, 
there are only so many ad hoc queries 
that can be served before you’ve effec-
tively exhausted your ability to query 
anymore against that dataset.

GUEVARA: OK, but I guess I would 
frame this in terms of use cases. What 
we’ve discovered is that when you look 
at the sorts of use cases you’re suggest-
ing, people tend to be interested in 
looking only at broad statistical 
trends. Say some company just intro-
duced its product in Country X and 
now wants to see how many users are 

using operating system 1 versus oper-
ating system 2. At that level, differen-
tial privacy provides really good results 
from a statistical perspective.

But then there’s another use case, 
which is what I believe Damien was 
talking about. Let’s say that, for this 
same example, you discover that the 
critical variables for your analysis hap-
pen to be country, age, and income. 
You can just set up a query accordingly 
and then run that every day or every few 
days without consuming any addition-
al privacy budget simply because you’re 
going to be using those data points 
only once every so many days.

WALDO: It seems that many of the ex-
amples you’re offering are gross in the 
sense that there are fairly large num-
bers of entities in the datasets on one 
side or the other of a comparison—
meaning that adding a small amount 
of noise really shouldn’t cause an issue. 
But I wonder about queries around out-
liers. Say, if I wanted to find the num-
ber of people in some particular coun-
try who were still running Windows XP 
or maybe were still using OS/2, a little 
bias in those numbers would probably 
cause a real difference in the outcomes. 
When do you think it’s appropriate—or 
inappropriate—to use a query that is 
differentially private?

GUEVARA: In general, I think differen-
tial privacy is very good for describing 
broad statistical trends in terms of 
how thousands of people do X things 
each day. The Community Mobility Re-
ports that Google has been producing 
to track COVID-19 infection trends is 
a good example. There are other use 
cases where you can look at some very 
particular abuse or spam trends indi-
cating specific attack vectors. If you 
end up doing some very granular que-
ries on that, you’ll find that—while 
it’s theoretically possible to accom-
plish this with differential privacy—
the relative impact of the noise will be 
so huge that the results you’ll get will 
be almost useless.

As a general rule, I’d say that while 
differential privacy is good for doing 
broad population analysis, it’s not so 
good at figuring out how one or two 
people are behaving since, by defini-
tion, that’s the very thing differential 
privacy is designed to protect against.

COATTA: A couple of times already 
we’ve made reference to the amount of 

MIGUEL GUEVARA
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mathematics of differential privacy 
and the realization of actual privacy 
protection goals. Progress in this re-
gard is not yet up to Google scale.

And yet, Google has a clear, vested 
interest in building public confidence 
in the notion that it and other large 
aggregators of user data are fully ca-
pable of provably anonymizing the 
data they utilize. Finding a way to con-
vey that in a convincing manner to the 
general public, however, remains an 
unsolved problem.

WALDO: When it comes to users who are 
worried about privacy, I doubt you’ll be 
able to ease those concerns much by 
telling them you’ve set epsilon to some 
particular value. How do you translate 
the significance of that into something 
users can understand?

GUEVARA: Honestly, I don’t think 
we’ve done a great job of communicat-
ing this to users. We’ve been more fo-
cused on raising awareness. But this 
issue you raise is an important one 
since there are just so many miscon-
ceptions about anonymization out in 
the world right now. Many people be-
lieve that, to anonymize data, you just 
remove an entire identifier from a data-
set. So, our first step is to make sure ev-
eryone realizes that does not qualify as 
proper or strong anonymization.

Then, once we get to that stage 
where users have personal privacy as 
their mindset, one of the biggest priori-
ties for those of us in the privacy re-
search community needs to become 
exactly what you’re saying: How can we 
help people see the connection be-
tween what we’re doing mathematical-
ly and what they’ve come to expect in 
terms of protections for their own per-
sonal privacy?

We’ve already done a bit of user re-
search that has allowed us to really talk 
with users, and what I’ve learned is 
that, whenever we’re able to show peo-
ple how their personal data can be hid-
den behind the crowd and protected by 
random information, they definitely 
come around to expressing more confi-
dence. Clearly, however, there’s still a 
huge challenge ahead for us in terms of 
learning how to talk about these math-
ematical techniques and the guaran-
tees they confer in ways that feel more 
tangible to end users.

privacy that might be “lost,” whereas 
the layman concept of privacy is more 
Boolean—that is, it’s either private or 
not. So, it’s interesting to talk about it 
here as a quantitative measure. What 
does that actually mean?

DESFONTAINES: The notion of privacy 
as something Boolean is misleading 
from the start. Even outside of differen-
tial privacy, you always need to ask 
yourself questions like: How can we 
make this feature work while collecting 
as little data as possible? What level of 
protection should we apply to the data 
we store? How can we request user con-
sent in an understandable, respectful 
way? And so on.

None of these questions is Boolean. 
Even in adversarial contexts, where the 
answer seems to be Boolean, it isn’t. For 
example: Is the attacker going to be 
able to intercept and re-identify data? 
The answer is either yes or no.

But you still need to think about oth-
er questions like: What is the attacker 
capable of? What are we trying to de-
fend against? What’s the worst-case 
scenario? This is to say, even without 
the formal concept of differential pri-
vacy, the notion of privacy in general is 
far from Boolean. There always are 
shades of gray.

What differential privacy does to 
achieve data anonymization is to quan-
tify the trade-offs in a formal, mathe-
matical way. This makes it possible to 
move beyond these shades-of-gray as-
sessments to apply a strong attack 
model where you have an attacker 
armed with arbitrary background 
knowledge and computational re-
sources—which represents the worst 
possible case—and yet you’re still able 
to get strong, quantifiable guarantees. 
That’s the essence of differential priva-
cy, and it’s by far the best thing we have 
right now in terms of quantifying and 
measuring privacy against utility for 
data anonymization.

Powerful as differential privacy may be, 
it’s also highly abstract. Getting users 
and developers alike to build confi-
dence around its ability to protect per-
sonally identifiable information has 
proved to be challenging.

In an ongoing effort, various ap-
proaches are being tried to help people 
make the connection between the 

JIM WALDO
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DESFONTAINES: The other side of this 
is that gaining a better understanding 
of the users’ privacy concerns is part of 
what informs policy. Some of their 
questions are entirely orthogonal to 
the use of differential privacy. For ex-
ample: Who among my family and 
friends and colleagues can see what I 
just shared online? How long will my 
data be kept?

When the time comes, we need to be 
able to offer differential privacy as an 
answer to the different, more specific 
question: How is my data protected 
whenever Google shares aggregated 
data publicly?

WALDO: Maybe you ought to describe 
what you’ve developed for Google to 
make differential privacy a little easier 
for the average programmer to use.

GUEVARA: The first critical thing to 
point out is that we’ve developed a SQL 
engine that produces differential pri-
vacy results. The core idea behind that 
was, since a lot of analysts are already 
familiar with SQL, it would be best just 
to augment that syntax with a couple of 
differentially private operations. Es-
sentially, that means someone can do 
an anon count and produce a differen-
tial privacy count from that and, simi-
larly, do an anon sum and produce a 
differential privacy sum.

Some of the other pieces we’ve built 
are geared more toward a data-opera-
tion framework that processes a lot of 
data. You can think of them as Apache 
Beam-type frameworks that let us turn 
regular operations—primarily counts 
and sums—into differential privacy op-
erations that teams then can use to pro-
duce their data in a manner that better 
protects privacy. [Apache Beam is an 
open source, unified model for defin-
ing both batch and streaming data-par-
allel processing pipelines.]

WALDO: How broadly is this used 
within Google and in what context?

DESFONTAINES: Probably the most vis-
ible user-facing examples are a few fea-
tures in Google Maps that are powered 
by differential privacy. Then there also 
are the COVID-19 Community Mobility 
Reports mentioned earlier. We use dif-
ferential privacy internally as well to 
help analysts access data in a safe, ano-
nymized way, and to power internal 
dashboards that let developers moni-
tor how their products are being used. 
Basically, at a high level, any time a 

team wants to do something with sen-
sitive data that calls for the data to be 
handled in an anonymous manner—
for example, to retain the data longer 
so that data-protection requirements 
that might otherwise call for encryp-
tion or tight access controls can instead 
be relaxed—we encourage them to use 
differential privacy.

COATTA: But I can easily imagine us-
ers shooting themselves in the foot 
when using differential privacy. For ex-
ample, I might issue some queries 
against the database, get some results 
back, and think I actually know what 
those results mean. What I might fail to 
recognize is that there’s so much noise 
in those results that they actually don’t 
mean anything at all. What does 
Google’s differential privacy library do 
to help people avoid this trap?

GUEVARA: Results that contain more 
noise than you realize can be a real 
problem from a usability perspective. 
In fact, one of the things our internal 
users continually ask us is: Where 
should we stop trusting the data?

Imagine that you issue a query and 
then get back a table that, say, gives you 
different counts. At some point, those 
counts will have more noise than real 
data in them. One way we try to address 
that is by providing confidence inter-
vals in the results, with the hypothesis 
being that, if the confidence interval is 
very small relative to the value, then 
there’s very little noise—meaning us-
ers can trust that result. If the confi-
dence interval is very broad, then users 
can infer there’s a lot of noise. And 
then, yes, they can stop trusting the 
data at that point.

DESFONTAINES: In the specific use 
case of the COVID-19 Community Mo-
bility Reports, which contain data that 
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that theory into practice has proved dif-
ficult and has required more time and 
thought than we anticipated.

There are a few reasons for this. 
One is that the literature makes 
some assumptions about the type of 
data you’d be looking to anonymize, 
and we discovered—in practice—
that this is mostly wrong. An exam-
ple is the assumption that each re-
cord of the dataset corresponds to a 
single user. This owes to the fact that 
the main use case presented in much 
of the literature relates to medical 
data—with one record per patient. 
But, of course, when you’re working 
with datasets like logs of user activi-
ties, place visits, or search queries, 
each user ends up contributing 
much more than just a single record 
in the dataset. So, it took some inno-
vations and optimizations to ac-
count for this in building some bet-
ter tooling for our purposes.

Something else that contributed 
to the unforeseen difficulties was 
that, even though the math is rela-
tively simple, implementing it in a 
way that preserves the guarantees is 
tricky. It’s a bit like RSA (Rivest-
Shamir-Adleman) in cryptography—
simple to understand, yet naïve im-
plementations will encounter serious 
issues like timing attacks. In differ-
ential privacy theory, you add a ran-
dom number from a continuous dis-
tribution to a statistic with arbitrary 
precision. To do that with a comput-
er, you need to use floating-point 
numbers, and the ways these are rep-
resented come with a lot of subtle is-
sues. For example, the bits of least 
precision in the noisy number can 
leak information about the original 
number if you’re not careful.

In many ways, the release of an open 
source version of Google’s differen-
tial privacy library creates a whole 
raft of new challenges. Now there’s 
an education program to roll out; 
users and developers to be support-
ed; new tools to be built; external 
contributions to be curated, vetted, 
and tested … indeed, a whole new re-
view process to put into place and an 
even broader undertaking to tackle in 
the form of organizing an external 
community of developers.

researchers and policymakers use to 
make hard decisions about social dis-
tancing and that sort of thing, we don’t 
want them to derive the wrong conclu-
sions from the data just because they 
don’t really understand the noise-ad-
dition process. We did a couple of 
things to help avoid that. One is that 
we decided to publish only the data 
where the confidence intervals seemed 
tight enough. That is, if the added 
noise had more than a 10% chance of 
leading to numbers that were more 
than 10% off, we didn’t release that 
data. Instead, we’d say, “What we have 
isn’t accurate enough, so no data is 
available for this metric.”

The second thing we did was to doc-
ument the whole process just as pre-
cisely as we could in a whitepaper 
that’s been published online [Differen-
tially Private SQL with Bounded User 
Contributions; https://arxiv.org/
abs/1909.01917]. Referring to this, any-
one doing complex statistical analyses 
on the data should have what they 
need to account for the uncertainty 
contributed by the noise.

WALDO: Of course, any machine-
learning algorithm also has a certain 
confidence interval. What is the rela-
tionship between the confidence inter-
vals you’re able to get out of a differen-
tially private query on the data and 
what the machine-learning folks then 
manage to do with that data? Or have 
you not connected the two as yet?

DESFONTAINES: There are various 
ways to combine differential privacy 
and machine learning, and we have a 
lot of researchers working on that 
very thing—in particular, by increas-
ing the accuracy of machine-learning 
models while making them safe 
through the use of differential priva-
cy. We’ve also published an open 
source library [TensorFlow Privacy] 
that incorporates some of these tech-
niques as part of training models for 
machine learning.

We’re now experimenting to under-
stand better how machine-learning 
models trained on sensitive datasets 
can inadvertently memorize informa-
tion from the original training data, 
while also working to see how differen-
tial privacy might be used to quantify 
that. One challenge is that the epsilon 
parameters we get by way of these 
methods are typically quite high, 

sometimes to the point where it’s hard 
to interpret the relevant guarantees. 
Empirically, however, it also seems 
that even these difficult-to-interpret 
guarantees generally prove successful 
in mitigating attacks. Let’s just say this 
is proving to be a fascinating and fruit-
ful field of research.

COATTA: Have you run into any com-
plications in trying to combine differ-
ential privacy with other privacy-pro-
tecting technologies? I ask, since 
differential privacy clearly isn’t going 
to solve all our problems.

GUEVARA: I think we’re just too early 
in our efforts to advance protections to 
know what all the possibilities are, but 
there are some encouraging signs. I’ve 
heard that some people are trying to 
use differential privacy with federated 
learning to train models in a provably 
private way. I’ve also heard that differ-
ential privacy is being used together 
with homomorphic encryption to share 
data between two parties such that 
both parties then can produce results 
that don’t reveal any individual pat-
terns or any group of patterns.

WALDO: One of the interesting 
things I’ve observed about differential 
privacy is that there has been about a 
10-year lag between the theoretical 
foundations and the first practical ap-
plications, which are only now be-
coming available. What has made this 
so difficult to implement?

 DESFONTAINES: We were quite sur-
prised by some of the difficulties we en-
countered. Fundamentally, I don’t 
think the math is all that hard. The ba-
sic results and techniques are relatively 
simple, and it doesn’t really take much 
time or effort to get a reasonable un-
derstanding of the theory behind them. 
But it turns out that transforming all 

https://arxiv.org/abs/1909.01917
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But that’s just what comes with the 
territory whenever there are grand as-
pirations. The goals of Google’s differ-
ential privacy team happen to be quite 
ambitious indeed.

COATTA: It’s great you’ve released this 
open source library that provides for the 
implementation of much of the really 
subtle mathematical computation at 
the heart of differential privacy. But do 
you also have a lot of unit tests to make 
sure this isn’t going to go off the rails?

DESFONTAINES: One of the other 
things we open sourced along with the 
library was a testing framework, specif-
ically built to verify differential privacy 
guarantees. But unit tests are a little 
difficult for that type of library. By de-
sign, differential privacy randomizes 
its outputs, so you can’t simply check to 
make sure the value returned is the one 
you were expecting. The testing frame-
work, on the other hand, gives you a 
way to empirically verify the formal 
property of differential privacy by gen-
erating lots of outputs and applying 
statistical tests. We published a de-
scription of one of our methods in the 
whitepaper I referred to earlier.

Anyway, yes, we agree: Testing is su-
per-important, and special statistical 
techniques must be used to comple-
ment unit testing and manual auditing.

WALDO: In looking over your open 
source page, I see a few languages are 
supported—one seemingly better than 
the others. Do you plan to expand this 
to other languages? Or are you going to 
focus more on adding new algorithms? 
Do you think you’ll manage to do a bit 
of both?

GUEVARA: The languages supported 
are those we use in production at 
Google: Go, C, and Java. In time, we 
hope to offer the same set of features 
for each of those three languages. You’ll 
probably soon see an experimental 
folder that will contain some new 
things like those higher-level, data-pro-
cessing frameworks I mentioned earli-
er. There also will be some open source 
things to help with the accounting for 
privacy budgets over a set of queries. 
We’re definitely looking to extend our 
open source library, and the things peo-
ple will find there are mostly the same 
things we use internally, meaning we 
have a lot of confidence in them.

COATTA: What if people outside of 
Google encounter difficulties when us-
ing the technology? After all, it’s not as 
if they can walk down the hall to talk to 
the person who wrote whatever it is 
they’re having an issue with.

GUEVARA: We try to answer people’s 
questions on the repository to the de-
gree possible. Anyone can check the 
comments posted there and the issues 
submitted there. Our goal, actually, is 
to be as supportive as possible.

WALDO: It looks at this point as 
though this is mostly a read-only open 
source repository for people outside of 
Google. Do you have any plans to ex-
pand the implementation team to in-
clude people from outside?

DESFONTAINES: In time we’d like to 
open it up to external contributions. At 
first, our C++ library didn’t seem to gen-
erate a lot of external contributor inter-
est. For one thing, the number of peo-
ple who work on differential privacy 
isn’t huge, and C++ isn’t widely used in 
the open source community. Still, more 
recently, we’ve witnessed a real growth 
in interest, both for differential privacy 
in general and for our work in particu-
lar. Folks at OpenMined, for example, 
wrote a Python wrapper for our work 
and are working on Java tooling based 
on our libraries. We hope to attract even 
more people as we start to publish more 
in Java and Go—in particular around 
end-to-end tools like Privacy on Beam.

WALDO: Whenever the time comes for 
you to start taking in external contribu-
tions, it should make for an interesting 
vetting process since this is fairly sub-
tle stuff.

DESFONTAINES: Exactly. Much remains 
to be determined in terms of what we’ll 
need to do in the way of testing, math-
ematical proofs, ensuring code quality, 
and the rest of it prior to accepting any 
contribution into the repository.

GUEVARA: We’ll need to make sure the 
differential privacy mechanisms are ac-
tually doing what they’re supposed to 
be doing—which means there would 
need to be some sort of review process. 
We’re just not sure what that process 
ought to look like yet.

COATTA: How widely deployed do you 
expect differential privacy ultimately 
to be?

GUEVARA: It could have the sort of 
reach encryption has currently. In the 
same way that many people now use 

encryption by default, I’d like to see a 
world where people use differential pri-
vacy by default prior to analyzing datas-
ets. That should just be a standard best 
practice. That’s because privacy protec-
tions then would become commonplace.

There’s another aspect of differen-
tial privacy we haven’t talked about yet, 
and that’s the ability to collect data in a 
differentially private way. So, here 
again, going back to that crypto analo-
gy, I’d like to see a world where, by de-
fault, data applications collect data 
only in a differentially private man-
ner—perhaps allowing exceptions only 
for specific use cases.

DESFONTAINES: I agree with Miguel. 
The biggest barrier to achieving differ-
ential privacy today is not the math or a 
lack of theoretical research. Instead, 
we need more implementations and 
some dedicated effort to make differ-
ential privacy easier to use. Once we 
have that, people will be able to readily 
add differential privacy whenever 
they’re publishing the results of data 
analysis or statistical studies. Then, 
maybe differential privacy will become 
a standard best practice rather than 
just a curiosity.

Should similar efforts around lo-
cal differential privacy also prove 
successful, that too could become a 
best practice for data collection—at 
least, that’s a long-term goal of ours. 
The only thing that stands between 
us and achieving that goal is more 
implementation, usability, and out-
reach work—as opposed to more re-
search breakthroughs.

COATTA: In terms of this becoming 
the default way of doing data analysis, 
how long will it be before a differential-
ly private data service becomes some-
thing I can just sign up for on the 
Google engine or AWS (Amazon Web 
Services)?

GUEVARA: A lot of the foundational 
pieces already exist on the Google site, 
so I don’t think it should take that long. 
My optimistic estimate would be one 
year. A pessimistic estimate would be 
more like three years. But I sure hope it 
doesn’t take that long before we’re able 
to offer default services that deliver dif-
ferential privacy for end users in a more 
intuitive manner. 

Copyright held by authors/owners.  
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IF IT WORKERS fear they will be punished for outages, 
they will adopt behavior that leads to even larger 
outages. Instead, we should celebrate our outages: 
Document them blamelessly, discuss what we’ve 
learned from them openly, and spread that knowledge 
generously. An outage is not an expense. It is an 
investment in the people who have learned from it. We 
can maximize that investment through management 
practices that maximize learning for those involved and 
by spreading that knowledge across the organization. 
Managed correctly, every outage makes the organization 
smarter. In short, the goal should be to create a learning 
culture—one that seeks to make only new mistakes.

I worked at Bell Labs in New Jersey from 1994 to 2000.  
I was a systems administrator on a team of people 
charged with maintaining thousands of computers 

and the network that connected them. 
It was intimidating to be surrounded 
by so many brilliant scientists and en-
gineers, many of whom had written the 
textbooks I used in college.

One day, I had to make a configu-
ration change to the central router. 
It is difficult to measure the size of a 
change. I could say it was a tiny change 
in that it affected only a few lines of the 
router’s configuration file. On the oth-
er hand, it was a big change in that it 
impacted a network used by thousands 
of users. It was an important change 
because an important project was 
blocked waiting for it to be completed.

I typed the commands to alter the 
configuration, saved the new configu-
ration, and checked the things I usu-
ally check. The change was a success ... 
or so I thought.

Proud of myself, I moved on to other 
work. A little while later I couldn’t con-
nect to most machines on the network. 
Neither could anyone else. I panicked. 
Could my change have caused that? Im-
possible! That was nearly an hour ago.

No, it was definitely my change. 
There are some typos that don’t show 
any ill effects right away. In this case, 
a cache was held for 45 minutes. At 46 
minutes the router was a very expen-
sive box doing nothing.

I reverted my change, and every-
thing returned to normal.

My father used to joke about weather 
forecasters. For example, he would say 
that if they simply predicted that tomor-
row the weather would be “about the 
same as today,” they would be accurate 
70% of the time where we lived, and per-
haps 90% of the time in Los Angeles. By 
way of analogy, I often joke that during 
an outage, asking, “What was the last 
big change we made?” will make you 
look like a genius 70% of the time, and 
perhaps 90% of the time in Los Angeles.

Even though my change had been 
completed nearly an hour ago, it was 
certainly the most recent big change.

Learning The Wrong Lesson
Sitting at my desk, I did a little back-of-
the-envelope math to calculate the cost 
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of this outage: number of people af-
fected, estimated average Bell Labs sal-
ary, the likelihood people were at their 
computers at the time...

My calculations estimated that the 
outage cost the company about $10,000 
and affected thousands of people.

I panicked.
I hid in my office.
Prayed that nobody would say any-

thing or notice.
And guess what? Nobody did.
I dodged the bullet. Or, maybe 

someone else was blamed. I didn’t care 
as long as I didn’t get in trouble.

I learned an important lesson that 
day: Don’t touch that particular con-
figuration parameter and, if you do, 
always wait at least an hour before you 
declare success.

And Then It Happened
It may surprise you, but that outage 
was not the time I stole $10,000 from 
Bell Labs.

It was an honest mistake, a begin-
ner’s mistake. Chalk it up to the cost of 
learning on the job. While my fear and 
embarrassment were real, most likely 
those feelings were unfounded. I had an 

awesome boss who would have protect-
ed me. Plus, LANs were pretty unreli-
able back then, and most of the affected 
users probably took the outage in stride.

The stealing was what happened next.
A month later another person on 

my team made the exact same mistake. 
The outage was the same size, dura-
tion, and estimated $10,000 cost.

That outage definitely would have 
been prevented if I had shared what I 
learned from my outage. I knew it then, 
and years later I still believe it.

The stealing wasn’t a result of my 
outage. It was how I responded to my 
outage. I had robbed the company of 
the opportunity to learn and improve.

Fear Drives Negative Behavior
If people are afraid they will be pun-
ished for outages, the result will be 
self-protective behaviors that have un-
intended negative side effects. These 
side effects can lead to more frequent 
and bigger outages.

Some of these negative behaviors 
include:

 ˲ Hiding mistakes. This blocks or-
ganizational learning and can rob the 
company of potential improvements.

 ˲ Hiding problems. People will in-
tentionally hide a problem if there is a 
culture of shooting the messenger. This 
leads to problems being discovered only 
when they are too big to be invisible.

 ˲ Ignoring small problems. People will 
ignore a small problem out of fear that 
fixing it, which is often error prone, 
may lead to an outage that they will be 
blamed for. This leads to problems be-
ing addressed only when they are big 
enough, and expensive enough, that 
they can’t be ignored.

 ˲ Shutting down communication. Fear 
has a chilling effect that prevents the open 
and honest communication required to 
work well as a team, and prevents teams 
from working well together.

 ˲ Losing the best skilled people. If they 
don’t choose to leave the toxic culture, 
the toxic culture will force them out.

If your organization runs from one 
major disaster to another, maybe the 
problem is a corporate culture that un-
intentionally drives these behaviors.

Want a more reliable system? You 
will need a team that is highly skilled, 
communicates effectively, and fixes 
problems when they are small. Fear 
creates the opposite.
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The best public postmortems pres-
ent what has been learned in ways that 
are useful to customers. The highest 
compliment you can get is, “I learned 
so much from your public postmor-
tem that it made me better at my 
job!” What customers mean by such 
a compliment is that either they have 
learned a practice they can adopt at 
their company, or they have learned 
previously obscured details about 
your product that help them do their 
jobs better when using your product. 
The loyalty this creates is priceless.

It is important that communication 
with the public be authentic. Sound 
like a human, not a press agent. Admit 
failure. Write in the first person and 
show real remorse. Avoid the tempta-
tion to minimize the full impact of the 
outage by saying, “We regret the im-
pact it may have had on our users and 
customers.” May have had an impact? 
There was impact! Otherwise, you 
wouldn’t be sending this message. Say, 
“We apologize for the impact this out-
age had on our customers.” Your legal 
and public relations departments may 
have trouble with this at first, but they 
need to learn that today’s customers 
are astute judges of authenticity.

Conclusion
Obviously, I didn’t literally steal $10,000 
from Bell Labs. But I did rob my team of 
learning from my mistake in a way that 
could have improved the entire team. I 
learned my lesson, and I’m glad to have 
the opportunity to share it with you.

Nobody loves outages. They are in-
evitable, so we might as well make 
the most of them. Through blameless 
postmortems and other techniques 
we can create a culture where every 
outage results in the organization be-
coming smarter.

If we do it right, the only mistakes 
we make will be new mistakes. 

If you would like to learn more about this subject, I 
recommend Zweiback’s Beyond Blame: Learning from 
Failure and Success and chapter 14 of The Practice of 
Cloud System Administration, the book I wrote with 
Strata Chalup and Christina Hogan.

Thomas A. Limoncelli is the SRE manager at Stack 
Overflow Inc. in New York City. His books include The 
Practice of System and Network Administration, The 
Practice of Cloud System Administration, and Time 
Management for System Administrators. He blogs at 
EverythingSysadmin.com and tweets at @YesThatTom.
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Frequently after a major outage or 
other problem, we see CEOs or politi-
cians claiming they will “fire the re-
sponsible person.” Congrats, dude. 
You just helped assure a future full of 
bigger, more frequent outages.

I’m not sure where this “fire some-
one” response comes from. It certainly 
makes good TV sitcom material. It 
definitely plays well at a news con-
ference. It’s doubtful, however, that 
MBA programs are teaching future 
executives that if they fire anyone who 
makes a mistake, eventually their com-
pany will employ only perfect people. 
On the contrary, firing everyone who 
makes a mistake will result in a com-
pany with no employees, or a com-
pany full of people waiting to be fired 
when management discovers that they 
are human. Yet, frequently CEOs and 
politicians are pressured to prove their 
seriousness by firing someone. How 
many times did pundits speculate 
when or who President Obama would 
fire during the stunted launch of the 
Affordable Care Act website?

Such toxic cultures make it dif-
ficult to hire the best. Word travels 
fast. If your company has a reputation 
for blaming and shaming, word will 
spread, and top talent will avoid you.

DevOps Celebrates Mistakes
DevOps culture has a more enlightened 
attitude about outages. Rather than 
hiding them or pretending they didn’t 
happen, we document them. Rather 
than punishing anyone, we encourage 
responsibility and accountability.

It is irrational to believe that a com-
plex system can be 100% free of out-
ages. Therefore, punishing people or 
getting angry at someone because of 
an outage is irrational.

A more enlightened stance is to view 
each outage as an unplanned invest-
ment. I didn’t create a $10,000 outage 
at Bell Labs. Bell Labs invested $10,000 
in my education. To make the most 
out of that investment, the education 
should be put to the best use possible.

Learning from incidents does not 
magically happen. The desire may ex-
ist, but more is required. The shift from 
blame to learning requires a commit-
ment from executives, management, 
and non-management alike. Execu-
tives must model blameless behavior 
and encourage learning. Management 

must create processes that enable 
learning. Project managers need to 
allocate space and time for these pro-
cesses to happen. Everyone must learn 
to be more open and humble.

DevOps culture encourages writ-
ing a postmortem report to capture 
what happened and what was learned. 
Focusing on the question, “What was 
learned?” rather than, “Why did this 
happen?” or “Who’s to blame?” creates 
a culture of learning and improvement.

Postmortems help us to be ac-
countable. The word accountable 
literally means “to account for what 
happened”—that is, to tell the story. 
The postmortem should focus on a 
timeline of what happened and what 
was learned.

A postmortem report usually con-
cludes with a list of what should be done 
to prevent similar events in the future. 
Each item in that bullet list is triaged 
like any other bug or feature request. 
New thinking in DevOps suggests that 
focusing on this list is a distraction from 
the learning process. Some organiza-
tions have started to separate out the 
process of identifying these follow-up 
projects by moving that discussion to a 
separate meeting conducted afterwards, 
often with a smaller group of people.

Dave Zwieback’s excellent book 
Beyond Blame: Learning from Failure 
and Success discourages the use of the 
term postmortem and instead calls the 
process a learning review. A learning re-
view can be used to analyze any event. 
There is as much to learn from success 
as from failure.

Large events (outages and suc-
cesses) are chock-full of learning op-
portunities. Those involved should be 
encouraged to share what was learned 
even more widely by presenting on the 
topic. While at Google, I frequently 
saw SREs (site reliability engineers) 
travel to far-flung offices to give pre-
sentations about a recent outage and 
how the local team could leverage 
what was learned. Talk about the op-
posite of hiding in shame!

When an outage affects customers, a 
public version of the postmortem report 
should be made available. Public rela-
tions and legal departments will likely 
break into a sweat the first time this is 
suggested, but companies are learning 
that public postmortems actually build 
customer confidence and loyalty.

http://EverythingSysadmin.com
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I N  2 0 1 5 ,  F R A N C E ’ S  Ministry of Culture wrote to the 
French Parliament4 criticizing the lack of standards  
for a keyboard layout. It pointed out that azerty,  
the traditional layout, lacks special characters needed 
for “proper” French and that many variants exist.  
The national organization for standardization, AFNOR, 
was tasked with producing a standard.5 We joined this 
project in 2016 as experts in text entry and optimization.

T H E  F R E N C H  L A N G UAG E  uses accents (for example, 
é, à, î), ligatures (œ and æ), and specific apostrophes 
and quotation marks (for example,’ « » “ ”). Some are 
awkward to reach or even unavailable with azerty 
(Figure 1), and many characters used in French dialects 

are unsupported. Similar-looking char-
acters can be used in place of some 
missing ones, as with “ for “, or ae for æ. 
Users often rely on software-driven au-
tocompletion or autocorrection for 
these. Also, they insert rarely used char-
acters via Alt codes, from menus, or by 
copy-pasting from elsewhere. The min-
istry was concerned that this hinders 
proper use of the language. For exam-
ple, some French people were taught, 
incorrectly, that accents for capital let-
ters (for example, É, À) are optional, a 
belief sometimes justified by reference 
to their absence from azerty.

This article reports experiences and 
insights from a national-scale effort at 
redesigning and standardizing the spe-

AZERTY 
amélioré: 
Computational 
Design on a 
National Scale
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A new French keyboard standard  
is the first designed with the help  
of computational methods.
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cial-character layout of azerty with 
the aid of combinatorial optimization. 
Coming from computer science, our 
starting point was the known formula-
tion of keyboard design as a classical 
optimization problem,2 although no 
computationally designed keyboard 
thus far has been adopted as a nation-
wide standard. The specific design task 
is shown in Figure 2. Going beyond 
prior work, our goal was not only to en-
sure high typing performance but also 
to consider ergonomics and learnabil-
ity factors.

However, the typical “one-shot” 
view of optimization, in which a user 
defines a problem and selects a solver, 
offers poor support for such complex 

socio-technical endeavors. The goals 
and decisions evolved considerably 
throughout the three-year project. 
Many stakeholders were involved, with 
various fields of expertise, and the 
public was consulted.19,20 A key take-
away from this case is that algorithmic 
methods must operate in an interac-
tive, iterative, and participatory man-
ner, aiding in defining, exploring, de-
ciding, and finalizing the design in a 
multi-stakeholder project.

In this article, we discuss how inter-
active tools were used to find a jointly 
agreed definition of what makes a good 
keyboard layout: familiarity versus user 
performance, expanded character sets 
versus discoverability, and support for 

 key insights
 ˽ France is the first country in the world 

to adopt a keyboard standard informed 
by computational methods, improving 
the performance, ergonomics, and 
intuitiveness of the keyboard while 
enabling input of many more characters.

 ˽ We describe a human-centric approach 
developed jointly with stakeholders  
to utilize computational methods in  
the decision process not only to solve 
a well-defined problem but also to 
understand the design requirements, 
to inform subjective views, or to 
communicate the outcomes.

 ˽ To be more broadly useful, research  
must develop computational methods 
that can be used in a participatory and 
inclusive fashion respecting the different 
needs and roles of stakeholders. 
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sential not only to solve a well-stated 
design problem but also to understand 
it and to communicate and appreciate 
its final outcomes. They are needed to 
elicit and inform subjective views, and 
to resolve conflicts and support con-
sensus by presenting the best compro-
mises achievable. This yields a vastly 
different picture of optimization and 

algorithmic tools, revealing important 
opportunities for research to better 
support participatory use.

Goals for Revising azerty
The AFNOR committee concerned 
with the development of a standard for 
the French keyboard was composed of 
Ministry of Culture representatives 

everyday language versus programming 
or regional dialects. Interactive tools are 
also needed to elicit subjective prefer-
ences11 and to help stakeholders under-
stand the consequences of their choices.

Although only time will tell whether 
the new layout is adopted, one can 
draw several lessons from this case. 
Com putational methods become es-

Figure 1. The old AZERTY layout. Try typing «  À l’évidence, l’œnologie est plus qu’un ‘hobby’.  » (“Evidently, wine-making is more 
than a ‘hobby’.”) Hint: the underlined characters are not present, such as nonbreaking spaces and curved apostrophes.

Figure 2. The computational goal was to assign the special characters to the available keyslots such that the keyboard is easy to use and  
typing French is fast and ergonomic. The process saw the set of characters change frequently; in (a), the set in the final layout is shown  
(the last 24 characters displayed were not part of the optimization problem but added later).

@ # à § é ´ è `

`

ê & ( ) [ ] ‘ ’ _ — « “ ‹ » ” › ’

" ° ˆ ¨ æ Æ £ € ® { ™ − - + ± †

‡ ß ß $ / | ∞ / \ ÷
√

* ½ × < > ≤ ≥ = © ç Ç . ?

¿ , ! ¡ : . . . · ; ˙ ˘
¯

, ˝ ‚ ˚ - ¯ ˇ · ˜ ˛ ¸ ¼ ≠

≠

− À È Ê

É Z Z

(a) Example set of special characters (107). In red are diacritic marks; entered via dead keys; see pane d.

(b) The set of keyslots (129), with green for free keyslots and blue for modifier keys to access each of the four slots per key.

(c) Each key offers four keyslots accessible via modifier keys.
(d) Diacritics work as dead keys: visible output is produced
upon subsequent input of a letter.
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intermediate solutions, priorities up-
dates, public requests, and so on. We 
detail these changes in the later text.

Keyboard Design as  
an Optimization Problem
The arrangement of characters in a 
layout is a very challenging computa-
tional problem. Formally, one must as-
sign characters to the keyboard keys 
and to keyslots accessible via modifier 
keys. Each assignment involves three 
challenging considerations. We here 
discuss the computational problem 
before opening up approaches to mak-
ing them useful in a multi-stakeholder 
design project.

Firstly, what is a “good” placement? 
Ergonomics and motor performance 
should be central goals. More common 
characters should be assigned to keys 
that minimize risks of health issues 
such as repetitive strain injury and 
that are quickly accessed. However, 
people differ in how they type.7 There 
is no standard model that can be used 
as an objective function. Also, time 
spent visually seeking a character 
should be minimized through, for ex-
ample, placing characters where peo-
ple assume they are,14 and grouping 
characters that are considered similar.

Secondly, which level of language to 
favor is tricky to know in advance and, 
as we learned, a politically loaded ques-
tion. To decide where to put #, we must 
weigh the importance of programming 
or social-media-type language in which 
that character might be common, 
against “proper” literary French in 
which it is rare. Decisions on character 
positions mean trading off many such 
factors for a large range of users and 
typing tasks.

Finally, there is a very large num-
ber of possible designs, up to 10213 dis-
tinct combinations for assigning 
characters to keyslots in our case. Text 
input is a sequential process wherein 
entering a character depends on the 
previously typed one. Therefore, find-
ing the best layout for typing is an 
instance of the quadratic assignment 
problem (QAP).2,6,16 These are not only 
hard to solve in theory (NP-hard to 
approximate within any constant fac-
tor22); there still exist unsolved 
instances of QAPs, published as 
benchmarks decades ago, with only 
30 items,3 a far cry from 129.

and experts in ergonomics, typogra-
phy, human- computer interaction, lin-
guistics, and keyboard manufacturing. 
A typical standardization process in-
volves meetings to iterate over each as-
pect of the standard and its wording. 
Final drafts are opened to public com-
ment on which the committee then it-
erates if need be. At the start of the 
project, we took these meetings as an 
opportunity to understand the require-
ments of the design problem from a 
human-centered perspective. We then 
formulated them in a way that enabled 
modeling and solving the problem us-
ing optimization.

Our task was to develop an improved 
layout for all so-called “special charac-
ters”, that is, every character that is not 
a nonaccented letter of the Latin alpha-
bet (“AZERTYUIOP…”), a digit, or the 
space bar. The list of special characters 
to be made accessible was greatly aug-
mented compared to the traditional 
azerty layout, to facilitate the typing of 
all characters used in the French lan-
guage and its dialects,a modern com-
puter use (especially programming and  
social media), and scientific and math-
ematical characters (for example, Greek 
letters), alongside major currency sym-
bols and all characters in Europe’s 
other Latin-alphabet languages. 
Despite having to add many new char-
acters, we strove to keep the layout 
usable, ergonomic, and easy to learn.

There were several challenging re-
quirements (Figure 2). The physical 
layout follows the alphanumeric sec-
tion of the ISO/IEC 9995-112 standard. 
Each key can hold up to four charac-
ters, using combinations of the Shift 
and AltGr modifiers (Figure 2c). For 
nonaccented letters, digits, and the 
space, the layout had to remain as in 
traditional azerty, leaving 129 keyslots 
(see Figure 2b). The only characters 
that could be added or moved were the 
special characters described in Figure 
2a; their number, up to 122, varied 
throughout the project as new sugges-
tions were made and discussed. Com-
bining diacritical characters, like ac-
cents, are entered via “dead keys,” as 
explained in Figure 2d.

Note that the requirements and con-
straints of this project evolved dramat-
ically as it progressed, depending on 

a https://bit.ly/32ZGnQh

Despite having 
to add many new 
characters, we 
strove to keep 
the layout usable, 
ergonomic, and 
easy to use. 

https://bit.ly/32ZGnQh
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The challenge for us was to trans-
late goals such as “facilitate typing 
and learning” into quantifiable objec-
tive functions. We ended up defin-
ing four objective criteria, which 
were combined in a weighted sum to 
yield a single objective function:6,19 
Performance (minimizing movement 
time), Ergonomics (minimizing risks of 
strain), Intuitiveness (grouping similar 
characters together), and Familiarity 
(minimizing differences from azerty). 
Table 1 presents our formulation of the 
integer program and articulates the 
intuition behind each criterion.

The criteria here rely on input data 
that reflect the real-world typing of 
tens of millions of French users. 
Therefore, we gathered large text cor-
pora, with varied topics and writing 
styles, and weighted them in accor-
dance with the committee’s requests. 
We focused on three typical uses. For-
mal text is well-written, curated text 
with correct French and proper use of 

special characters. Sources include the 
French Wikipedia, official policy docu-
ments, and professionally transcribed 
radio shows. Informal text (for exam-
ple, in social-media or personal com-
munication) has lower standards of or-
thographic, grammar, and typographic 
correctness. The material includes an-
onymized email and popular accounts’ 
Facebook posts and Tweets. The Pro-
gramming corpora comprise content 
representative of common program-
ming and description languages: Py-
thon, C++, Java, JavaScript, HTML, and 
CSS, with comments removed. Several 
of our Formal-and Popular-class cor-
pora were provided by the ELDA.8,b Fre-
quencies were computed by corpus, 
then averaged per character and class, 
and finally assigned weights subject to 
committee discussion (Formal: 0.7, In-

b The Evaluations and Language resources Dis-
tribution Agency; see http://www.elra.info/en/
about/elda/.

An optimization model for typing 
special characters. The design problem 
was formulated as an integer program 
(IP), which lets us use effective solvers 
that provide intermediate solutions 
with bounds on their distance from 
optimality. We use binary decision vari-
ables xik to capture whether character i 
is assigned to keyslot k or not. The crite-
ria, and corresponding IP constraints, 
are formulated in Table 1. Every fea-
sible binary solution corresponds to a 
keyboard layout. An objective func-
tion measures the goodness of each 
layout according to each of the crite-
ria. The parameters, constraints, and 
objectives of the integer program 
reflect the standardization commit-
tee’s goals: facilitate typing of correct 
French, enable the input of certain 
characters not supported by the cur-
rent keyboard, and minimize learning 
time by guaranteeing an intuitive to 
use keyboard that is sufficiently similar 
to the previous azerty.

Table 1. The integer programming formulation of the keyboard design problem. The objective function is a weighted sum over four nor-
malized criteria. Only basic assignment constraints are shown. Throughout the project, additional constraints were added or removed for 
particular instances.6 For the instance that led to the standardized layout (N = 85, M = 129), the following weights were chosen: wP = 0.3, 
wE = 0.25, wI = 0.35, wF = 0.1.

Performance (P):
Guarantees that frequent special characters can be quickly entered in combination with 
the fixed letters. It is quantified by computing the average time to type a special character 
before or after any of the regular letters (Tck, Tkc), weighted by the special-character–reg-
ular-letter pair (pci, pic). The corresponding data were gathered in a crowdsourcing-based 
study.

Ergonomics (E):
Penalizes keyslots that require extreme movements putting strain on tendons and joints, 
which are empirically associated with repetitive strain injuries24: extreme outward or 
inward movements of the wrist (Wk ∈ {0, 1}), extreme extension of fingers (Fk ∈ {0, 1}), and 
use of one or two modifier keys (Mi ∈ {0, 1, 2}). The score is weighted by the frequency (pi) 
of the character assigned to the keyslot.

Intuitiveness (I):
Minimizes the distance between similar special characters (Dkl) and between special 
characters and similar letters (Dkc), to facilitate discovery and learning.17 This similarity can 
be syntactic or semantic and is captured by the scores sij, sic. All characters are considered 
equally important for grouping.

Familiarity (F):
Places frequent characters near the position familiar from traditional azerty, to facilitate 
visual search with the new layout.14 DkA (i) quantifies the distance between the keyslot k 
assigned to the character i and its azerty position, weighted by that character’s frequency 
(pi).

subject to

  
∀i ∈ {1, ... N} Ensures each character is assigned to one keyslot.

  
∀k ∈ {1, ... M} Ensures no keyslot is assigned to multiple characters.

xik ∈ {0, 1}  ∀i ∈ {1, ... N}, k ∈ {1, ... M}

http://www.elra.info/en/about/elda/
http://www.elra.info/en/about/elda/
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only five days computation time. Note 
that, thanks to the sparsity, the formu-
lations used in every iteration stay rel-
atively small, enabling us to solve 
larger problem instances with less 
time and memory than the traditional 
complete RLT1 relaxation.

Introducing Optimization Tools  
in the Standardization Process
The optimization approach described 
permits a principled approach to solv-
ing the keyboard layout problem. 
However, we quickly learned that a 
one-shot approach to optimization is 
not actionable in a complex, multi-
stakeholder design project. The prob-
lem definition and expectations from 
stake holders were ill-defined in the 
beginning and constantly evolving: defi-
nitions, parameters, and objectives 
changed, and decisions often hinged on 
subjective opinions, public feedback, or 
cultural norms, making them hard to 
express mathematically. We therefore 
ended up developing several approaches 
that helped integrate computational 
methods into the operational mode of 
the standardization committee.

When we first joined the project, the 
committee was debating each 

formal: 0.15, Programming: 0.15). Ta-
ble 2 shows the most common charac-
ters in each category.

For estimating key-selection times, 
we gathered an extensive dataset of 
key-to-key typing durations to capture 
how people type in terms of the Per-
formance objective. In particular, we 
were inter ested in how soon a special 
character keyslot (in green in Figure 2) 
could be accessed before or after a reg-
ular letter. In a crowdsourcing-based 
study, we asked about 900 participants 
to type word-like sequences of nonac-
cented letters that each had one spe-
cial character slot in the middle,6,19 for 
example, “buve Alt+Shift+2 ihup.” 
We gathered time data for all combina-
tions of letters and special character 
slots (7560 distinct key pairs).

For the Intuitiveness objective, we  
defined a similarity score between char-
acters as a scalar in the range [0, 1], 
depending on visual resemblance (for 
example, R and ®, _ and -), semantic 
proximity (for example, × and *, or ÷ and 
/), inclusion of other letters (for example, 
ç and c, œ and o), frequent association in 
practice (for example, n and ∼, e and ́ ), or 
use-based criteria such as lowercase/
uppercase and opening/closing character 
pairs. These weights, and the similarities 
to consider and give priority, were dis-
cussed at length with the committee and 
frequently updated throughout the proj-
ect, especially after the public comment.

Solving the QAP. Branch-and-
bound1 is a standard approach to solve 
integer optimization problems. It 
relies on relaxations that can be solved 
efficiently (for example, by linearizing 
the quadratic terms and dropping the 
integrality constraints). In the power-
ful RLT1 approach,10 every quadratic 
term of the form xik ⋅ xk is replaced with 
a new linear variable yijk. Although this 
linearization produces very good lower 
bounds, it introduces O(n4) additional 
variables, leading to a vast increase in 
problem size. We observed, however, 
that, although we have 100+ characters 
to place, our quadratic form is very 
sparse. Our approach exploits this 
sparsity, leading to a framework that 
synthesizes the concepts and benefits 
of powerful (but complex) linearization 
and column-generation technique.13

In our adaptation, only a subset of 
variables is part of the initial instance, 
and further variables are generated 

iteratively “on the fly” as they become 
relevant. The idea is as follows: we 
start with the easy-to-solve linear part 
of the objective and ignore any qua-
dratic terms at first. Iteratively, we 
generate the RLT1 relaxation of those 
quadratic terms aijk ⋅ xikxj where at 
least one of the variables xik and xj is 
set to 1 in the previous optimal solu-
tion and where aijk has a substantial 
contribution to the objective value; in 
particular, we do not generate any yijk 
where aijk = 0. We thereby take advan-
tage of the sparsity of the quadratic 
objective function, which allows us to 
introduce only a few additional vari-
ables in every iteration. After enhanc-
ing our model with these variables, we 
reoptimize until the addition of fur-
ther terms does not significantly 
increase the objective value and the 
desired optimality gap is reached. 
This algorithm provides a hierarchy of 
lower bounds with every iteration pro-
ducing a bound that is at least as good 
as the one from the previous iteration. 
For the problem instance that led to 
the final standardized layout, we could 
thus demonstrate that a very small 
gap (<2%) exists between the com-
puted and the optimal solution after 

Table 2. The highest-frequency special  characters, by category of French text.

Formal Informal Programming
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0.459

0.445
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Interesting differences are visible. For instance, the mostly Internet-related characters # and @ appear in the table 
only for the Informal class. The common accented letters é, à, è, and ê are less frequent in Informal text than in the 
Formal corpora, although retaining the same relative order. Interestingly, / is present in all three columns, because 
of its wide range of uses.
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with the objective functions described 
above, we found that typing special 
characters was 47% slower, 48% less 
ergonomic, and 17% less similar to the 
traditional azerty than was our final 
optimized solution, which formed the 
basis for the new layout.

Over the course of the project, there 
were two cycles of optimizations and 
adjustments, separated by public con-
sultation (see Figure 3). Before that, over 
nine months, we defined and iterated  
the optimization model with the com-
mittee, formulating objective functions 
that matched members’ intuitions and 
expectations (Table 1) and collected the 
text corpora. As we collected the input 
data, more subjective choices, such as 
character similarity, were discussed 
with the committee members and con-
tinuously adjusted over the course of 
the project. The first optimization phase 
entailed a five-month back-and-forth 
process between optimization and com-
mittee discussions. The optimizer com-
puted solutions to numerous instances 
of the design problem, which we pre-
sented to the committee, explaining 
how inputs and constraints affected 
aspects of the designs. Members then 
suggested particular parameter settings 
or adding or removing constraints (for 
example, keeping capital and lowercase 
letters on the same key, changing the 
character sets, or weighting specific text 
corpora differently). We then optimized 
new layouts for these new parameters. 
After several such iterations, the com-
mittee agreed on the layout and param-
eter set it deemed best with regard to 
the optimization objectives.

Then, in the first adjustments phase, 
we used the optimizer to evaluate man-
ual changes proposed by the experts. It 
was argued that these adjustments cap-
ture exceptions to the objectives, such 
as individuals’ expectations and prefer-
ences, cultural norms, or character-
specific political decisions that 
frequently changed with every iteration 
and could not be formally modeled. For 
example, the traditional position for 
the underscore was preferred for some 
solutions, thanks in part to nomencla-
ture: it is colloquially called the “8’s 
dash” (tiret du 8), for its location on the 
8 key in azerty. The aforementioned 
evaluation tool helped us assess the 
consequences of these character moves 
or swaps on the four objective criteria. 

character in hand-crafted layouts 
designed by individual members, with 
rationales such as

	• “ê is frequent, so I gave it direct 
access because it’s faster.”

	• “The guillemets (« ») are impor-
tant, so they should be easy to 
find.”

	• “@ looks like a, so I’ve put them 
close together.”

	• “We should leave ç and ù where 
they are; otherwise, they will be 
hard to find.”

Many of these rationales were based 
on intuition, even when the objective 
measurement (of frequency, speed, 
and so on) was possible. Our first chal-
lenge in defining the optimization 
problem was to turn these rationales 
into well-defined quantified objectives. 
These hand-crafted proposals were 
typically good in one sense (for exam-
ple, aiming for speed) but compromis-
ing other objectives. They often 
generated ideas following a greedy 
approach: starting with what seemed 
important and then having to make do 
with the remaining free slots and char-
acters. The outcome of such a process 
depends greatly on the choice order, 
and on the subjective weights given to 
each rationale, which could vary hugely 
between characters and stakeholders.

Our first task was to explain how a 
combinatorial approach can assist with 
such complex, multi-criterion problems. 
In contrast to ad-hoc designs, formulat-
ing the problem in quantifiable objective 
metrics allows algorithms to consider all 
objectives at once and explore all possi-
ble solutions. It also enables stakehold-
ers to assign understandable weights to 
the task’s many parameters, permitting 
exact control of their priorities. Also, the 
objective metrics scan be evaluated sepa-
rately for assessing effects of manual 
changes; room is left for design deci-
sions based on subjective criteria that 
cannot be formalized.

We built an evaluation tool that rep-
licated the objective criteria calcula-
tions used by the optimizer and used it 
to quickly compare competing layouts 
for different objectives. This allowed 
us to illustrate how easily character-by- 
character layout design can lead to 
suboptimal results. For example, eval-
uating one of the handmade layouts 

The challenge for 
us was to translate 
goals such as 
“facilitate typing 
and learning” 
into quantifiable 
objective functions. 
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keyboard and diagrams the interac-
tions we developed. Our optimization 
tools proposed solutions and could 
be used to evaluate suggestions, 
which enabled an efficient explora-
tion of the very large design space. On 
the other side, the experts steered the 
definition of objectives, set weights, 
and adjusted the input data. They 
used the optimized designs to explore 
the solution space and tweaked the 
computed layouts to consider tacit 
criteria too, such as political objec-
tives and cultural norms. The evalua-
tion tool could be used to study the 
consequences of conflicting views, for 
example, by quickly checking what 
happens to objective scores when a 
character is moved. Simultaneously, 
both sides were informed by com-
ments from the public, whose expec-
tations and wishes led the experts to 
question their assumptions and crite-
ria and were directly implemented as 

The committee hence could make bet-
ter-informed decisions about trade-offs 
between adjustments. This led to the 
first release candidate.

In June 2017, this layout was pre-
sented to the public, which had 1 
month, per AFNOR’s standard proce-
dure, to respond to the proposed stan-
dard and offer comments and sugges-
tions. An unprecedented number of 
responses (over 3,700) were submit-
ted, including numerous suggestions. 
Feedback was strongly divided on 
some matters, such as how strongly 
computer-programming-related char-
acters should be favored, or where ac-
centuated characters should be 
placed. The committee compiled the 
feedback into themes and tried to 
identify consensual topics. In some 
cases, there were opposing sides with 
no clear majority. For example, some 
people insisted that all pre-marked 
characters (for example, é à ç) be re-
moved from the layout to make other 
characters more accessible, because 
the former could be entered using 
combining accents, whereas others ar-
gued for having even more pre-accen-
tuated letters accessible directly. Con-
sensus itself could also be difficult to 
assess: a subset of people argued that 
digits should be accessible without the 
Shift modifier, but it was not clear 
whether all of the remaining com-
menters were positive, neutral, or even 
gave any thought to keeping them 
“shifted.” In such cases, the committee 
referred to the Ministry of Culture’s 
stated objectives as well as to the ex-
perts’ opinions on the available op-
tions: digits in our text corpora are 
much less frequent than some of the 
most used accentuated characters, and 
the change from the traditional azer-
ty was deemed too large.

Consensual trends in the com-
ments directly led to updates of the 
optimization model, its inputs, or 
parameters: characters were added or 
removed from the initial set; some 
associations were added to the 
Intuitiveness criterion and the weights 
of the criteria and corpora were 
updated. Hard constraints were added 
to the optimizer, such as having open-
ing and closing character pairs (for 
example, [] {} “” «») placed on consecu-
tive keys on the same row and with the 
same modifiers. Finally, the positions 
of @ and # were fixed to more accessi-
ble slots already used in alternative 
azerty layouts.

The second cycle then began, con-
sisting of a (seven-month) optimization 
and (four-month) adjustment phase, 
similar to the ones described above.

Figure 4 summarizes our approach 
to integrate computational methods 
into the standardization of the French 

Figure 4. Diagram of our participatory optimization process wherein experts on a  standardization 
committee define objectives and inputs to an optimizer, which, in turn,  supplies  concrete 
layouts, accompanied with feedback on quality (performance and  intuitiveness, among others).  
The process was informed by feedback from the public.
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azerty.c It allows accessing all characters 
used in French without relying on software-
side corrections. Frequently used French 
characters are accessible without any modi-
fier (é, à, «, », and so on), or intuitively posi-
tioned where users can expect them (for 
example, œ on the o key). All accented 
capital letters (À and É, among others) can 
be entered directly or using a dead key. 
The main layout offers almost 60 charac-
ters not available in azerty for entering 
symbols used in math, linguistics, eco-
nomics, programming, and other fields. 
Some programming characters, which 
often have alternative uses, were given 
more prominent slots; for instance, / 
became accessible without modifiers 
and \ is on the same key but in a shifted 
slot. According to the metrics described 
above, the performance and ergonom-
ics of typing the special characters 
already present in traditional azerty 
are improved by 18.4% and 8.4%, respec-
tively, even though the new layout had to 
accommodate 60 additional characters.

The keyboard offers three additional 
layers accessed via special mode keys. 
These are dedicated to European char-
acters not used in French (via the Eu key 
from Alt+H in Figure 5b), currency sym-
bols (via � with Alt+F), and Greek letters 
(via Alt+G’s µ), more than 80 additional 
characters in all. Their placement was 
beyond the scope of the optimization 
process, being near-nonexistent in our 
text corpora.

Its many changes notwithstanding, 
the layout maintains similarity to the 
traditional azerty, making the transi-
tion for users simple. Of the 45 special 
characters previously available, 8 re-
tained their original location and 12 
moved by less than three keys. In par-
ticular, frequently used characters 
were kept near their original position. 
For instance, the most common spe-
cial character (é) is not in the fastest 
spot to access on average (B07 in our 
study) but stayed at E02 for similarity 
although maintaining good perfor-
mance. Many punctuation characters 
(slots B7–B10) were moved slightly by 
the optimizer to better reflect charac-
ter and character-pair frequencies 
(see Table 2) although remaining in 
the expected area of the keyboard. 
Comparing the final design to azer-

c Not including accented characters that can be 
created using dead keys, such as ∧ + I = Î.

enables accessing a larger set of char-
acters. Despite the problem’s compu-
tational complexity, we were able to 
propose a solution for which we could 
computationally verify that it is within 
1.98% of the best achievable design 
with regard to the overall objective 
function and the final choice of param-
eters presented in Table 1. This means 
that it is either optimal or, if subopti-
mal, at most 1.98% worse than an 
unknown optimal design.13 This solu-
tion was taken as a design basis, to 
which the committee added 24 further, 
rarer characters. Manual changes were 
made to accommodate these and 
locally optimize the layout’s intuitive-
ness. All decisions were informed by 
our evaluation tool, allowing the com-
mittee to finely control the conse-
quences of each manual change to the 
initial four objectives.

The new layout enables direct input of 
more than 190 special characters, a signifi-
cant increase from the 47 of the current 

changes in the weight and constraint 
definitions within the optimization 
model.

In summary, customized tools 
applying an established optimization 
approach allowed fast iteration and 
explainable results, and provided 
monitoring tools that enabled stake-
holders to test and assess the effects 
of their ideas for every measurable 
objective goal, yielding transparent 
results. We arrived at the final layout 
by combining objective and subjective 
criteria weighted and refined through 
several iterations with computational 
tools. This involved hard facts when-
ever possible and factoring in numer-
ous opinions not only from diverse 
experts but also from the public, the 
primary target of the new standard.

The New French 
Keyboard Standard
The outcome, shown in Figure 5b, 
makes it easier to type French and 

Figure 5. Comparison of the azerty and the new standardized layout. The characters included in 
the design problem are in boldface and color. Marked in red are dead keys, which require pressing 
a subsequent key before a symbol is produced (diacritical marks and mode keys for accessing 
non-French-language Latin characters, Greek letters, and currency symbols).
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ing uses of language, from program-
ming to social media, they have evolved 
incrementally via adding characters to 
unused keyboard slots. The absence of 
appropriate layout standards negatively 
affects the preservation and evolution 
of these languages. Indeed, it is star-
tling that some of the world’s most spo-
ken languages21 lack any government-
approved keyboard standard: Punjabi 
(10th), Telegu (15th), and Marathi (19th).

Similarly, virtual (software) key-
boards mostly follow agreed-on stan-
dards for alphanumeric characters, 
but special characters can be company-
specific and vary greatly. Computation-
al design methods could play a role in 
helping regulators improve quality and 
respond more swiftly to changes in 
computing and language, even “shak-
ing up” a design if needed. The optimi-
zation methods and tools proposed 
here can be applied to other languages 
and input methods (for example, 
touchscreens) with adaptations to the 
input data and corresponding weights.

For keyboards and beyond, we be-

ty based on our objective functions, 
we can see that all larger moves of 
characters had a clear justification, 
be it better performance, ergonomics, 
discoverability, or consistency. Most 
noteworthy was bringing paired charac-
ters such as parentheses and brackets 
closer together, a direct result of the 
public consultation.

Finally, substantial effort was 
devoted to forming semantic regions 
for characters, such as mathematical 
characters (C11–D12 and B12), com-
mon currency symbols (C02–D03), or 
quotation marks (E07–E11). Many of 
these groupings emerged during the 
optimization process, thanks to the 
Intuitiveness objective. Others resulted 
from manual changes when the com-
mittee decided to prioritize semantic 
grouping over performance or ergonom 
ics (for example, following a calculator 
metaphor for mathematical charac-
ters). The Intuitiveness score improved 
more than fourfold (434.4%) relative to 
the traditional azerty.

Communication and adoption. We 
cannot predict the success of the new 
standard, nor how quickly users will 
adapt it. Being voluntary, its publica-
tion does not bind users nor manufac-
turers. We can, however, report first 
indicators of interest, as well as the 
French Ministry of Culture’s plans to 
promote the new layout.

At least two manufacturers started 
producing physical keyboards engraved 
according to the new standard, of which 
already one was marketed by the end of 
2019. We were also informed that Mi-
crosoft will integrate an official driver to 
Windows 10. Importantly, as an attempt 
to promote the use of the new layout, 
the French Ministry of Culture reported 
that they will replace the entire “fleet” of 
its employees’ keyboards. We also re-
ceived numerous emails from individu-
als motivated to write their own key-
board drivers and key-stickers, so they 
and others could use the layout before it 
is effectively commercialized. Only few 
months after the release of the stan-
dard, several drivers were available for 
Mac OSX, Windows 10, and Linux; some 
of them listed on our webpage.d These 
measures indicate the will and poten-
tial for nationwide adoption.

To inform users and encourage pub-

d See http://norme-azerty.fr/

lic acceptance, we published an inter-
active visualization of the keyboard 
online,d in which people can explore to 
discover the new layout and learn the 
reasoning behind it. It received more 
than 74,800 page views in the week 
following the official release event on 
April 2, 2019, and counted more than 
122,000 views 5 months after the 
standard was published. For people 
interested in finer details, we also 
published an open-access document 
in French and English explaining the 
essence of our method in layman’s 
terms.8,19 This details the impact of 
the various corpora and weights in-
volved in the calculations and in the 
committee’s later deliberations.

Learnings and Outlook
The design of keyboards is a matter of 
economic, societal, and even medical 
interest. However, as most complex ar-
tifacts involving software do, they 
evolve by stacking layers on layers. Most 
keyboard layouts were designed de-
cades ago or more. To respond to chang-

Table 3. Opportunities for improving the use of computational methods in large-scale 
design projects, identified on the basis of our experience in using combinatorial optimization 
for designing the French keyboard standard.

Facilitating participatory optimization
To support multistakeholder design projects, computational methods should be 
interactive, iterative, and participatory. Therefore we need tools that allow:

(1) Fast (re)definition of the problem:
 In an iterative design process, the problem definition is constantly evolving. To speed 
up computation in cases of only slight changes in definition or instances, standard solvers 
should find a way to reuse information about previously explored solutions, as with the 
pruning decisions in a branch-and-bound tree, and adapt them to the modified constraints 
and objectives.

(2) Online exploration of the design space:
 Manual exploration is essential for stakeholders’ understanding of the design problem 
and speculation such as “what if we group all math characters on the right side of the 
keyboard?” General-purpose solvers lack interfaces for manually exploring the design 
space.9, 15 A two-way interface is needed that lets stakeholders change solutions or 
propose new ones and enables the optimization process to communicate the outcome 
from the assessment in human-readable format.

(3) Learning and visualizing hidden “subjective” criteria:
 Our stakeholders made manual adjustments to a proposed solution, applying 
tacit criteria such as assumptions about users’ habits, cultural specificities, subjective 
preferences, and political agendas. Optimizers should offer interfaces for making such 
local changes. From the interactions, a “subjective function” could be learned that can be 
shown and used as an additional objective in optimization of future solutions.

(4) Justifications for design choices:
 When presented with a solution, the committee and the public often asked 
questions of the form “why is this character placed here?” and wanted to understand 
how a change in the objective weight or parameters would affect the optimal solution. 
Developing effective visualizations that show how changes to optimization parameters 
impact the design and vice versa could aid users in navigating the design space and 
make the optimization more predictable.

http://norme-azerty.fr/
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task instances in different ways and 
leave some variables open? Can we vi-
sualize the search landscape meaning-
fully, or learn “subjective functions” 
from interactions? Can we use fast ap-
proximations in lieu of full-fledged 
solvers in interactive design sessions? 
We believe that when designed from a 
participatory perspective, algorithms 
could more directly support not only 
problem-solving but also considering 
multiple perspectives, making refine-
ments, and learning about a problem.

The code and data presented in this 
article are documented and open-
sourced,e alongside instructions for 
optimizing a layout for any language. 

e See http://norme-azerty.fr.
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lieve that much of the potential of 
computational methods remains un-
exploited. The power of algorithms 
lies in their problem-solving capabili-
ty. They can explore design spaces and 
obtain suggestions that would be hard 
to find by intuition or trial-and-error. 
This element is often missing from 
present-day mainstream interaction 
design, which leaves the generation of 
new designs to humans.

However, the case of the French key-
board has revealed important chal-
lenges in integrating computational 
methods into large-scale multi-stake-
holder design projects. Starting from a 
well-defined optimization problem, 
our approach evolved toward some-
thing one could call participatory opti-
mization. This is inspired by participa-
tory design, which originated with 
labor unions and was developed as a 
co-design method aimed at democrat-
ic inclusion of stakeholders.23 Equal 
representation and resolving conflicts 
were two key aims. For such optimiza-
tion, the stakeholders must be brought 
together at a level where they can in-
form and influence each other interac-
tively and iteratively, engaging directly 
with the optimizer and model to arrive 
at a good solution collaboratively.

There is growing interest in optimi-
zation research employing methods 
that actively include the user in the 
process. However, the notion of par-
ticipatory optimization goes beyond 
previous efforts to simply open up the 
search- and model-building process 
for input by the end-user.18 It focuses 
particularly on including stakehold-
ers at every step in the process, for 
which state-of-the-art optimization 
methods provide limited support. The 
case of the French keyboard reveals 4 
avenues for future work as especially 
important to address for enabling ac-
tive participation of stakeholders and 
optimizer in an iterative human-cen-
tered design process supported by 
computational methods (see Table 3).

We envision such demonstrations 
as ours encouraging establishment of 
new, human-centered objectives in al-
gorithm research. Considering interac-
tive and participatory properties of al-
gorithms also opens new questions 
and paths to new, societally important 
uses. How well can we stop, refine, and 
resume an algorithm? Can we define 

Watch the authors discuss  
this work in the exclusive 
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https://cacm.acm.org/videos/
azerty-ameliore
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How design and operation of modern  
cloud-scale systems conflict with GDPR.

BY SUPREETH SHASTRI, MELISSA WASSERMAN,  
AND VIJAY CHIDAMBARAM

THE GENERAL DATA Protection Regulation (GDPR)26 is a 
European privacy law introduced to offer new rights 
and protections to people concerning their personal 
data. While at-scale monetization of personal data has 
existed since the dot-com era, a systemic disregard for 
privacy and protection of personal data is a recent 

phenomenon. For example, in 2017, 
we learned about Equifax’s negli-
gence17 in following the security pro-
tocols, which exposed the financial 
records of 145 million people; 
Yahoo!’s delayed confession21 that 
three years ago, a theft had exposed all 
three billion of its user records; Face-
book’s admission33 that their APIs al-
lowed illegal harvesting of user data, 
which in turn influenced the U.S. and 
U.K. democratic processes.

Thus, GDPR was enacted to prevent 
a widespread and systemic abuse of 
personal data. At its core, GDPR de-
clares the privacy and protection of 

personal data as a fundamental right. 
Accordingly, it grants new rights to 
people, and assigns companies that 
collect their personal data, new re-
sponsibilities. Any company dealing 
with the personal data of European 
people is legally bound to comply with 
all the regulations of GDPR, or risk 
facing hefty financial penalties. For 
example, in January 2019, Google was 
fined6 €50M for lacking a customer’s 
consent in personalizing advertise-
ments across their different services.

In this work, we investigate the 
challenges that modern cloud-scale 
systems face in complying with GDPR. 

GDPR 
Anti-
Patterns

http://dx.doi.org/10.1145/3378061
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We structure the rest of this article 
as follows: First, we provide a brief 
primer on GDPR, then describe the six 
GDPR anti-patterns, discussing how 
they came to be, reviewing the conflict-
ing regulations, and chronicling their 
real-world implications. Finally, we ru-
minate on the challenges and opportu-
nities for system designers as societies 
embrace data protection regulations.

GDPR
On May 25, 2018, the European Par-
liament rolled out the General Data 
Protection Regulation.26 In contrast 
with targeted privacy regulations like 
HIPAA and FERPA in the United 
States, GDPR takes a comprehensive 
view by defining personal data to be 
any information relating to an identi-
fiable natural person. GDPR defines 
three entities that interact with per-
sonal data: data subject, the person 
whose personal data is collected; 
data controller, the entity that col-
lects and uses personal data; and, 
data processor, the entity that pro-
cesses personal data on behalf of a 
data controller. Then, GDPR desig-
nates supervisory authorities (one 
per EU country) to oversee that the 
rights and responsibilities of GDPR 
are complied with.

The accompanying figure repre-
sents how GDPR entities interact with 
each other in collecting, storing, pro-
cessing, securing, and sharing person-
al data. Consider the music streaming 
company Spotify collecting its custom-
ers’ listening history, and then using 
Google cloud’s services to determine 

new recommendations for custom-
ers. In this scenario, Spotify is the 
data controller and Google Cloud is 
the data processor. Spotify could also 
engage with other data controllers, say 
SoundCloud, to gather additional per-
sonal data of their customers.

To ensure privacy and protection 
of personal data in such ecosystems, 
GDPR grants new rights to customers 
and assigns responsibilities to con-
trollers and processors. Now, any per-
son can request a controller to grant 
access to all their personal data, to 
rectify errors, to request deletion, to 
object to their data being used for 
specific purposes, to port their data to 
third parties and so on. On the other 
hand, the controller is required to ob-
tain people’s consent before using 
their personal data, to notify them of 
data breaches within 72 hours of find-
ing out, to design systems that are se-
cure by design and by default, and to 
maintain records of activities per-
formed on personal data. For control-
lers failing to comply with these rights 
and responsibilities, GDPR regulators 
could levy penalties of up to €20M or 
4% of their annual global revenue, 
whichever is higher.

Structure. GDPR is organized as 99 
articles that describe its legal require-
ments, and 173 recitals that provide 
additional context and clarifications 
to these articles. The first 11 articles 
layout the principles of data privacy; 
articles 12–23 establish the rights of 
the people; then articles 24–50 man-
date the responsibilities of the data 
controllers and processors; the next 
26 articles describe the role and tasks 
of supervisory authorities; and the re-
mainder of the articles cover liabili-
ties, penalties and specific situa-
tions. We expand on the relevant 
articles later.

Impact. Compliance with GDPR has 
been a challenge for many companies 
that collect personal data. A number of 
companies like Klout and Unroll.me 
terminated their services in Europe to 
avoid the hassles of compliance. Few 
other businesses made temporary 
modifications. For example, media 
site USA Today turned off all advertise-
ments, whereas the New York Times 
stopped serving personalized ads. 
While most organizations are working 
toward compliance, Gartner reports13 

Specifically, we focus on the design 
principles and operational practices 
of these systems that conflict with the 
requirements of GDPR. To capture 
this tussle, we introduce the notion of 
GDPR anti-patterns. In contrast to 
outright bad behavior, say storing 
customer passwords in plaintext, 
GDPR anti-patterns are those practic-
es that serve their originally intended 
purpose well but violate the norms of 
GDPR. For example, given the com-
mercial value of personal data, mod-
ern systems have naturally evolved to 
store them without a clear timeline for 
deletion, and to reuse them across 
various applications. While these 
practices help the systems generate 
more revenue and thereby value, they 
violate the storage and purpose limita-
tions of GDPR.

Building on our work analyzing 
GDPR from a systems perspective,30–32 
we identify six GDPR anti-patterns that 
are widely present in the real world. 
These include storing personal data 
without a timeline for deletion; reusing 
personal data indiscriminately; creat-
ing black markets for personal data; 
risk-agnostic data processing; hiding 
data breaches; and making unexplain-
able decisions. These anti-patterns 
highlight how the traditional system de-
sign goals of optimizing for perfor-
mance, cost, and reliability sit at odds 
with GDPR’s goal of data protection by 
design and by default. While eliminat-
ing these anti-patterns is not enough to 
achieve overall compliance under 
GDPR, ignoring these will definitely vio-
late its intents.

Flow of personal data and GDPR queries between the four GDPR entities: data subjects, 
data controllers, data processors, and regulators.

Data Subject
(e.g., Spotify user)

Supervisory
Authority

report GDPR violations

send personal data for
external processing

share personal data

audit and
investigate

Processor
(e.g., Google)

Controller
(e.g., Spotify)

Other Controllers
(e.g., SoundCloud)

make GDPR
requests

provide
personal

data

notify
 data breaches

allo
w data sharin

g

audit a
nd investigate

Personal data
GDPR queries
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Genesis. GDPR anti-patterns pre-
sented here have evolved from the prac-
tices and design considerations of the 
post dot-com era (circa 2000). These 
modern cloud-scale systems could be 
characterized by their quest for unprec-
edented scalability, reliability, and af-
fordability. For example, Google oper-
ates eight global-scale applications at 
99.99% uptime with each of them sup-
porting more than one billion users. 
Similarly, Amazon’s cloud computing 
infrastructure provides on-demand ac-
cess to inexpensive computing to over 1 
million users in 190 countries, all the 
while guaranteeing four nines of avail-
ability. This unrelenting focus on per-
formance, cost-efficiency, reliability, 
and scalability has resulted in relegat-
ing security and privacy to a backseat.

While our GDPR analysis recognizes 
six anti-patterns, this list is not 
comprehensive. There are many other 

that less than 50% of the companies af-
fected by GDPR were compliant by the 
end of 2018. This challenge is further 
exacerbated by the performance im-
pact that GDPR compliance imposes 
on current systems.30

In contrast, people have been en-
thusiastically exercising their new-
found rights. In fact, the EU data pro-
tection board reports12 having 
received 144,376 complaints from in-
dividuals and organizations in the 
first year of GDPR. Surprisingly, even 
the companies have been forthcom-
ing in reporting their security failures 
and data breaches, with 89,271 breach 
notifications sent to regulators in the 
same 12-month period. In 2019, sev-
eral companies have been levied hefty 
penalties for GDPR violations: €50 
million for Google,6 £99M for Marri-
ott International,25 and £183M for 
British Airways.24

GDPR Anti-Patterns
The notion of anti-patterns was first in-
troduced19 by Andrew Koenig to charac-
terize patterns of software design and 
behavior that superficially look like 
good solutions but end up being coun-
terproductive in reality. An example of 
this is performing premature optimi-
zations in software systems. Extending 
this notion, we define the term GDPR 
anti-patterns to refer to system de-
signs and operational practices, which 
are effective in their own context but 
violate the rights and regulations of 
GDPR. Naturally, our definition does 
not include design choices that are 
bad in their own right, say storing cus-
tomer passwords in plaintext, though 
they also violate GDPR norms. In this 
section, we catalog six GDPR anti-pat-
terns, detailing how they came to be, 
which regulations they violate, and 
their implications in the real-world.
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data are collected from the 
data subject. “(2)(a) ... the 
controller shall provide the period 
for which the personal data  
will be stored, or the criteria used 
to determine that period;”

article 5(1)(e): storage 
limitation. “kept... for no longer 
than is necessary for the purposes 
for which the personal data are 
processed ...”

GDPR grants data subjects an un-
conditional right, via article 17, to re-
quest their personal data be removed 
from the system within a reasonable 
time. In conjunction with this, arti-
cles 5 and 13 lay out additional re-
sponsibilities for the data controller: 
at the point of collection, users 
should be informed the time period 
for which their personal data would 
be stored, and if the personal data is 
no longer necessary for the purpose 
for which it was collected, then it 
should be deleted. These simply 
mean that all personal data should 
have a time-to-live (TTL) that data 
subjects are aware of, and that con-
trollers honor. However, the law 
makes exceptions for archiving data 
in the public interest, or for scientific 
or historical research purposes.

Deletion in the real world. While con-
ceptually clear, a timely and guaranteed 
removal of data is challenging in 

practice. For example, Google cloud 
describes the deletion of customer 
data as an iterative process8 that could 
take up to 180 days to fully complete. 
This is because, for performance, reli-
ability, and scalability reasons, parts 
of data get replicated in various stor-
age subsystems like memory, cache, 
disks, tapes, and network storage; 
multiple copies of data are saved in 
redundant backups and geographi-
cally distributed datacenters. Such 
practices not only delay the timeli-
ness of deletions but also make it 
harder to offer guarantees.

Reusing data indiscriminately. 
While designing software systems, a 
purpose is typically associated with 
programs and models, whereas data is 
viewed as a helper resource that 
serves these high-level entities in ac-
complishing their goals. This portray-
al of data as an inert entity allows it to 
be used freely and fungibly across 
various systems. For example, this 
has enabled organizations like Google 
and Facebook to collect user data 
once and use it to personalize their 
experiences across several services. 
However, GDPR regulations prohibit 
this practice.

article 5(1)(b): purpose 
limitation. “Personal data shall 
be collected for specified, explicit 
and legitimate purposes and  
not further processed in a manner  
that is incompatible with  
those purposes ...” 

article 6: lawfulness of 
processing. “(1)(a) Processing 
shall be lawful only if ... the data 
subject has given consent to the 
processing of his or her personal 
data for one or more specific 
purposes.” 

article 21: right to object. 
“(1) The data subject shall have 
the right to object ... at any time to 
processing of personal data 
concerning him or her ...”

The first two articles establish that 
personal data could only be collected 
for specific purposes and not be used 
for anything else. Then, article 21 
grants users a right to object, at any 
time, to their personal data being 

unsavory practices that would not 
stand the regulator scrutiny. For ex-
ample, the design and operation of 
consent-free behavioral tracking.22 
Our goal here is to highlight how some 
of the design principles, architectural 
components, and operational practic-
es of the modern cloud-scale systems 
conflict with the rights and responsi-
bilities laid out in GDPR. We present 
six such anti-patterns and summarize 
them in the accompanying table.

Storing data without a clear time-
line for deletion. Computing systems 
have always relied on insights derived 
from data. However, in recent years, 
this dependence is reaching new 
heights with a widespread adoption of 
machine learning and big data analyt-
ics in system design. Data has been 
compared to oil, electricity, gold, and 
even bacon.1 Naturally, technology 
companies evolved to not only collect 
personal data aggressively but also to 
preserve them forever. However, GDPR 
mandates that no data lives without a 
clear timeline for deletion.

article 17: right to be 
forgotten. “(1) The data  
subject shall have the right to 
obtain from the controller  
the erasure of personal data 
without undue delay ...”

article 13: information to be 
provided where personal 

GDPR anti-patterns, their real-world examples, and the GDPR articles that prohibit 
such behavior.

Anti-Pattern Real-World Examples Governing GDPR Articles 

Storing data without a  
clear timeline for deletion

Search engines before Right-to-be-forgotten 
(circa 2014)

5(1e). Storage limitation 
17. Right to be forgotten

Reusing data 
indiscriminately

Facebook collecting phone numbers for 2FA 
and using them for ads and marketing

5(1b). Purpose limitation 
6. Lawfulness of processing 
21. Right to object

Creating black markets Illegal data harvesting by  
programmatic ad exchanges

14. Information to be 
provided[...] 
20. Right to data portability

Risk-agnostic data 
processing

Strava global heatmap that 
revealed classified military bases

35. Data protection impact 
assessment 
36. Prior consultation

Hiding data breaches Uber paying off hackers to hide their 2016 
data breach

5. Principles relating to 
processing 
33. Notification of personal 
data breach

Making unexplainable 
decisions

Using software like COMPASS in courts to 
predict recidivism

15. Right of access by the 
data subject 
22. Automated individual 
decisionmaking
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article 36: prior 
consultation. “(1) The 
controller shall consult the 
supervisory authority prior to 
processing where ... that would 
result in a high risk in the absence 
of measures taken by the 
controller to mitigate the risk.”

GDPR establishes, via articles 35 
and 36, two levels of checks for intro-
ducing new technologies and for 
modifying existing systems, if they 
process large amounts of personal 
data. The first level is internal to the 
controller, where an impact assess-
ment must analyze the nature and 
scope of the risks, and then propose 
the safeguards needed to mitigate 
them. Next, if the risks are systemic in 
nature or concern common plat-
forms, either internal and external, 
the company’s data protection officer 
must consult with the supervisory au-
thority prior to any processing.

Fast and broken in the real world. 
Facebook, despite having moved away 
from the aforementioned motto, has 
continued to be plagued by it. In 2018, 
it revealed two major breaches: first, 
that their APIs allowed Cambridge 
Analytica to illicitly harvest33 personal 
data from 87M users, and then their 
new View As feature was exploited28 to 
gain control over 50M user accounts. 
However, this practice of prioritizing 
speed over security is not limited to 
one organization. For example, in No-
vember 2017, fitness app Strava re-
leased an athlete motivation tool 
called global heatmap that visualized 
athletic activities of worldwide users. 
However, within months, these maps 
were used to identify undisclosed mil-
itary bases and covert security opera-
tions,27 jeopardizing missions and 
lives of soldiers.

Hiding data breaches. The notion 
that one is innocent until proven guilty 
predates all computer systems. As a legal 
principle, it dates back to 6th century 
Roman empire,3 where it was codified 
that proof lies on him who asserts, not on 
him who denies. Thus, in the event of a 
data breach or a privacy violation, or-
ganizations typically claim innocence 
and ignorance, and seek to be absolved 
of their responsibilities. However, 
GDPR makes such presumption con-
ditional on the controller proactively 

used for any purpose including mar-
keting, scientific research, or histori-
cal archiving, or profiling. Together, 
these articles require each personal 
data (or groups of related data) to 
have their own blacklisted and 
whitelisted purposes that could be 
changed over time.

Purpose in the real world. The im-
pact of the purpose requirement has 
been swift and consequential. For ex-
ample, in January 2019, the French 
data protection commission6 fined 
Google €50M for not having a legal ba-
sis for their ads’ personalization. Spe-
cifically, the ruling said the user con-
sent obtained by Google was not 
“specific” enough, and the personal 
data thus obtained should not have 
been used across 20 services.

Walled gardens and black markets. 
As we are in the early days of large-scale 
commoditization of personal data, the 
norms for acquiring, sharing, and re-
selling them are not yet well estab-
lished. This has led to uncertainties for 
people and a tussle for control over data 
among controllers. People are con-
cerned about vendor lock-ins, and 
about a lack of visibility once their data 
is shared or sold in secondary markets. 
Organizations have responded to this 
by setting up walled gardens and mak-
ing secondary markets even more 
opaque. However, GDPR dismantles 
such practices.

article 20: right to data 
portability. “(1) The data 
subject shall have the right to 
receive the personal data 
concerning him or her, which he  
or she has provided to a controller. 
(2) ... the right to have the personal 
data transmitted directly from  
one controller to another.” 

article 14: information to 
be provided where personal 
data have not been obtained 
from the data subject.  
“(1) (c) the purposes of the 
processing ..., (e) the recipients ..., 
(2) (a) the period for which the 
personal data will be stored ...,  
(f) from which source  
the personal data originate ... .  
(3) The controller shall  
provide the information at  
the latest within one month.”

With article 20, people have a right 
to request for all the personal data 
that a controller has collected direct-
ly from them. Not only that, they 
could also ask the controller to di-
rectly transmit all such personal data 
to a different controller. While that 
tackles the vendor lock-ins, article 14 
regulates the behavior in secondary 
markets. It requires that anyone indi-
rectly procuring personal data must 
inform the data subjects, within a 
month, about how they acquired it, 
how long would they be stored, what 
purpose would they be used for, and 
who they intend to share it with. The 
data trail set up by this regulation 
should bring control and clarity back 
to the people.

Data movement in the real world. 
When GDPR went live, a large number 
of companies rolled out7 data download 
tools for EU users. For example, Google 
Takeout lets users not only access all 
their personal data in their system but 
also port data directly to external servic-
es. However, the impact has been less 
savory for programmatic ad exchanges9 
in Europe, many of which had to shut 
down. This was primarily due to Google 
and Facebook restricting access to their 
platforms for those ad exchanges, 
which could not verify the legality of the 
personal data they possessed.

Risk-agnostic data processing. Mod-
ern technology companies face the 
challenge of creating and managing 
increasingly complex software sys-
tems in an environment that demands 
rapid innovation. This has led to a 
practice, especially in the Internet-era 
companies, of prioritizing speed over 
correctness; and to a belief that unless 
you are breaking stuff, you are not mov-
ing fast enough. However, GDPR explic-
itly restricts such approaches when 
dealing with personal data.

article 35: data protection 
impact assessment.  
“(1) Where processing, in 
particular using new technologies, 
... is likely to result in a high risk  
to the rights and freedoms of 
natural persons, the controller 
shall, prior to the processing, carry 
out an assessment of the impact  
of the envisaged processing 
operations on the protection  
of personal data.” 
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industrial operations, trading financial 
instruments, personalizing advertise-
ments, and even combating fake news. 
Their inherent efficiency and scalabili-
ty (with no human in the loop) has 
made them a necessity in modern sys-
tem design. However, GDPR takes a 
cautious view of this trend.

article 22: automated 
individual decision-making. 
“(1) The data subject shall have 
the right not to be subject to a 
decision based solely on 
automated processing ...” 

article 15: right of access by 
the data subject. “(1) The data 
subject shall have the right to 
obtain from the controller ... 
meaningful information about the 
logic involved, as well as the 
significance and the envisaged 
consequences of such processing.”

On one hand, privacy researchers 
from Oxford postulate14 that these two 
regulations, together with recital 71, 
establish a “right to explanation” and 
thus, human interpretability should be 
a design consideration for machine 
learning and artificial intelligence sys-
tems. However, another group at Ox-
ford argues37 that GDPR falls short of 
mandating this right by requiring us-
ers to demonstrate significant conse-
quences, to seek explanation only after 
a decision has been made, and to have 
to opt out explicitly.

Decision-making in the real world. The 
debate over interpretability in automat-
ed decision-making has just begun. 
Starting 2016, the machine learning 
and artificial intelligence communities 
began exploring this rigorously: The 
Workshop on Explainable AI at IJCAI, 
and the Workshop on Human Interpret-
ability in Machine Learning at ICML be-
ing two such efforts. In January 2019, 
privacy advocacy group NoYB has 
filed23 complaints against eight stream-
ing services including Amazon, Apple 
Music, Netflix, SoundCloud, Spotify, 
YouTube, Flimmit, and DAZN for vio-
lating article 15 requirements in their 
recommendation systems.

Concluding Remarks
Achieving compliance with GDPR, while 
mandatory for companies working with 

implementing risk-appropriate secu-
rity measures (that is, accountability), 
and notifying breaches in a timely 
fashion (that is, transparency).

article 5: principles 
relating to processing.“(1) 
Personal data shall be processed 
with ... lawfulness, fairness and 
transparency; ... purpose 
limitation; ... data minimization; 
... accuracy; ... storage limitation; 
... integrity and confidentiality.  
(2) The controller shall be 
responsible for, and be able to, 
demonstrate compliance with (1).” 

article 33: notification of a 
personal data breach. “(1) the 
controller shall without undue 
delay and not later than 72 hours 
after having become aware of it, 
notify the supervisory authority. ... 
(3) The notification shall at least 
describe the nature of the personal 
breach, ... likely consequences, and 
... measures taken to mitigate its 
adverse effects.”

GDPR’s goal is twofold: first, to re-
duce the frequency and impact of data 
breaches, article 5 lays out several 
ground rules. Controllers are not only 
expected to adhere to these internally 
but also be able to demonstrate their 
compliance externally. Second, to 
bring transparency in handling data 
breaches, articles 33 and 34 mandate a 
72-hour notification window within 
which the controller should inform 
both the supervisory authority and the 
affected people.

Data breaches in the real world. In re-
cent years, responses to personal data 
breaches have been ad hoc: while a few 
organizations have been forthcoming, 
others have chosen to refute,11 delay,16 
or hide by paying off hackers.18 Howev-
er, GDPR’s impact has been swift and 
clear. Just in the first eight months (May 
2018 to Jan 2019), regulators received 
41,502 data breach notifications.12 This 
number is in stark contrast from the 
pre-GDPR era, with reports of 945 
worldwide data breaches in the first 
half of 2018.34

Making unexplainable decisions. Al-
gorithmic decision-making has been 
successfully applied to several domains: 
curating media content, managing 

Given the 
importance of 
personal data, and 
the implications 
of misusing that 
data, we believe 
system designers 
should examine 
their systems for 
these anti-patterns, 
and work toward 
eliminating them 
with urgency.
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Another challenge arises from 
GDPR being vague in its technical spec-
ifications (possibly to allow for techno-
logical advancements). Thus, ques-
tions like how soon after a delete request 
should that data be actually deleted 
could be answered in several compli-
ant ways. The idea that compliance 
could be a spectrum, instead of a well-
defined point gives rise to interesting 
system trade-offs as well as the need for 
benchmarks that quantify a given sys-
tem’s compliance behavior.

While GDPR is the first comprehen-
sive privacy legislation in the world, 
several governments are actively draft-
ing and rolling out their own privacy 
regulations. For instance, California’s 
Consumer Privacy Act (CCPA)4 went 
into effect on Jan 1, 2020. We hope that 
this paper helps all the stakeholders in 
avoiding the pitfalls in designing and 
operating GDPR-compliant personal-
data processing systems. 
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personal data of Europeans, is not trivial. 
In this article, we examine how the de-
sign, architecture, and operation of mod-
ern cloud-scale systems conflict with 
GDPR. Specifically, we illustrate this tus-
sle via six GDPR anti-patterns, that use 
patterns of system design and operation, 
which are effective in their own context 
but violate the rights and regulations of 
GDPR. Given the importance of personal 
data, and the implications of misusing 
that data, we believe system designers 
should examine their systems for these 
anti-patterns, and work toward eliminat-
ing them with urgency.

Open issues. While our list of GDPR 
anti-patterns is a useful beginning 
point, it is not exhaustive. Neither have 
we proposed a methodology for identi-
fying a large number of such anti-pat-
terns, nor do we prescribe any mecha-
nisms toward eliminating them. The 
six anti-patterns highlighted here exist 
due to technical and economic reasons 
that may not entirely be in the control 
of individual companies. Thus, solving 
such deep-rooted issues would likely 
result in significant performance over-
heads, slower product rollouts, and re-
organization of data markets. The 
equilibrium points of these tussles are 
not yet clear.

Future directions. While there have 
been a number of recent works analyz-
ing GDPR from privacy and legal per-
spectives,5,19,15,35,36,38 the systems com-
munity is just beginning to get 
involved. GDPR compliance brings 
several interesting challenges to sys-
tem design. Prominently, addressing 
compliance at the level of individual 
infrastructure components (such as, 
compute, storage, and networking) 
versus achieving end-to-end compli-
ance of individual regulations (such 
as, implementing right-of-access in a 
music streaming service) will result in 
different trade-offs. The former ap-
proach makes the effort more con-
tained and thus, suits the cloud model 
better. Examples of this direction in-
clude GDPR compliant Redis,30 Com-
pliance by construction,29 and Data 
protection database.20 The latter ap-
proach provides opportunities for 
cross-layer optimizations (for exam-
ple, avoiding access control in multi-
ple layers). Google search’s imple-
mentation2 of Right to be forgotten is 
in this direction.
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the machine instructions that actually 
get executed. Unfortunately, such changes 
do affect the computed results to a sig-
nificant (and often worrisome) extent. 
In a majority of cases, there are not easily 
definable a priori answers one can 
check against. A programmer ends up 
comparing the new answer against a 
trusted baseline previously established 
or checks for indirect confirmations 
such as whether physical properties 
such as energy are conserved. However, 
such non-systematic efforts might miss 
underlying issues, and the code may 
keep misbehaving until these are fixed.

In this article, we present real-world 
evidence to show that ignoring numeri-
cal result changes can lead to misleading 
scientific conclusions. We present tech-
niques and tools that can help computa-
tional scientists understand and analyze 
compiler effects on their scientific code. 
These techniques are applicable across a 
wide range of examples to narrow down 
the root-causes to single files, functions 
within files, and even computational ex-
pressions that affect specific variables. 
The developer may then rewrite the code 
selectively and/or suppress the applica-
tion of certain optimizations to regain 
more predictable behavior.

Going forward, the frequency of re-
quired ports of computational software 
will increase, given that performance 
gains can no longer be obtained by mere-
ly scaling up the clock frequency, as used 
to be possible in prior decades. Perfor-
mance gains are now hinged on the use 
of multicore CPUs, GPUs and other ac-
celerators, and above all, advanced com-
pilation methods. While reproducibility 

HIGH PERFORMANCE COMPUTING (HPC) is central to 
solving large problems in science and engineering 
through the deployment of massive amounts of 
computational power. The development of important 
pieces of HPC software spans years or even decades, 
involving dozens of computer and domain scientists. 
During this period, the core functionality of the 
software is made more efficient, new features are 
added, and the software is ported across multiple 
platforms. Porting of software in general involves  
the change of compilers, optimization levels, arithmetic 
libraries, and many other aspects that determine 
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 key insights
 ˽ Even seemingly small changes to 

scientific software or its build and runtime 
environment can create large, unexpected 
changes in floating-point results.

 ˽ Bisection search helps locate code sites 
that sow variability, often with firm 
guarantees.

 ˽ Combining statistical consistency testing 
with graph-based code analysis provides 
important insight into sources of  
floating-point variability in the Community 
Earth System Model (CESM™).
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and quality assurance is particularly 
critical for maintaining model credibil-
ity given that output may have policy 
and societal impact as future climate 
scenarios are considered.7,10,23

The popular Community Earth Sys-
tem Model (CESM™)13 is a fully cou-
pled community global climate mod-
el that enjoys widespread use across a 
range of computational platforms, in-
cluding cutting-edge HPC architec-
tures. With a code base of nearly two mil-
lion lines across approximately 13,000 
subroutines and 3,000 functions, it is 

across compilers and platforms in this 
sense is a problem that hasn’t grabbed 
headlines in discussions centered 
around reproducibility, the problem is 
real (see sidebar “Is There a Reproduc-
ibility Problem?”) and threatens to sig-
nificantly affect the trustworthiness of 
critical pieces of software.

It may seem that all the difficulties de-
scribed thus far can be solved by ensur-
ing that compilers adhere to widely ac-
cepted rigorous standards of behavior 
spanning machines and optimization 
levels. Unfortunately, this goal is ex-
tremely difficult to realize in principle as 
well as in practice. Modern compilers 
must exploit not only advanced levels of 
vectorization but also the characteristics 
of heterogeneous computing platforms. 
Their optimizations in this complex 
space are triggered differently—even for 
the same compiler flags—based on the 
compiler’s projection of the benefits of 
heeding the flags. This behavior is very 
difficult to characterize for all cases. 
While vendor compilers are often pre-
ferred for their superior performance—
especially with respect to vectorization—
they also present a challenge in terms of 
intervention in case issues arise.

In this article, we describe the extent 
of this challenge, and what is action-
able in terms of equipping developers 
with practical tools (FLiT, CESM-ECT, 
and CESM-RUANDA). Some of these 
tools are already usable today for im-
portant codes such as hydrodynamics 
simulation codes and finite element li-
braries. We then take up the more chal-
lenging problem of climate simulation 
codes where much more work is need-
ed before an adequate amount of tool-
ing support will be developed. We de-
scribe the progress already made in this 
area by describing our solutions that 
address Earth system models (ESMs) 
that are central to climate simulation.

“Climate-changing” compiler opti-
mizations. Earth system models (ESMs) 
simulate many physical, chemical, and 
biological processes and typically fea-
ture a complex infrastructure that cou-
ples separate modular representations of 
Earth system components (for example, 

atmosphere, ocean, land, river, ice, and 
land ice). ESMs are characterized by ex-
ceedingly large code bases that have re-
sulted from decades of development, 
often containing a mix of both legacy 
code and more modern code units. Fur-
ther, most ESMs are in a state of near 
constant development as advancing 
scientific discovery requires the contin-
ual addition of new features or process-
es, while rapidly evolving HPC technol-
ogy requires new optimizations of the 
code base. Needless to say, software 
engineering for ESMs is challenging, 

A three-dimensional, undirected representation of the example from Figure 6. Nodes are 
colored by community membership and sized based on a threshold centrality value. The 
red nodes represent model variables sensitive to specific CPU instructions. All nodes with 
eigenvector centrality ≤ 0.4 have a constant size, and those above the threshold are scaled 
and highlighted by increased reflectance. Credit: Liam Krauss of LLNL. 
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chines, software upgrades, and modifi-
cations that should not affect the 
climate. In practice, CESM-ECT has 
proven effective in exposing issues in 
the CESM hardware and software 
stacks, including large discrepancies 
caused by fused multiply-add (FMA) op-
timizations, an error in a compiler up-
grade, a random number generator bug 
specific to big-endian machines, and an 
incorrect input parameter in a sea ice 
model release. In addition, by relaxing 
restrictive bit-identical requirements, 
CESM-ECT has allowed greater freedom 
to take advantage of optimizations that 
violate bit reproducibility but result in 
statistically indistinguishable output. 
Note that optimizing performance for 
climate models has long been of inter-
est due to their computational expense. 
For example, a fully coupled “high-reso-
lution” CESM simulation (that is, atmo-
sphere/land at 0.25° grid spacing and 
ocean at 0.1°) can easily cost on the or-
der of 250,000 core hours per simulated 
year.28 While lower resolution simula-
tions consume fewer core hours per 
simulated year (a 1.0° grid costs ≈ 3,500 
core hours), these simulations are often 
run for a large number of years. For ex-
ample, CESM’s contribution to the cur-
rent Coupled Model Comparison Proj-
ect (Phase 6)11 (used by the 
Intergovernmental Panel on Climate 
Change15 for their assessment reports) 
is expected to consume nearly 125 mil-
lion core hours.

Flitting Behaviors
Compiler optimizations do have the 
capability to change the result of float-
ing-point computations. However, it 
is possible, even likely, that these opti-
mizations can generate an answer 
closer to the scientist’s underlying 
model. Unfortunately, in general, it is 
hard to know which of two answers is 
better. Therefore, the best we can do is 
to try to reproduce a trusted imple-
mentation on trusted hardware. 
Thus, we focus on reproducibility and 
consistency of the program’s output 
compared to the baseline generated 
from the trusted configuration. 

It is clear that manual testing to lo-
cate the absence of reproducibility does 
not scale: any subset of the software 
submodules could be responsible for 
the observed result change. Projects 
that maintain rigorous unit testing may 

double-precision) and requires an 
evaluation for quality assurance. While 
the output on a new machine will not 
be bit-identical, one would reasonably 
expect there to be some degree of consis-
tency across platforms, as the act of port-
ing should not be “climate-changing.” 
We would expect the same scientific con-
clusions to be reached when analyzing 
output from model runs that were identi-
cal in all but compute platform.

In the past, such CESM consistency 
checks were costly undertakings that re-
quired climate science expertise and 
multi-century simulations, as there is 
not a simple metric for what defines cli-
mate changing. However, statistical 
testing techniques have recently been 
developed that define consistency in 
terms of statistical distinguishability, 
leading to the creation of the CESM En-
semble Consistency Test (ECT)1,2,21 suite 
of tools (see the sidebar “Statistical En-
semble Consistency Testing”). The sim-
ple and efficient CESM-ECT tools are 
regularly used by CESM software engi-
neers for evaluating ports to new ma-

critical to ensure that changes made 
during the CESM development life 
cycle do not adversely affect the mod-
el results. A CESM simulation output 
is only bit-reproducible when the ex-
act same code is run using the same 
CESM version and parameter set-
tings, initial conditions and forcing 
data, machine, compiler (and flags), 
MPI library, and processor counts, 
among others. Unfortunately, control 
over these quantities to this degree is 
virtually impossible to attain in prac-
tice, and further, because the climate 
system is nonlinear and chaotic, even 
a double-precision roundoff-level 
change will propagate rapidly and re-
sult in output that is no longer bit-
identical to the original.21,a As an ex-
ample, a port of CESM to a new 
architecture is a common occurrence 
that perturbs the model’s calcula-
tions (all of which are carried out in 

a Bitwise reproducibility is a coveted goal in 
general (not just for CESM), as it greatly facili-
tates regression testing.

˲  In the Community Earth System Model (CESM™) software, the compiler introduced 
fused multiply add (FMA) instructions that resulted in “climate changing” differences 
from the baseline simulations. 3 

˲  Compiling Laghos (https://github.com/CEED/Laghos), a hydrodynamics simulation, 
under the IBM compiler xlc with optimization level — O3, there were negative 
densities created and energy was not conserved after just one iteration.5

˲  FLiT-based testing of the MFEM finite element library revealed that even reasonable 
compiler optimization levels can change the result by as much as 190%.5

Is There a Reproducibility 
Problem?

When a climate simulation code is ported to a new platform, the output on the new 
platform will not be bit-identical to the original. This difference makes answering  
the question of consistency non-trivial. Instead, we ask a more tangible question:  
Is the new output statistically distinguishable from the original?

The CESM Ensemble Consistency Test (CESM-ECT) was developed to answer this 
new question. Ensemble methods are common in climate studies, as a collection of 
simulations are needed to describe the internal variability in the climate model system. 
(Climate models are inherently chaotic, meaning that even tiny perturbations or 
differences can cause large effects.) CESM-ECT generates a large “baseline” ensemble 
on a trusted machine and software stack and utilizes a testing framework based on the 
popular technique of Principal Component Analysis (PCA) to determine whether a set 
of new simulations (for example, from a new machine, compiler upgrade, optimization, 
and so on) is statistically distinguishable from the baseline ensemble. This ensemble-
based approach to verification serves as a powerful classification tool when bit-identical 
requirements are too restrictive.

Statistical Ensemble 
Consistency Testing 

https://github.com/CEED/Laghos
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already be able to utilize them to locate 
some problems, however many large 
projects have insufficient unit testing. 
Furthermore, floating-point rounding 
is non-compositional: decreased error 
in one component can sometimes in-
crease the overall roundoff error.18,29 It 
violates some of the basic algebraic laws 
such as associativity (See the sidebar 
“Floating-point Arithmetic and IEEE).

Sources of floating-point behavioral 
changes are also too numerous. Some-
times hardware implementations have 
fewer capabilities, such as not support-
ing subnormal numbers in their float-
ing-point arithmetic.14 Some strange 
behaviors can be observed when sub-
normal numbers are abruptly converted 
to zero. Other times, there are addition-
al hardware capabilities the compiler 
may utilize, such as replacing a multiply 
and an add with a single FMA instruc-
tion. While FMA can reduce floating-
point rounding error locally (because 
there is only one rounding step instead 
of two), care must still be taken. A lower 
local error does not necessarily equate 
to lower global error, particularly for a 
code that is sensitive to roundoff.

Under heavy optimizations, compilers 
can change the associativity of arithmetic 
operations such as reductions (especially 
when code is vectorized). For example, an 
arithmetic reduction loop whose trip-
count is not an integral multiple of the 
vector lane width must involve an extra it-
eration, handling the remaining ele-
ments. The manner in which this itera-
tion is incorporated can change overall 
associativity. Given the increasing use of 
GPUs and other accelerators, one must 
take into account how they deviate 
from IEEE floating-point standard in 
an increasing number of ways. The use 
of mixed-precision arithmetic where 
later iterations change precision6,20,27 
can exacerbate all these behaviors.

When a simulation code is affected 
by any one of these reasons and the 
computational results are deemed un-
acceptable, how does a developer pro-
ceed? The first step would typically be 
to find the source(s) of floating-point 
divergence and try to narrow down the 
root-causes based on one’s best guess 
or experience. Next, it seems logical to 
identify the sites and involved vari-
ables that play a part in the numerical 
inconsistency. Once inconsistent config-
urations and the associated code sites 

inconsistent results. We cannot know 
there is only one variability site or that 
errors are not canceled out in strange 
ways. To make any progress, we make 
the assumption that floating-point dif-
ferences are unique (for example, no 
two variability sites exactly cancel out 
each other). Without this assumption, 
to be sure we found all variability sites, 
it would require an exponential search. 
With this assumption, we can utilize 
Delta Debugging30 with complexity O(N 
log N). However, in practice, we have 
found most variability sites to act alone, 
meaning they contribute variability by 
themselves and not in concert with oth-
er components. We then make a fur-
ther assumption that each site acts 
alone in contributing variability (call 
this the singleton assumption). This as-
sumption allows for an efficient loga-
rithmic search as illustrated in Figure 1 
with complexity O(k log N) where k is 
the number of variability sites. Speed-
ometers are also displayed in Figure 1 
to represent performance of our par-
tially optimized executable, demon-

are identified, there may be many ap-
proaches that can be used to mitigate 
the inconsistency. For example, one 
could employ numerical analysis tech-
niques to improve the stability of the 
underlying algorithm; compile the af-
fected units with fewer optimizations; 
or, rewrite the units to behave similarly 
under the two different configurations.

Here, we present a collection of 
techniques that can be used on realis-
tic HPC codes to investigate significant 
differences in calculated results. 

FLiT: Tool for Locating 
Sources of Variability
FLiT is a tool and testing framework 
meant to analyze the effect of compil-
ers and optimizations on user code. It 
allows users to compare the results be-
tween different compilers and optimi-
zations, and even locate the code sites 
to the function level where compila-
tion differences cause results to differ. 

Logarithmic search. Suppose the 
code is contained in a collection of N 
files and a new compilation produces 

Given recent warming trends and increases in extreme events, understanding present, 
past, and future climate scenarios is increasingly a global priority. Models such as CESM 
that perform state-of-the science climate simulations are particularly vital for addressing 
otherwise intractable “what if?” climate questions (for example, “What if all of the ice  
in the Arctic melts?” or “What if ocean temperatures rise by N degrees?”), enabling better 
societal preparation for the future.

CESM 2.0 was released in the summer of 2018, and its popularity is a result of 
collaborations over several decades between scientists at the National Center for 
Atmospheric Research (NCAR) and various universities and research institutions. CESM is 
a true community model that is accompanied by a robust, extensible and portable workflow 
and code base that provides users a standard way to readily create model experiments 
and customize the experimental setup. The infrastructure allows users to easily explore 
and evaluate proposed science changes by creating simplified model configurations (for 
example, via lower resolutions or disabled feedback). Climate models are well known for 
pushing the limit for what is computationally feasible, and CESM’s infrastructure permits 
the extensive testing of the model, thereby ensuring its reliability and efficiency on a broad 
spectrum of modern computational platforms. Establishing the trustworthiness of a code 
like CESM is paramount given its critical role in exploring important climate questions and 
defining consistency separately from bit-reproducibility is a practical necessity.

Climate Models Are Important

Under most circumstances FMA yields more accurate results than a multiplication  
and addition computed separately. However, this need not be the case. For example,  
given the expression a*b + ac, one expects the expression to evaluate to 0 when  
b == −c. However, with FMA, the calculation carried out might be a * c + ac where ac 
represents the result of a * c with rounding. Kahan17 presents another example where 
the multiplication of a complex number by its complex conjugate using FMA might not 
produce a real number.

Floating-Point  
Arithmetic and IEEE
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but the implementation for symbols is 
a bit more complicated, as outlined in 
Bentley et al.5

Verifying the singleton assumption. A 
check is inserted in the search that prov-
ably verifies whether the singleton as-
sumption holds.5 In fact, as shown in this 
illustration, it may be possible to judi-
ciously add back some units in an opti-
mized mode (the last row from Figure 1) 
to finally leave the code highly optimized 
and producing acceptable answers. It 
would also be advantageous to obtain an 
overall speedup profile of one’s simula-
tion code. One such profile can be seen 
in Figure 3. This was obtained for an ex-
ample supplied with a widely used finite 
element library, MFEM. From this pro-
file, one can observe that it is possible to 
attain a speedup of 9.4% (compared with 
gcc —O2) with exact reproducibility, or a 
speedup of 39.6% with a small amount of 
variability.

FLiT workflow. The FLiT workflow is 
shown in Figure 2. A full application or 
a piece of it may be converted into a 

FLiT test. The given FLiT test, sequen-
tial or parallel (OpenMP or MPI), must 
be run-to-run deterministic. One must 
attempt to make their code as deter-
ministic as possible before using FLiT. 
For example, random number genera-
tors can be seeded and MPI applica-
tions can use capture-playback (using 
tools like ReMPI24).  

The FLiT test can now be compiled 
in various ways and run to find the 
compilations that cause significant 
differences. If one of the compilations 
delivers results within tolerance and 
has acceptable performance, the con-
figuration search can end. For example, 
in Figure 3, we obtain a 9% speedup with 
a bitwise equal result on MFEM exam-
ple 9, and if some variability can be tol-
erated, then the compilation with 40% 
speedup can be used. But when signifi-
cant speedups are accompanied with 
unacceptable differences, the FLiT Bi-
sect search can be used to locate the 
sites of variability. The FLiT Bisect 
search proceeds as previously described.

FLiT is a publicly released tool.4 It 
has been applied to production codes 
within the Lawrence Livermore Na-
tional Laboratory (LLNL) and has suc-
cessfully located issues in the MFEM 
library and the Laghos application, as 
described earlier. FLiT Bisect first per-
forms File Bisect, which proceeds as 
follows:

1. compile each source file into an 
object file using the trusted baseline 
compilation, and another object file 
using the optimization compilation 
under test. 

2. get the next file combination to 
try from the logarithmic search. 

3. link together the chosen object 
files from the two compilations to 
make a single executable (see File Bi-
sect in Figure 4). 

4. run this generated executable and 

strating that the more files are opti-
mized, the more performance it yields.

The logarithmic search in Figure 1 
proceeds as follows. With all of code 
optimized (all the rectangles shaded), 
the computation runs quite fast (the 
speedometer is at its highest), but the 
results are inconsistent. Even with the 
left half optimized, the result is still in-
consistent. Logarithmic search subdi-
vides the left half, keeping the first two 
files of the left half optimized, which 
results in consistency. We then divide 
the remaining two files from the left 
half to test file 3 by itself. This file opti-
mized by itself causes inconsistency 
and is therefore given blame. Remov-
ing file 3 from the search, we start over. 
In this case, we see optimizing all ex-
cept for file 3 obtains consistency, 
therefore we have found all sites.

We framed this problem in terms of 
files, but after blaming files, we can 
perform this search again over symbols 
in each file (representing individual 
functions). The algorithm is the same 

Figure 1. Example of the Bisect logarithmic search where shaded blocks represent optimized 
files or symbols. Unshaded blocks are from the trusted baseline compilation.
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CESM, statistical consistency between 
a baseline ensemble and a set of new 
runs is determined by the CESM-ECT 
quality assurance framework. Extend-
ing the CESM-ECT to help under-
stand why new runs are inconsistent 
is crucial for comprehensive quality 
assurance for CESM. Retaining in 
mind our long-term goal of impacting 
other large, critical applications, we 
now describe our recent efforts to 
tackle the challenge of root cause 
analysis of inconsistency in CESM.

The CESM-ECT has proven to be 
useful in terms of detecting inconsis-
tencies that were either introduced 
during the process of porting the CESM 
software or by a new machine platform 
itself, both of which are not uncom-
mon. Such sources of inconsistency 
can be true errors (for example, result-
ing from a compiler bug) or new ma-
chine instructions. However, while 
CESM-ECT issues a “fail” when a statis-
tical discrepancy is identified in the 
new output, little useful information is 
provided about the possible cause. 

compare with the baseline run results. 
5. return the comparison to the 

search algorithm and repeat from (2).
The runtime of FLiT Bisect is the 

time it takes to run the test code times 
the number of file combinations and 
symbol combinations to be evaluated. 
Notice that compilation into object 
files happens only at the beginning. Af-
ter that, FLiT simply does a link step 
and run for each search step. It is worth 
noting that FLiT Bisect also includes 
the capability to report how much each 
site is estimated to contribute to the 
overall result divergence.

Function-level Bisect. While File Bi-
sect is quite useful in narrowing down 
the reasons for a software’s non-porta-
bility, we often have to locate problems 
at a finer level of resolution—meaning, 
a single function within a file. FLiT sup-
ports this via its Symbol Bisect feature. 
As seen in Figure 4, Symbol Bisect mix-
es compiled functions from two differ-
ent compilations of the same source 
file. This is performed by demoting 
some symbols to be weak symbols. Dur-
ing link-time, if there is a duplicate 
symbol but one is weak, then the strong 
symbol is kept while the weak symbol is 
discarded. This approach allows FLiT 
to search over the symbol space after 
optimizations have been performed. 
However, for this to be effective, the 
-fPIC compilation flag must be used 
(only on the object file to be mixed) to 
ensure no inlining between functions 
that we might want to replace occurs. 
FLiT checks whether using -fPIC inter-
feres with the optimization that causes 
the result difference.

In practice, this modality of search 
has helped us successfully attribute 
root causes down to a small set of func-
tions. For example, in the case of Test-
13 within the MFEM library, FLiT-based 
testing revealed that a compiler opti-
mization level that involved the use of 
AVX2, FMA, and higher precision inter-
mediate floating-point values produced 
a result that had a relative difference of 
193% from the baseline of g++ —O2. The 
L2 norm over the mesh went from ap-
proximately 5 to 15 after the optimiza-
tions. Using Symbol Bisect, the prob-
lem was located to be within one simple 
function that calculates M = M +aAAT, 
with a being a scalar, and M and A being 
dense square matrices. This case wasn’t 
known to the developers of MFEM. 

Conversation with the developers of 
MFEM is under way to resolve this issue. 
This finding may indicate numerical 
instability of the underlying finite ele-
ment method employed, or with its 
implementation.

Addressing the identified and lo-
cated issue is outside of FLiT’s scope. 
It is then the responsibility of the sci-
entific sofware developer to solve the 
issue in order to obtain consistency 
and numerical stability. A designer 
may then choose to solve the identi-
fied non-portability either by tuning 
precision, rewriting the computation 
differently (perhaps employing more 
numerically stable approximations), or 
avoiding the problematic optimiza-
tion for the whole application or the 
affected files.

CESM
FLiT’s tolerance-based approach to 
consistency will work for many code 
bases, but for applications that model 
complex and chaotic systems, a more 
nuanced method may be needed. For 

Figure 3. Performance profile of compilations of Example 9 from MFEM. The compilations 
with the fastest bitwise equal and fastest overall speeds are labeled.

Fastest bitwise equal:
  clang++ –O3
Speedup: 1.094

Fastest variable:
  icpc –O3 –fp-model fast=1
Speedup: 1.396
Variability: 7.78e–14
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from a number of scientists and engi-
neers to identify FMA instructions as 
giving rise to inconsistency (for exam-
ple, see Baker et al.3). Ideally, a compan-
ion tool to CESM-ECT would identify 
which lines of code or CPU instructions 
were responsible for the failure. While 
tools do exist to find differences at this 
level, we were not aware of any that we 
could directly apply to a code the size 
and complexity of CESM. Approaches 
based on SAT or Satisfiability Modulo 
theories are precise, but often cannot 
handle large code bases.25 Debugging 
and profiling toolkits are capable of de-
tecting divergent values in individual 
variables, but the sampling process can 
be expensive as well. Furthermore, 
identifying which variables to sample is 
a formidable challenge. Therefore, we 
adopted the strategy of reducing the 
search space for the root cause(s) to a 
tractable quantity of code that would fa-
cilitate the use of tools like FLiT or 
KGEN19 or runtime sampling.

We have successfully progressed to-
ward our goal via a series of developed 
techniques that we collectively refer to 
as the CESM Root caUse Analysis of Nu-
merical DiscrepAncy (CESM-RUAN-

DA).22 This toolkit parses the CESM 
source code and creates a directed 
graph of internal CESM variables that 
represents variable assignment paths 
and their properties. Based on its de-
termination of which CESM output 
variables are most affected (using in-
formation from CESM-ECT), it then ex-
tracts a subgraph responsible for cal-
culating the output variables via a form 
of hybrid program slicing. Next, the 
subgraph is partitioned into communi-
ties to facilitate analysis, and nodes are 
ranked by information flow within the 
communities using centrality. The cen-
trality-based ranking enables either 
runtime sampling of critical nodes or 
the identification of critical modules 
that can be individually extracted from 
CESM and run as an independent ker-
nel (for example, via KGEN). See Figure 
5 for a visual depiction of CESM-RUAN-
DA. Translating the CESM source code 
into a directed graph representation 
enables fast, hybrid analysis of infor-
mation flow making it easier for other 
existing tools or techniques to locate 
problematic lines of CESM code. 

As an example, CESM-RUANDA can 
identify internal CESM variables whose 

This lack of fine-grained information 
can be quite frustrating for the user, 
who would like to know why the new 
run failed so that the problem can be 
addressed. And while debugging a 
large and complex code like CESM is 
challenging in general, some hope gen-
erally exists when the code crashes or 
stalls or the numerics blow up. In these 
situations, we often have enough infor-
mation (from a large-scale debugging 
tool or software output) to roughly de-
termine the source of the error. How-
ever, when trying to determine the 
cause of a statistical discrepancy in 
CESM output, it may be far from clear 
where (or even how) to start looking for 
the root cause.

Automating root cause analysis for 
CESM. The need for an automated tool 
that enables developers to trace a prob-
lem detected in CESM output to its 
source was felt acutely shortly after 
CESM-ECT was first put into use for ver-
ifying ports to other platforms (against 
simulations on the NCAR supercom-
puter). Only one of many CESM-sup-
ported platforms failed the CESM-ECT 
and determining the cause of the failure 
took several frustrating months of effort 

Figure 5. The CESM root cause identification workflow. 

In this example, the computation of 
the fictitious CESM output variable 
rain causes CESM-ECT failure 
due to an operation in the notional 
“microphysics” module. To find 
the cause, CESM-RUANDA first 
converts the CESM source code 
(top left) to a directed graph (top 
right). The subgraph responsible for 
computing rain is partitioned into 
communities (bottom left). Then 
nodes within the communities are 
selected for runtime sampling by 
their centrality. The table (bottom 
right) illustrates how runtime 
value comparison between an 
experimental and control case 
at three logged execution points 
(columns) can reveal the cause of 
the CESM-ECT failure.
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reproducible behavior upon changing 
compilers or optimization flags. Our 
second contribution are the CESM-
ECT and CESM-RUANDA tools that 
have approached the problem on a 
very large scale and in the context of 
climate simulation software.

While much more work remains to 
be done on both tools, the anticipated 
usage model is to first use CESM-ECT to 
determine that a discrepancy exists, 
then employ CESM-RUANDA to narrow 
down the scope of the problem (in code-
bases exceeding several million lines of 
code) to specific variables whose values 
differ significantly, and finally attribute 
the root cause to individual files or func-
tions via tools such as FLiT. The efficacy 
of FLiT was demonstrated on the MFEM 
code which occupies over 100K lines of 
code and consists of 2,998 functions 
spread over 97 source files. With such 
non-trivial code sizes already handled 
via FLiT, we believe that a combination 
of these tools will quite naturally lead to 
an overall superior diagnostic process.

Building a community is essential. To 
help increase the list of tools and ap-
proaches in this area, we are eager to en-
gage in collaborations in two primary 
directions. First, the FLiT tool is avail-
able publicly at https://github.com/
PRUNERS. We are open to developing 

values change markedly when comput-
ed with FMA. CESM built by the Intel 17 
compiler with FMA enabled generates 
output on the NCAR supercomputer 
that is flagged as a failure by CESM-ECT. 
After pinpointing the output variables 
most affected by enabling FMA instruc-
tions, CESM-RUANDA narrows the root 
cause search space to a subgraph com-
munity corresponding to the model at-
mosphere microphysics package. Ex-
amining the top nodes ranked by 
centrality yields several of the internal 
variables that take very different values 
with FMA enabled (Figure 6), allowing 
us to reach the same conclusion as the 
manual investigation into the failing 
CESM port in a fraction of the time (less 
than an hour on a single CPU socket). 
The automated identification of the root 
causes of discrepancies detected in 
CESM output provided by CESM-RUAN-
DA will tremendously benefit the CESM 
community and developers. 

It is important to highlight that 
while a CESM-ECT “fail” has a negative 
connotation, it is simply an indicator of 
statistically differentiable output. While 
the negative connotation is warranted for 
bugs, it masks a subtlety in the case of FMA. 
In keeping with the sidebar on floating-
point arithmetic, we note that CESM-ECT 
does not indicate which output (with 

FMA or without) is more “correct” (in 
terms of representing the climate state). 
While domain experts might be able to 
make such a determination, the model 
should ideally return consistent results 
regardless of whether FMA machine in-
structions are executed. In this case, our 
tools seem to indicate an instability or 
sensitivity in portions of the code that ide-
ally could be corrected with a redesign. 

Concluding Remarks
Computational reproducibility has re-
ceived a great deal of (well-deserved) at-
tention, with publications emphasizing 
the reproducibility of experimental 
methods in systems8 through summa-
ries of workshops covering scientific 
and pragmatic aspects of reproducibili-
ty.16 While the problems due to non-re-
producibility are amply clear, there is a 
dearth of tools that help solve day-to-day 
software engineering issues that impact 
software developers as well as users.

In this context, our specific contri-
bution in this paper has been a two-
pronged approach that allows domain 
scientists to act on reproducibility prob-
lems related to porting software across 
machines and compilers. Our first spe-
cific contribution is FLiT—a tool that 
can be applied to real-world libraries 
and applications when they exhibit non-

Figure 6. A schematic representation of CESM-RUANDA applied to the problem of finding variables most affected by FMA instructions.22 

Of the more than 100 atmosphere output variables used in the CESM-ECT, six are related to the failure (left). 
The CESM subgraph that computes these six variables is represented by the center plot, where node color 
designates community membership. Note that we render a smaller subgraph than that produced in Milroy et 
al.22 for illustrative purposes. The large red nodes in the center plot represent five variables most affected by 
FMA instructions. In the rightmost plot the community containing these five variables is isolated and nodes 
are selected for runtime sampling by their centrality. Large green nodes are those chosen for sampling and 
purple nodes are variables sensitive to FMA which are also selected for sampling. All but one red node from 
the center plot would be identified by CESM-RUANDA.

https://github.com/PRUNERS
https://github.com/PRUNERS
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FLiT with external input, collabora-
tions, and feature requests. Second, 
ideas centered around the CESM-RU-
ANDA are ripe for re-implementation, 
and at NCAR, we are open to supplying 
computational kernels from the public-
ly available CESM code to the commu-
nity. The ideas as well as results behind 
FLiT and CESM-RUANDA are described 
in greater detail in Bentley et al.5 and 
Milroy et al.,22 respectively. To further 
help with community building, we have 
recently contributed a collection of 
open-source tools as well as conference 
tutorials that help pursue many of the 
issues surrounding floating-point preci-
sion analysis, tuning, and exception 
handling; these are available for perusal 
at http://fpanalysistools.org.12

In summary, the integrity of compu-
tational science depends on minimiz-
ing semantic gaps between the source 
level representation of simulation soft-
ware and its executable versions. Such 
gaps arise when hardware platforms 
change, libraries change, and compil-
ers evolve. These changes are necessi-
tated by the need to maintain perfor-
mance in the present post Dennard 
scaling era. Furthermore, the pace of 
these changes is only bound to in-
crease as the designer community is 
highly engaged in squeezing out the 
last drop of performance from current 
generation (as well as upcoming) ma-
chines and runtimes. Therefore, the 
onus of computer science researchers 
is not only to minimize or avoid these 
gaps through formally verified compi-
lation methods (for example, Comp-
cert9), develop tools that discover and 
bridge these gaps, and also make fun-
damental advances that contribute to 
reproducibility (for example, recent 
contributions to the IEEE-754 stan-
dard in support of reproducible arith-
metic operations.26).

Digital content available for inclu-
sion with this article. Sources and 
detailed instructions to install and 
use the FLiT software system on a 
worked-out example of debugging a 
scenario within the MFEM finite ele-
ment library is available from http://
fpanalysistools.org.
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the field is home to a large number of 
different but interconnected subcom-
munities, each of which would prob-
ably produce a rather different nar-
rative of the history and the current 
state of the art of the field. I therefore 
do not strive to achieve the impossible 
task of presenting something close to 
a consensus—such a thing still seems 
elusive. However, I do point out here, 
and sometimes within the narrative, 
that there are a good number of al-
ternative perspectives.

The review is also very selective, 
because Semantic Web is a rich field 
of diverse research and applications, 
borrowing from many disciplines 
within or adjacent to computer sci-
ence. In a brief review like this one 
cannot possibly be exhaustive or give 
due credit to all important individual 
contributions. I do hope I have cap-
tured what many would consider key 
areas of the Semantic Web field. For 
the reader interested in obtaining a 
more detailed overview, I recom-
mend perusing the major publica-
tion outlets in the field: The Semantic 
Web journal,a the Journal of Web 
Semantics,b and the proceedings of 
the annual International Semantic 
Web Conference.c This is by no 
means an exhaustive list, but I be-
lieve it to be uncontroversial that 
these are the most central publica-
tion venues for the field.

Now that we understand that Se-
mantic Web is a field of research, 
what is it about? Answers to this ques-
tion are again necessarily subjective 
as there is no clear consensus on this 
in the field.d

One perspective is that the field is all 
about the long-term goal of creating The 
Semantic Web (as an artifact) together 
with all the necessary tools and methods 

a http://www.semantic-web-journal.net/
b https://www.journals.elsevier.com/journal-of-

web-semantics
c http://swsa.semanticweb.org/content/inter-

national-semantic-web-conference-iswc
d I would like to emphasize this lack of consen-

sus is as much a boon for the field, giving it 
diversity, as it is sometimes a disadvantage.

LET US BEGIN this review by defining the subject 
matter. The term Semantic Web as used in this article 
is a field of research rather than a concrete artifact—in 
a similar way, say, Artificial Intelligence denotes a field 
of research rather than a concrete artifact. A concrete 
artifact, which may deserve to be called “The Semantic 
Web” may or may not come into existence someday, 
and indeed some members of the research field may 
argue that part of it has already been built. Sometimes 
the term Semantic Web technologies is used to describe 
the set of methods and tools arising out of the field 
in an attempt to avoid terminological confusion. We 
will come back to all this in the article in some way; 
however, the focus here is to review the research field.

This review will be rather subjective, as the field 
is very diverse not only in methods and goals 
being researched and applied, but also because
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Wide Web itself. For example, a first draft 
of the Resource Description Framework 
(RDF) was published as early as 1997.h

Our story of the field will commence 
from the early 2000s, and we group the 
narrative into three overlapping phases, 
each driven by a key concept; that is, un-
der this reconstruction, the field has 
shifted its main focus at least twice. 
From this perspective, the first phase 
was driven by ontologies and it spans the 
early to mid 2000s; the second phase 
was driven by linked data and stretches 
into the early 2010s. The third phase was 
and is still driven by knowledge graphs.

Ontologies. For most of the 2000s, 
work in the field had the notion of ontol-
ogy at its center, which, of course, has 
much older roots. According to a many-
cited source from 1993,5 an ontology is a 
formal, explicit specification of a shared 
conceptualization—though one may ar-
guethat this definition still needs inter-
pretation and is rather generic. In a 
more precise sense (and perhaps a bit 
post-hoc), an ontology is really a knowl-
edge base (in the sense of symbolic arti-
ficial intelligence) of concepts (that is, 
types or classes, such as “mammal” and 
“live birth”) and their relationships 
(such as, “mammals give live birth”), 
specified in a knowledge representation 
language based on a formal logic. In a 
Semantic Web context, ontologies are a 
main vehicle for data integration, shar-
ing, and discovery, and a driving idea is 
that ontologies themselves should be 
reusable by others.

In 2004, the Web Ontology Lan-
guage OWL became a W3C standard 
(the revision OWL 211 was established 
in 2012), providing further fuel for 
the field. OWL in its core is based on 
a description logic, that is, on a sub-
language of first-order predicate logici 
using only unary and binary predicates 
and a restricted use of quantifiers, de-
signed in such a way that logical deduc-
tive reasoning over the language is de-
cidable.12 Even after the standard was 
established, the community continued 
to have discussions whether descrip-
tion logics were the best paradigm 
choice, with rule-based languages be-
ing a major contender.28 The discussion 

h https://www.w3.org/TR/WD-rdf-syntax-971002/
i With some mild extensions not found in 

standard first-order predicate logic, such as 
counting quantifiers.

required for creation, maintenance, and 
application. In this particular narrative, 
The Semantic Web is usually envisioned 
as an enhancement of the current World 
Wide Web with machine-understand-
able information (as opposed to most of 
the current Web, which is mostly targeted 
at human consumption), together with 
services—intelligent agents—utilizing this 
information. This perspective can be 
traced back to a 2001 Scientific American 
article,1 which arguably marks the birth 
of the field. Provision of machine under-
standable information in this case is 
done by endowing data with expressive 
metadata for the data. In the Semantic 
Web, this metadata is generally in the 
form of ontologies, or at least a formal 
language with a logic-based semantics 
that admits reasoning over the meaning 
of the data. (Formal metadata is dis-
cussed later.) This, together with the un-
derstanding that intelligent agents 
would utilize the information, perceives 
the Semantic Web field as having a sig-
nificant overlap with the field of Artifi-
cial Intelligence. Indeed, for most of the 
major artificial intelligence conferences 
held in the last 20 years ran explicit “Se-
mantic Web” tracks.

An alternative and perhaps more re-
cent perspective on the question of 
what the field is about rests on the ob-
servation that the methods and tools 
developed by the field have applica-
tions not tied to the World Wide Web, 
and which also can provide added val-
ue even without having to establish in-
telligent agents utilizing machine-un-
derstandable data. Indeed, early 
industry interest in the field, which was 
substantial from the very outset, was 
aimed at applying Semantic Web tech-
nologies to information integration 
and management. From this perspec-
tive, one could argue the field is about 
establishing efficient (that is, low cost) 
methods and tools for data sharing, 
discovery, integration, and reuse, and 
the World Wide Web may or may not be 
a data transmission vehicle in this con-
text. This understanding of the field 
moves it closer to databases, or the 
data management part of data science.

A much more restrictive, but per-
haps practically rather astute, delinea-
tion of the field may be made by  
characterizing it as investigating foun-
dations and applications of ontologies, 
linked data, and knowledge graphs (all 

discussed later), with the W3C stan-
dardse RDF, OWL, and SPARQL at its 
core.

Perhaps, each of these three perspec-
tives has merit, and the field exists in a 
confluence of these, with ontologies, 
linked data, knowledge graphs, being key 
concepts for the field, W3C standards 
around RDF, OWL, and SPARQL consti-
tuting technical exchange formats that 
unify the field on a syntactic (and to a cer-
tain extent, semantic) level; the applica-
tion purpose of the field is in establishing 
efficient methods for data sharing, dis-
covery, integration, and reuse (whether 
for the Web or not); and a long-term vi-
sion that serves as a driver is the estab-
lishing of The Semantic Web as an arti-
fact complete with intelligent agent 
applications at some point in the (per-
haps, distant) future.

In the rest of this article, I will lay out 
a timeline of the field’s history, covering 
key concepts, standards, and promi-
nent outcomes. I will also discuss some 
selected application areas as well as the 
road and challenges that lie ahead.

A Subjective Timeline
Declaring any specific point in time 
as the birth of a field of research is of 
course debatable at best. Nevertheless, 
a 2001 Scientific American article by Ber-
ners-Lee et al.1 is an early landmark and 
has provided significant visibility for the 
nascent field. And, yes, it was around 
the early 2000s when the field was in a 
very substantial initial upswing in terms 
of community size, academic productiv-
ity, and initial industry interest.

But there were earlier efforts. The 
DARPA Agent Markup Language (DAML) 
programf ran from 2000 to 2006 with the 
declared goal of developing a Semantic 
Web language and corresponding 
tools. The European Union-funded 
On-To-Knowledge project,g running 
from 2000–2002, gave rise to the OIL lan-
guage that was later merged with DAML, 
eventually giving rise to the Web Ontolo-
gy Language (OWL) W3C standard. The 
more general idea of endowing data on 
the Web with machine-readable or “-un-
derstandable” metadata can be traced 
back to the beginnings of the World 

e The World Wide Web Consortium (W3C) calls 
its standards “Recommendations.”

f http://www.daml.org/
g https://cordis.europa.eu/project/id/IST-1999-10132

https://www.w3.org/TR/WD-rdf-syntax-971002/
http://www.daml.org/
https://cordis.europa.eu/project/id/IST-1999-10132
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eventually settled, but the Rule Inter-
change Format RIF,25 which was later 
established as a rule-based W3C stan-
dard gained relatively little traction.j

Also in 2004, the Resource Descrip-
tion Framework (RDF) became a W3C 
standard (the revision RDF 1.132 was 
completed in 2014). In essence, RDF is 
a syntax for expressing directed, la-
beled, and typed graphs.k RDF is more 
or lessl compatible with OWL, by using 
OWL to specify an ontology of types 
and their relationships, and by then 
using these types as types in the RDF 
graph, and the relationships as edges. 
From this perspective, an OWL ontol-
ogy can serve as a schema (or a logic of 
types) for the RDF (typed) graph.m

A W3C standard for an RDF query 
language, called SPARQL, followed in 
2008 (with an update in 2013,36 which 
then also became more fully compat-
ible with OWL). Additional standards 
in the vicinity of RDF, OWL, and 
SPARQL have been, or are being, de-
veloped, some of which have gained 
significant traction, for example, on-
tologies such as the Semantic Sensor 
Networks ontology7 or the Provenance 
ontology,20 or the SKOS Simple Knowl-
edge Organization System.24

With all these key standards devel-
oped under the W3C, basic compatibili-
ty between them and other key W3C 
standards has been maintained. For ex-
ample, XML serves as a syntactic serial-
ization and interchange format for RDF 

j Evidence, for example, is given by comparing 
Google Scholar citation counts for the stan-
dards documents, which are two orders of 
magnitude lower for RIF.

k The full standard is more complicated; for ex-
ample, it allows things like using edge labels, 
or node types, also as nodes from which other 
edges originate, which would be in violation of 
what is usually considered a graph. Excessive 
use of such departures from standard graph 
structures are usually used sparingly, as the 
results are often hard to interpret.

l Syntactically, they are fully compatible, as RDF 
is a syntactic serialization format for OWL. 
However, RDF and OWL each carry a (more 
precisely, several) formal semantics that are 
not fully compatible between the languages. 
To the best of my knowledge, there is no single 
reference which discusses the exact relation-
ship in detail, but Hitzler et al.12 gives some 
indications.

m RDF Schema,32 which is part of the RDF stan-
dard, can serve this purpose as well but is 
much less expressive than OWL, and in terms 
of semantics not fully compatible with it – see 
the previous footnote.

and OWL. All W3C Semantic Web stan-
dards also use IRIs as identifiers for labels 
in an RDF graph, for OWL class names, 
for datatype identifiers among others.

The DARPA DAML program ended 
in 2006, and subsequently there were 
few if any large-scale funding lines for 
fundamental Semantic Web research 
in the U.S. As a consequence, much of 
the corresponding research in the U.S. 
moved either to application areas such 
as data management in healthcare or 
defense, or into adjacent fields altogeth-
er. In contrast, the European Union 
Framework Programmes, in particular 
FP 6 (2002–2006) and FP 7 (2007–2013), 
provided significant funding for both 
foundational and application-oriented 
Semantic Web research. One of the re-
sults of this divergence in funding pri-
orities is still mirrored in the composi-
tion of the Semantic Web research 
community, which is predominantly 
European. The size of the community 
is difficult to assess, but since the mid-
2000s, the field’s key conference—the 
International Semantic Web Confer-
ence—has drawn over 600 participants 
on average each year.n Given the inter-
disciplinary nature and diverse applica-
tions of the field, it is to be noted that 
much Semantic Web research or appli-
cations are published in venues for ad-
jacent research or application fields.

Industry interest has been signifi-
cant from the outset, but it is next to 
impossible to reconstruct reliable 
data on the precise level of related in-
dustry activity. University spin-offs ap-
plied state-of-the-art research from 
the outset, and graduating Ph.D. stu-
dents—in particular, the significant 
number produced in Europe—were 
finding corresponding industry jobs. 
Major and smaller companies have 
been involved in large-scale founda-
tional or applied research projects, in 
particular under EU FP 6 and 7. Indus-
try interest has changed focus with the 
research community, and we will come 
back to this throughout the narrative.

Some large-scale ontologies, often 
with roots predating the Semantic Web 
community, matured during this time. 
For example, the Gene Ontology35 had 

n The much newer annual China Conference on 
Knowledge Graph and Semantic Computing, es-
tablished in 2013, with primarily national focus, 
has by now grown to almost 1,500 participants.

In a Semantic Web 
context, ontologies 
are a main vehicle 
for data integration, 
sharing,  
and discovery, 
and a driving idea 
is that ontologies 
themselves should 
be reusable  
by others.
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central role in the Linked Open Data 
Cloud of interlinked datasets: Many 
other datasets link to it so that it has 
become a kind of hub for linked data.

There was significant industry in-
terest in linked data from the outset. 
For example, BBCt was one of the first 
significant industry contributors to 
the Linked Data Cloud and the New 
York Times Company31 and Face-
book40 were early adopters. However, 
industry interest seemed mostly be 
about utilizing linked data technology 
for data integration and management, 
often without it being visible on the 
open World Wide Web.

During the Linked Data era, ontolo-
gies played a much less prominent 
role. They often were used as schemas 
in that they informed the internal 
structure of RDF datasets, however, the 
information in RDF graphs in the 
Linked Data Cloud was shallow and 
relatively simplistic compared to the 
overpromises and depth of research 
from the Ontologies era. The credo 
sometimes voiced during this time was 
that ontologies cannot be reused, and 
that a much simpler approach based 
mainly on utilizing RDF and links be-
tween datasets held much more realis-
tic promises for data integration, man-
agement, and applications on and off 
the Web. It was also during this time 
that RDF-based data organization vo-
cabularies with little relation to ontolo-
gies, such as SKOS,24 were developed.

It was also during this time (2011) 
when schema.org appeared on the 
scene.6 Initially driven by Bing, Google, 
and Yahoo!—and slightly later joined 
by Yandex—schema.org made public a 
relatively simple ontologyu and sug-
gested that website providers annotate 
(that is, link) entities on their sites 
with the schema.org vocabulary. In re-
turn, the Web search engine providers 
behind schema.org promised to im-
prove search results by utilizing the 
annotations as metadata. Schema.org 
saw considerable initial uptake: In 
2015, Guha et al.6 reported over 30% of 
pages have schema.org annotations.

Another prominent effort launched 
in 2012 is Wikidata,39 which started as a 

t https://www.bbc.co.uk/academy/en/articles/
art20130724121658626

u As of the writing of this article it has 614 
classes and 902 relations and consists primarily 
of a type hierarchy.

its beginnings in 1998 and is now a 
very prominent resource. Another ex-
ample is SNOMED CT,o which can be 
traced back to the 1960s but is now 
fully formalized in OWL and widely 
used for electronic health records.33

As is so often the case in computer 
science research, initial over-hyped 
expectations on short-term massive 
breakthrough results gave way, 
around the mid-2000s, to a more so-
ber perspective. Ontologies in the 
form that were mostly developed dur-
ing this time—meaning often based 
on ad-hoc modeling as methodolo-
gies for their development were re-
searched but had not yet led to tangi-
ble results—turned out to be difficult 
to maintain and re-use. This, com-
bined with the considerable up-front 
cost at that time to develop good 
ontologies,p paved the way for a shift in 
attention by the research community, 
which can be understood as perhaps 
antithetical to the strongly ontology-
based approach of the early 2000s.

Linked Data. The year 2006 saw the 
birth of “linked data” (or “linked open 
data” if the emphasis is on open, pub-
lic, availability under free licenses). 
Linked data3 would soon become a 
major driver for Semantic Web re-
search and applications and persist as 
such until the early 2010s.

What is usually associated with the 
term “linked data” is that linked data 
consists of a (by now rather large) set of 
RDF graphs that are linked in the sense 
that many IRI identifiers in the graphs 

o https://www.snomed.org/
p With it being rather unclear what “good” 

would mean.

also appear also in other, sometimes mul-
tiple, graphs. In a sense, the collection 
of all these linked RDF graphs can be 
understood as one very big RDF graph.

The number of publicly available 
linked RDF graphs has been showing 
significant growth in particular during 
the first decade as shown in Figure 1; 
the data is from the Linked Open Data 
Cloud website,q which does not ac-
count for all RDF datasets on the Web. 
A 2015 paper29 reports on “more than 
37 billion triplesr from over 650,000 
data documents,” which is also only a 
selection of all RDF graph triples that 
can be freely accessed on the World 
Wide Web. Large data providers, for ex-
ample, often provide only a query inter-
face based on SPARQL (a “SPARQL end-
point”) or use RDF for internal data 
organization but provide it to the out-
side only via human-readable Web pag-
es. Datasets in the Linked Open Data 
Cloud cover a wide variety of topics, in-
cluding geography, government, life 
sciences, linguistics, media, scientific 
publications, and social networking.

One of the most well-known and 
used linked datasets is DBpedia,22 
which is a linked dataset extracted 
from Wikipedia (and, more recently, 
also Wikidata). The April 2016 releases 
covers about six million entities and 
about 9.5 billion RDF triples. Due to its 
extensive topic coverage (essentially, 
everything in Wikipedia) and the fact it 
was one of the very first linked datasets 
to be made available, DBpedia plays a 

q https://lod-cloud.net/
r In RDF terminology, a triple consists of a 

node-edge-node piece of an RDF graph.
s https://blog.dbpedia.org/2016/10/19/yeah-we-

did-it-again-new-2016-04-dbpediarelease/

Figure 1. Number of RDF graphs in the Linked Open Data Cloud over time.
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project at Wikimedia Deutschland fund-
ed among others by Google, Yandex, and 
the Allen Institute for AI. Wikidata is 
based on a similar idea as Wikipedia, 
namely, to crowdsource information, 
However, while Wikipedia is providing 
encyclopedia-style texts (with human 
readers as the main consumers), Wiki-
data is about creating structured data 
that can be used by programs or in other 
projects. For example, many other Wiki-
media efforts, including Wikipedia, use 
Wikidata to provide some of the infor-
mation they present to human readers. 
As of the time of this writing, Wikidata 
has over 66 million data items, has had 
over one billion edits since project 
launch, and has over 20,000 active users.v 
Database downloads are available in sev-
eral W3C standards, including RDF.

During the early 2010s, the initial 
hype about linked data began to give 
way to a more sober perspective. While 
there were indeed some prominent 
uses and applications of linked data, it 
still turned out that integrating and uti-
lizing it took more effort than some ini-
tially expected. Arguably, shallow non-
expressive schemas often used for 
linked data appeared to be a major ob-
stacle to reusability,16 and initial hopes 
that interlinks between datasets would 
somehow account for this weakness did 
not really seem to materialize. This ob-
servation should not be understood as 
demeaning the significant advances 
linked data has brought to the field and 
its applications: Just having data avail-
able in some structured format that fol-
lows a prominent standard means it can 
be accessed, integrated, and curated 
with available tools, and then made use 
of—and this is much easier than if data 
is provided in syntactically and concep-
tually much more heterogeneous form. 
But the quest for more efficient ap-
proaches to data sharing, discovery, in-
tegration, and reuse was of course as 
important as ever, and is commencing.

Knowledge Graphs. In 2012, a new 
term appeared on the scene when Google 
launched its Knowledge Graph. Pieces of 
the Google Knowledge Graph can be 
seen, for example, by searching for 
prominent entities on google.com: 
Next to the search results linking to 
Web pages a so-called infobox is dis-
played that shows information from 

v https://www.wikidata.org/wiki/Wikidata:Statistics

the Google Knowledge Graph. An ex-
ample of such an infobox is given in 
Figure 2—this was retrieved by search-
ing the term Kofi Annan. One can nav-
igate from this node to other nodes in 
the graph by following one of the ac-
tive hyperlinks, for example, to Nane 
Maria Annan who is listed with a 
spouse relationship to the Kofi Annan 
node. After following this link, a new 
infobox for Nane Maria Annan is dis-
played next to the usual search results 
for the same term.

While Google does not provide the 
Knowledge Graph for download, it does 
provide an API to access contentw—the 
API uses standard schema.org types 
and is compliant with JSON-LD,34 which 
is essentially an alternative syntax for 
RDF standardized by the W3C.

Knowledge graph technology has 
found a prominent place in industry, in-
cluding leading information technology 
companies other than Google, such as 
Microsoft, IBM, Facebook, and eBay.27 
However, given the history of Semantic 
Web technologies, and in particular of 
linked data and ontologies discussed 
earlier, it seems that knowledge graph is 
mostly a new framing of ideas coming 
directly out of the Semantic Web field,x 
with some notable shifts in emphasis.

One of the differences is about 
openness: As the term Linked Open 
Data has suggested from the very be-
ginning, the linked data efforts by the 
Semantic Web community mostly had 
open sharing of data for reuse as one 
its goals, which means that linked data 
is mostly made freely available for 
download or by SPARQL endpoint, and 
the use of non-restricting licenses is 
considered of importance in the com-
munity. Wikidata as a knowledge 
graph is also unowned, and open. In 
contrast, the more recent activities 
around knowledge graphs are often 
industry-led, and the prime showcases 
are not really open in this sense.27

Another difference is one of central 
control versus bottom-up community 
contributions: The Linked Data Cloud is 
in a sense the currently largest existing 
knowledge graph known, but it is hardly 
a concise entity. Rather, it consists of 

w https://developers.google.com/knowledge-graph
x The term knowledge graph is of course also not 

new as such, it was already used, for example, 
in the 1980s with a similar general meaning.

loosely interlinked individual subgraphs, 
each of which is governed by its very own 
structure, representation schema, and so 
on. Knowledge graphs, in contrast, are 
usually understood to be much more in-
ternally consistent, and more tightly 
controlled, artifacts. As a consequence, 
the value of external links—that is, to 
external graphs without tight quality 
control—is put into doubt,y while quali-
ty of content and/or the underlying sche-
ma comes more into focus.

The biggest difference is probably 
the transition from academic research 
(which mostly drove the linked data ef-
fort) to use in industry. As such, recent 
activities around knowledge graphs are 
fueled by the strong industrial use cas-
es and their demonstrated or perceived 
added value, even though there is, to 
the best of my knowledge, no published 
formal evaluation of their benefits.

Yet many of the challenges and is-
sues concerning knowledge graphs re-
main the same as they were for linked 
data; for example, all items on the list of 
current challenges listed in Noy et al.27 
are very well-known in the Semantic 
Web field, many with substantial bodies 
of research having been undertaken.

Selected Relationships 
to other Fields and Disciplines
As we discussed, the Semantic Web field 
is not primarily driven by certain meth-
ods inherent to the field, which distin-
guishes it from some other areas such 

y Early indicators of this have shown for example 
that many of the same-as links contained in the 
Linked Data Cloud link entities which should 
not as such be considered exactly the same.8

Figure 2. Google Knowledge Graph node as 
shown after searching on google.com for 
the term “Kofi Annan.”

https://www.wikidata.org/wiki/Wikidata:Statistics
https://developers.google.com/knowledge-graph
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community and its application com-
munities about how to approach is-
sues around efficient data manage-
ment. Yet, new adopters often find 
themselves confronted with a cacoph-
ony of voices pitching different ap-
proaches, little guidance as to the pros 
and cons of these different approach-
es, and a bag of tools which range from 
crude unfit-for-practice research pro-
totypes to well-designed software for 
particular subproblems, but again 
with little guidance which tools, and 
which approaches, will help them best 
in achieving their particular goals.

Thus, what the Semantic Web field 
most needs, at this stage, is consoli-
dation. And as an inherently applica-
tion-driven field, this consolidation 
will have to happen across its sub-
fields, resulting in application-orient-
ed processes that are well-document-
ed as to their goals and pros and cons, 
and which are accompanied by easy-
to-use and well-integrated tools sup-
porting the whole process. For exam-
ple, some of the prominent and 
popular software available, such as 
the Protégé ontology editor,26 the 
OWL API,14 Wikibase, which is the en-
gine underlying Wikidata,ac or the 
ELK reasoner,18 are powerful and ex-
tremely helpful, but fall far short from 
working easily with each other in 
some cases, even though they all use 
RDF and OWL for serializations.

Who could be the drivers of such 
consolidation? For academics, there is 
often limited incentive to develop and 
maintain stable, easy-to-use software, 
as academic credit—mostly measured 
in publications and in the sum of ac-
quired external funding—often does 
not align well with these activities. 
Likewise, complex processes are inher-
ently difficult to evaluate, which means 
that top-tier publication options for 
such kinds of work are limited. Writing 
high-quality introductory textbooks as 
a means to consolidate a field is very 
time-consuming and returns very little 
academic credit. Yet, the academic 
community does provide a basis for 
consolidation, by developing solutions 
that bridge between paradigms, and by 
partnering with application areas to 
develop and materialize use-cases.

Consolidation of sorts is already 

ac https://wikiba.se/

as machine learning. Rather, it is driven 
by a shared vision,z and as such it bor-
rows from other disciplines as needed.aa

 For example, the Semantic Web 
field has strong relations to knowl-
edge representation and reasoning as 
a sub-discipline of artificial intelli-
gence, as knowledge graph and ontol-
ogy representation languages can be 
understood—and are closely related 
to—knowledge representation lan-
guages, with description logics, as the 
logics underpinning the Web Ontolo-
gy Language OWL, playing a central 
role. Semantic Web application re-
quirements have also driven or in-
spired description logic research, as 
well as investigations into bridging 
between different knowledge repre-
sentation approaches such as rules 
and description logics.19

The field of databases is clearly 
closely related, where topics such as 
(meta)data management and graph-
structured data have a natural home 
but are also of importance for the Se-
mantic Web field. However, the empha-
sis in Semantic Web research is strong-
ly focused on conceptual integration of 
heterogeneous sources; for example, 
how to overcome different ways to orga-
nize data; in Big Data terminology, Se-
mantic Web emphasis is primarily on 
the variety aspect of data.17

Natural language processing as an 
application tool plays an important 
role, for example, for knowledge graph 
and ontology integration, for natural 
language query answering, as well as 
for automated knowledge graph or on-
tology construction from texts.

Machine learning, and in particular 
deep learning, are being investigated as 
to their capability to improve hard tasks 
arriving in a Semantic Web context, such 
as knowledge graph completion (in the 
sense of adding missing relations), deal-
ing with noisy data, and so on.4,10 At the 
same time, Semantic Web technologies 
are being investigated as to their poten-
tial to advance explainable AI.10,21

Some aspects of cyber-physical sys-
tems and the Internet of Things are 

z Another discipline not primarily driven by 
methods, but rather by shared vision or goals 
is, cybersecurity.

aa For example, see the ISWC 2006 keynote by 
Rudi Studer on Semantic Web: Customers 
and Suppliers, see http://videolectures.net/
iswc06_studer_sc/.

being researched on using Semantic 
Web technologies, for example, in the 
context of smart manufacturing (In-
dustry 4.0), smart energy grids, and 
building management.30

Some areas in the life sciences have 
already a considerable history of bene-
fiting from Semantic Web technolo-
gies, for example, the previously noted 
SNOMED-CT and Gene Ontology. Gen-
erally speaking, biomedical fields were 
early adopters of Semantic Web con-
cepts. Another prominent example 
would be the development of the 
ICD11, which was driven by Semantic 
Web technologies.38

Other current or potential applica-
tion areas for Semantic Web technolo-
gies can be found wherever there is a 
need for data sharing, discovery, inte-
gration, and reuse, for example, in 
geosciences or in digital humanities.15

Some of the Road Ahead
Undoubtedly, the grand goal of the Se-
mantic Web field—be it the creation of 
The Semantic Web as an artifact, or pro-
viding solutions for data sharing, dis-
covery, integration, and reuse, which 
make it completely easy and painless—
has not yet been achieved. This does 
not mean that intermediate results are 
not of practical use or even industrial 
value, as the discussions about knowl-
edge graphs, schema.org, and the life 
science ontologies demonstrate.

Yet, to advance toward the larger 
goals, further advances are required in 
virtually every subfield Semantic Web. 
For many of these, discussions of some 
of the most pressing challenges can be 
found, for example, in Bernstein et al.2 
in the contributions to the January 2020 
special issue of the Semantic Web jour-
nalab or in Noy et al.27 for industrial 
knowledge graphs, in Thieblin et al.37 
for ontology alignment, in Martinez-
Rodriguez et al.23 for information ex-
traction, in Höffner et al.13 for question 
answering, or in Hammer et al.9 for on-
tology design patterns and more. Rath-
er than to repeat or recompile these 
lists, let us focus on the challenge that I 
personally consider to be the current, 
short-term, major roadblock for the 
field at large.

There is a wealth of knowledge—
hard and soft—in the Semantic Web 

ab http://www.semantic-web-journal.net/issues

https://wikiba.se/
http://videolectures.net/iswc06_studer_sc/
http://schema.org
http://www.semantic-web-journal.net/issues
http://videolectures.net/iswc06_studer_sc/
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happening in industry, as witnessed by 
the adoption of Semantic Web tech-
nologies in start-ups and multination-
als. Technical details, not even to 
speak of in-house software, underlying 
this adoption, for example, as in the 
case of the industrial knowledge 
graphs discussed in Noy et al.,27 are 
however usually not shared, presum-
ably to protect the own competitive 
edge. If this is indeed the case, then it 
may only be a matter of time before 
corresponding software solutions be-
come more widely available.

Conclusion
Within its first approximate 20 years 
of existence, the Semantic Web field 
has produced a wealth of knowledge 
regarding efficient data management 
for data sharing, discovery, integra-
tion, and reuse. The contributions of 
the field are best understood by means 
of the applications they have given rise 
to, including Schema.org, industrial 
knowledge graphs, Wikidata, ontology 
modeling applications, among other 
fields discussed throughout this article.

It is natural to also ask about the 
key scientific discoveries that have 
provided the foundations for these ap-
plications; however, this question is 
much more difficult to answer. What I 
hope has become clear from the narra-
tive, advances in the pursuit of the Se-
mantic Web theme require contribu-
tions from many computer science 
subfields, and one of the key quests is 
about finding out how to piece togeth-
er contributions, or modifications 
thereof, in order to provide applicable 
solutions. In this sense, the applica-
tions (including those mentioned 
herein) showcase the major scientific 
progress of the field as a whole.

Of course, many of the contributing 
fields have individually made major ad-
vances in the past 20 years, and some-
times central individual publications 
have decisively shaped the narrative of 
a subfield. Reporting in more detail 
on such advances would be a worth-
while endeavor but constitute a sepa-
rate piece in its own right. The inter-
ested reader is encouraged to follow up 
on the references given, which in turn 
will point to the key individual techno-
logical contributions that lead to the 
existing widely used standards, the 
landmark applications reported here-

in, and the current discussion on open 
technical issues in the field to which 
references have been included.

The field is seeing mainstream in-
dustrial adoption, as laid out in the 
narrative. However, the quest for more 
efficient data management solutions 
is far from over and continues to be a 
driver for the field.
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ON  FEB 15,  2019, John Abowd, chief scientist at the 
U.S. Census Bureau, announced the results of a 
reconstruction attack that they proactively launched 
using data released under the 2010 Decennial 
Census.19 The decennial census released billions of 
statistics about individuals like “how many people of 
the age 10–20 live in New York City” or “how many people 
live in four-person households.” Using only the data 
publicly released in 2010, an internal team was able to 
correctly reconstruct records of address (by census block), 
age, gender, race, and ethnicity for 142 million 

people (about 46% of the U.S. popula-
tion), and correctly match these data 
to commercial datasets circa 2010 to 
associate personal-identifying infor-
mation such as names for 52 million 
people (17% of the population).

This is not specific to the U.S. Cen-
sus Bureau—such attacks can occur in 
any setting where statistical informa-
tion in the form of deidentified data, 
statistics, or even machine learning 
models are released. That such attacks 
are possible was predicted over 15 
years ago by a seminal paper by Irit 
Dinur and Kobbi Nissim12—releasing a 
sufficiently large number of aggregate 
statistics with sufficiently high accura-
cy provides sufficient information to 
reconstruct the underlying database 
with high accuracy. The practicality of 
such a large-scale reconstruction by 
the U.S. Census Bureau underscores 
the grand challenge that public organi-
zations, industry, and scientific re-
search faces: How can we safely dis-
seminate results of data analysis on 
sensitive databases?

An emerging answer is differential 
privacy. An algorithm satisfies differen-
tial privacy (DP) if its output is insensi-
tive to adding, removing or changing 
one record in its input database. DP is 
considered the “gold standard” for pri-
vacy for a number of reasons. It pro-
vides a persuasive mathematical proof 
of privacy to individuals with several 
rigorous interpretations.25,26 The DP 
guarantee is composable and repeating 
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are common to at least 30,000 people 
O (√N). In contrast, under SDP, one can 
learn properties shared by as few as a 
100 people (O(1) including constants15). 
Thus, the LDP model operates under 
more practical trust assumptions than 
SDP, but as a result incurs a significant 
loss in data utility. In this work, we re-
view literature in this domain under 
two categories:

 ˲ Cryptography for DP: We review a 
growing line of research that aims to 
use cryptographic primitives to bridge 
the gap between SDP and LDP. In these 
solutions, the trusted data curator in 
SDP is replaced by cryptographic prim-
itives that result in more practical trust 
assumptions than the SDP model, and 
better utility than under the LDP mod-
el. Cryptographic primitives such as 
anonymous communication and se-
cure computation have shown signifi-
cant promise in improving the utility 
DP implementations while continuing 
to operate under the practical trust as-
sumptions that are accepted by the se-
curity community.

 ˲ DP for cryptography: Differential 
privacy is typically applied to settings 
that involve complex analytics over 
large datasets. Introducing crypto-
graphic primitives results in concerns 
about the feasibility of practical imple-
mentations at that scale. This has giv-
en rise to a second line of work that em-
ploys differential privacy as a tool to 
speed up cryptographic primitives, 
thereby pushing the frontiers of their 
practical deployments. While the origi-
nal cryptographic primitives are defined 
with respect to perfect privacy, under 
differential privacy, it is OK to learn dis-
tributional information about the un-
derlying dataset. We explore in depth 
the following cryptographic primitives: 
secure computation and secure com-
munication and show how in the con-
text of differential privacy one can build 
“leaky” but efficient implementations 
of these primitives.

These lines of work both reflect excit-
ing directions for the computer science 
community. We begin by giving a brief 
technical introduction to DP. We then 
discuss the “Cryptography for DP” and 
“DP for cryptography” paradigms.Final-
ly, we provide concrete ideas for future 
work as well as open problems in the 
field through the lens of combining 
differential privacy and cryptography.

invocations of differentially private al-
gorithms lead to a graceful degrada-
tion of privacy. The U.S. Census Bureau 
was the first big organization to adopt 
DP in 2008 for a product called OnThe-
Map,29 and subsequently there have 
been deployments by Google, Apple, 
Microsoft, Facebook, and Uber.2,11.17,18,36

DP is typically implemented by col-
lecting data from individuals in the 
clear at a trusted data collector, then 
applying one or more differentially pri-
vate algorithms, and finally releasing 
the outputs. This approach, which we 
call standard differential privacy (SDP), 
works in cases like the U.S. Census Bu-
reau where there is a natural trusted 
data curator. However, when Google 
wanted to monitor and analyze the 
Chrome browser properties of its user 
base to detect security vulnerabilities, 
they chose a different model called lo-
cal differential privacy (LDP). In LDP, in-
dividuals perturb their records before 
sending them to the server, obviating 
the need for a trusted data curator. 
Since the server only sees perturbed re-
cords, there is no centralized database 
of sensitive information that is sus-
ceptible to an attack or subpoena re-
quests from governments. The data 
that Google was collecting — browser 
fingerprints — uniquely identify indi-
viduals. By using LDP, Google was 
not liable to storing these highly iden-
tifying user properties. Due to these at-
tractive security properties, a number 
of real-world applications of DP in the 
industry — Google’s RAPPOR,17 Apple Di-
agnostics2 and Microsoft Telemetry11 —  
embrace the LDP model.

However, the improved security 
properties of LDP come at a cost in 
terms of utility. DP algorithms hide the 
presence or absence of an individual by 
adding noise. Under the SDP model, 
counts over the sensitive data, for ex-
ample, “number of individuals who 
use the bing.com search engine,” can 
be released by adding a noise indepen-
dent of the data size. In the LDP model, 
noise is added to each individual record. 
Thus, answering the same count query 
requires adding O (√N) error (Theorem 
2.1 from Chen et al.10) for the same lev-
el of privacy, where N is the number of 
individuals participating in the statis-
tic. In other words, under the LDP 
model, for a database of a billion peo-
ple, one can only learn properties that 

When used  
in practice,  
practical trust 
assumptions  
are made  
that enable  
the deployment  
of differential 
privacy-based 
systems.
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Differential Privacy
Differential privacy13 is a state-of-the-
art privacy metric for answering que-
ries from statistical databases while 
protecting individual privacy. Since its 
inception, there has been considerable 
research in both the theoretical foun-
dations12,14 as well as some real-world 
DP deployments.2,17 The rigorous math-
ematical foundation and the useful 
properties of DP have led to an emerg-
ing consensus about its use among the 
security and privacy community.

DP definition. Informally, the privacy 
guarantees of differential privacy can 
be understood as follows: Given any 
two databases, otherwise identical ex-
cept one of them contains random 
data in place of data corresponding to 
any single user, differential privacy re-
quires that the response mechanism 
will behave approximately the same on 
the two databases. Formally,

Definition 1. Let M be a randomized 
mechanism that takes a database in-
stance D and has a range O. We say M is 
(,δ)-differentially private, if for any 
neighboring databases (D1, D2) that differ 
in the data of a single user, and for any S 
⊆ O, we have

Pr[M (D1) ∈ S] ≤ e Pr[M (D2) ∈ S] + δ  

DP enjoys some important proper-
ties that make it a useful privacy metric. 
First, the privacy guarantees of DP have 
been thoroughly studied using various 
metrics from statistics and information 
theory such as hypothesis testing and 
Bayesian inference.25,26 Thus, the se-
mantic meaning of its privacy guaran-
tees is well understood. DP also has a 
number of composition properties 
which enable the analysis of privacy 
leakage for complex algorithms. In par-
ticular, sequential composition ad-
dresses the impossibility result by 
Dinur and Nissim12 and quantifies the 
degradation of privacy as the number 
of sequential accesses to the data in-
creases. The post-processing theorem 
(a special case of sequential composi-
tion) ensures the adversary cannot 
weaken the privacy guarantees of a 
mechanism by transforming the re-
ceived response. The end-to-end priva-
cy guarantee of an algorithm over the 
entire database can thus be established 
using the above composition theorems 
and more advanced theorems.15

Differentially private mechanisms. 
Next, we review two classic differential-
ly private mechanisms—the Laplace 
mechanism and the Randomized Re-
sponse mechanism—with the follow-
ing scenario: A data analyst would like 
to find out how many users use drugs 
illegally. Such a question would not 
elicit any truthful answers from users 
and hence we require a mechanism 
that guarantees (a) response privacy for 
the users and (b) good utility extraction 
for the data analyst.

Laplace mechanism: The Laplace 
mechanism13 considers a trusted data 
curator (SDP model) who owns a table 
of N truthful records of users, for exam-
ple, each record indicates whether a 
user uses drugs illegally. If a data ana-
lyst would like to learn how many users 
use drugs illegally, the data curator 
(trusted) computes the true answer of 
this query and then perturbs it with a 
random (Laplace distributed) noise 
that is sufficient to provide privacy. The 
magnitude of this noise depends on 
the largest possible change on the que-
ry output—also known as the sensitivi-
ty of the query—if the data correspond-
ing to a single user is changed.

Randomized response mechanism: 
Randomized response was first intro-
duced by Warner in 1965 as a research 
technique for survey interviews. It en-
abled respondents to answer sensi-
tive questions (about topics such as 

sexuality, drug consumption) while 
maintaining the confidentiality of 
their responses. An analyst interested 
in learning aggregate information 
about sensitive user behavior would 
like to query this function on a database 
that is distributed across N clients with 
each client having its own private re-
sponse x1, … , xN. Instead of releasing xi 
directly, the clients release a perturbed 
version of their response yi, thus 
maintaining response privacy. The 
analyst collects these perturbed re-
sponses and recovers meaningful sta-
tistics using reconstruction techniques.

Both these approaches have gained 
popularity in many applications of dif-
ferential privacy due to their simplicity 
as well as the rigorous privacy guaran-
tee on user data. Figure 1 shows the be-
havior of DP mechanisms for two dif-
ferent privacy values in reference to the 
true statistic. A less private response 
results in a more accurate query result 
while a more private response results 
in a less accurate query result.

Cryptography for 
Differential Privacy
By itself, DP is a guarantee on a mecha-
nism and hence is “independent” 
of the deployment scenario. How-
ever, when used in practice, prac-
tical trust assumptions are made 
that enable the deployment of dif-
ferential privacy-based systems. Here, 

Figure 1. Differentially private mechanisms randomize query response to achieve privacy. 

If the true response to a query such as “What fraction of users use drugs 
illegally?” was 20%, then a high privacy response mechanism (low  value) 
will add a lot of noise yielding low utility. On the contrary, if a low privacy 
response mechanism was used (high  value), the response will be very 
close to 20% yielding high utility. 
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counting queries.10 Applications such 
as Google’s RAPPOR,17 Apple Diagnos-
tics,2 and Microsoft Telemetry,11 which 
use this LDP deployment model oper-
ate under more practical trust assump-
tions yet suffer from poor accuracy/
utility. Recent works8,10,16 show the use 
of an anonymous communication 
channel can help improve the accura-
cy of statistical counting query for LDP 
and thereby eliminate the need for a 
trusted data curator. We will use one of 
these systems called Prochlo8,16 to il-
lustrate the key idea of how anony-
mous communication can help im-
prove the accuracy of such applications.

Case Study: Prochlo. Anonymous 
communication channels, first pro-
posed by Chaum in 1981,9 are systems 
that enable a user to remain unidentifi-
able from a set of other users (called 
the anonymity set). A larger anonymity 
set corresponds to a greater privacy 
guarantee. Examples of such systems 
include Mixnets, which use proxies to 
mix communications from various us-
ers. In order to circumvent the limita-
tions of LDP, Google explored the use 
of an anonymous communication 
channel to improve the accuracy of 
queries under DP. The proposed tech-
nique is called Prochlo8,16 and it con-
sists of three steps as shown in Figure 
2B: Encode, Shuffle, and Analyze (ESA). 

we consider two popular deployment 
scenarios for differential privacy—
Standard Differential Privacy (SDP, 
graphically represented in Figure 2D) 
and Local Differential Privacy (LDP, 
graphically represented in Figure 2A). 
SDP relies on the need for a trusted data 
aggregator who follows the protocol. 
However, in practice, a trusted data ag-
gregator may not always exist. LDP, on 
the other hand, does not require a trust-
ed data aggregator.a With the advent of 
privacy regulations, such as GDPR and 
FERPA, large organizations such as 
Google increasingly embrace the LDP 
model thereby avoiding the liability of 
storing such sensitive user data. This 
approach also insures data collectors 
from potential theft or subpoenas from 
the government. For these reasons, LDP 
is frequently a more attractive deploy-
ment scenario. However, the utility of 
the statistics released in LDP is poorer 
than that in SDP. Consequently, there is 
a gap in the trust assumptions and the 
utility achieved by mechanisms in SDP 
and LDP: high trust assumptions, high 
utility in SDP and lower trust assump-
tions, lower utility in LDP. We ask the 
following question:

a Differentially private federated learning is 
simply a special case of the LDP deployment 
scenario.

Can cryptographic primitives help 
in bridging the gap that exists between 
mechanisms in the SDP model and the 
LDP model?

An emerging direction of research 
has been to explore the use of cryptog-
raphy to bridge the trust-accuracy gap 
and obtain the best of both worlds: 
high accuracy without assuming trust-
ed data aggregator. We explore in depth 
two concrete examples of the role of 
cryptography in bridging this gap—
anonymous communication, and se-
cure computation and encryption.

Key challenges. There exists a big 
gap in the accuracy and trust achieved 
by known mechanisms in the SDP set-
ting with a trusted data curator (Fig-
ure 2D) and LDP without such a trust-
ed curator (Figure 2A). Achieving the 
utility as in the SDP setting while oper-
ating under practical trust assump-
tions such as those in LDP has proven 
to be a tough challenge. Cryptograph-
ic primitives show promise in solving 
this challenge.

Improve accuracy via anonymous 
communication. In LDP, each data 
owner independently perturbs their 
own input (for example, using the ran-
domized response mechanism) before 
the aggregation on an untrusted server. 
This results in a large noise in the final 
output, O (√N) for the case of statistical 

Figure 2. Various deployment scenarios of differential privacy and the underlying trust assumptions in each of them. 

(D) Standard Differential Privacy (SDP) assumes a trusted database, and is 
thus able to achieve high accuracy, such as, O (1) error. (A) Local Differential 
Privacy (LDP) on the other hand, does not rely on the use of a trusted 
database but achieves lower accuracy, that is. O (√N ) error. The goal is to 
achieve utility of the SDP setting while operating under more practical 
assumptions such as the LDP setting (that is, no trusted database). (B) and 
(C) show how different cryptographic primitives can be used to improve the 
utility of DP deployments under such practical assumptions.
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The first encoding step is similar to 
LDP where data owners randomize 
their input data independently. The 
second step uses an anonymous com-
munication channel to collect encoded 
data into batches during a lengthy time 
interval and shuffles this data to re-
move the linkability between the out-
put of the communication channel 
and the data owners. Last, the anony-
mous, shuffled data is analyzed by a 
data analyst.

The shuffling step is the crucial link 
in achieving anonymous communica-
tion by breaking linkability between 
the user and their data. This step strips 
user-specific metadata such as time 
stamps or source IP addresses, and 
batches a large number of reports be-
fore forwarding them to data analysts. 
Additional thresholding in this step 
will discard highly unique reports (for 
example, a long API bit-vector) to pre-
vent attackers with sufficient back-
ground information from linking a re-
port with its data owner. Hence, attacks 
based on traffic analysis and longitudi-
nal analysis can be prevented, even if a 
user contributes to multiple reports. 
Prochlo implements this shuffling step 
using trusted hardware as proxy servers 
to avoid reliance on external anonymity 
channel. Furthermore, this shuffling 
step can amplify the privacy guarantee 
of LDP and hence improves the accura-
cy of the analysis, even when there is a 
single invocation from a user. We will 
next show the intuition for this use case.

Accuracy improvement. To illustrate 
how anonymous communication can 
help improve accuracy, let us look at a 
simple example of computing the sum 
of boolean values from N data owners, 
f:∑N

i=1 xi , where xi ∈ {0, 1}. In LDP, each 
data owner reports a random bit with 
probability p or reports the true bit 
with probability 1 − p to achieve ε- 
LDP. When using additional anony-
mous communication channels, the 
data owners can enhance their privacy 
by hiding in a large set of N values, 
since the attackers (aggregator and 
analyst) see only the anonymized set 
of reports {x̃ 1,…,x̃ N}. The improved 
privacy guarantee can be shown equiv-
alent to a simulated algorithm that 
first samples a value s from a binomial 
distribution B(N, p) to simulate the 
number of data owners who report a 
random bit, and then samples a subset 

of responses for these s data owners 
from {x̃1,…,x̃N}. The randomness of 
these sampling processes can amplify 
the privacy parameter based on a well-
studied sub-sampling argument.3,23 
Therefore, given the value of the privacy 
parameter, the required noise parame-
ter can be scaled down and hence the 
corresponding error can be reduced to 
O (√log N). However, these bounds 
dvepend on the specific deployment 
scenarios. For instance, it is shown in 
Balle et al.4 that anonymous communi-
cation with a single message per data own-
er cannot yield expected error less than 
O(N1/6). On the other hand, works such as 
Balle5 and Kasiviswanathan et al.26 
show that with a constant number of 
messages per data owner, it is possible 
to reduce the error for real-valued DP 
summation to O (1). Note that these accu-
racy improvements assume that there is 
no collusion between the analyst and the 
anonymous communication, otherwise, 
the privacy guarantee will fall back to the 
same as LDP.

In reference to Figure 2, these works 
demonstrate the improvement in go-
ing from Figure 2A to Figure 2B show-
ing a trade-off between accuracy and 
trust assumptions.

Improve trust via encryption and 
secure computation. SDP requires the 
use of a trusted data aggregator to 
achieve high accuracy. A number of 
works have explored the use of encryp-
tion and secure computation to elimi-
nate the need for this trusted data ag-
gregator.1,6,33 The key challenge here is 
to maintain the same level of accuracy 
as in SDP. We will use one of these pro-
posed systems called DJoin to demon-
strate the use of secure computation to 
enable high accuracy computation 
without the need for a trusted data ag-
gregator. There is a complementary 
synergy between secure computation 
and DP and thus their combination 
achieves a strong privacy protection. 
For instance, secure computation en-
sures all parties learn only the output 
of the computation but nothing else 
while DP bounds the information leak-
age of individuals in the output of the 
computation, resulting in a system 
that is better than the use of secure 
computation or DP alone.

Case Study: DJoin. Consider a simple 
setting where two parties would like to 
compute the intersection size of their 

Cryptographic 
primitives provide 
strong privacy 
guarantees. 
However, 
deployment 
of certain 
cryptographic 
primitives in 
practical systems  
is limited due  
to the large 
overhead  
of these primitives.
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such as cryptographic primitives to 
provide differentially private guaran-
tees. Secondly, the composability prop-
erties of DP allow for rigorous quantifi-
cation of the privacy of the end-to-end 
system. We showcase benefits of “DP-
cryptographic” systems through two 
detailed case studies on secure compu-
tation and secure communication.

Key challenges. Cryptographic prim-
itives provide strong privacy guaran-
tees. However, deployment of certain 
cryptographic primitives in practical 
systems is limited due to the large 
overhead of these primitives. Relaxing 
the privacy guarantees in a manner 
that is amenable to rigorous quantifi-
cation is difficult and differential pri-
vacy can be well utilized to provide a 
solution to this problem to improve 
performance overhead.

Improve performance of crypto-
graphic computation primitives. Cryp-
tographic computation primitives 
such as Fully Homomorphic Encryp-
tion (FHE) and secure Multi-Party 
Computation (MPC) enable private 
computation over data. Over the past 
few years, there has been tremendous 
progress in making these primitives 
practical—a promising direction is 
MPC, which allows a group of data 
owners to jointly compute a function 
while keeping their inputs secret. Here, 
we show the performance improve-
ment on MPC based private computa-
tion, in particular, differentially private 
query processing.

Case Study: Shrinkwrap. Shrink-
wrap7 is a system that applies DP 
throughout an SQL query execution to 
improve performance. In secure com-
putation, the computation overheads 
depend on the largest possible data 

data while preserving DP for both data-
sets. If each party does not trust each 
other, how can we ensure a constant ad-
ditive error as if they trust each other? It 
is well known that the lower bound for 
the error of this query is √N, where N is 
the data size of each party,30 if we want 
to ensure the view of each party satisfies 
differential privacy. However, if we as-
sume both parties are computationally 
bounded, a constant additive error can 
be achieved.

DJoin33 offers a concrete protocol for 
achieving DP under this assumption. 
This protocol applies private set-inter-
section cardinality technique to pri-
vately compute the noisy intersection 
set of the two datasets. First, party A de-
fines a polynomial over a finite field 
whose roots are the elements owned by 
A. Party A then sends the homomorphic 
encryptions of the coefficients to party 
B, along with its public key. Then the 
encrypted polynomial is evaluated at 
each of Party B’s inputs, followed by a 
multiplication with a fresh random 
number. The number of zeros in the re-
sults is the true intersection size be-
tween A and B. To provide DP, party B 
adds a number of zeros (differential-
ly private noise of O (1) independent 
of data size) to the results and sends 
the randomly permuted results back to 
party A. Party A decrypts the results and 
counts the number of zeros. Party A 
also adds another copy of differentially 
private noise to the count and sends the 
result it back to party B. In other words, 
both parties add noise to their inputs to 
achieve privacy. However, the final pro-
tocol output has only an error of O (1), 
which is the same as the SDP setting.

Trust improvement. Using secure 
computation and encryptions achieves 

a constant additive error like SDP and 
prevents any party from seeing the other 
party’s input in the clear. However, this 
requires an additional assumption of all 
parties being computationally bounded 
in the protocol. Hence, the type of DP 
guarantee achieved in DJoin is known 
as computational differential privacy.32 
In addition, most of the existing proto-
cols consider honest-but-curious adver-
saries who follow the protocol specifica-
tion or consider malicious adversaries 
with an additional overhead to enforce 
honest behavior, that is, verify that the 
computation was performed correctly.

In reference to Figure 2, these works 
demonstrate the improvement in going 
from Figure 2D to Figure 2C eliminating 
the need for a trusted data aggregator.

Differential Privacy 
for Cryptography
As we discussed earlier, cryptographic 
primitives show promise in bridging the 
utility gap between SDP and LDP. How-
ever, the large overhead of implement-
ing these conventional cryptographic 
primitives forms a bottleneck for the 
deployment of such systems. This mo-
tivates the need to enhance the perfor-
mance of such cryptographic primi-
tives. We ask the following question:

“Can we formulate leaky versions  
of cryptographic primitives for 
enhancing system performance while 
rigorously quantifying the privacy loss 
using DP?”

DP-cryptographic primitives7,37,38 
are significant for two reasons. First, 
since the final privacy guarantees of 
such systems are differential privacy, it 
is natural to relax the building blocks 

Figure 3. (A) Exhaustive padding of intermediate results in an oblivious query evaluation; (B) Effect of Shrinkwrap on intermediate result 
sizes when joining tables R and S; (C) Aspirin count with synthetic data scaling. Executed using Circuit model.  = 0.5,  = .00005.
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size so that no additional information 
is leaked. For example, two parties 
would like to securely compute the an-
swer for the SQL query shown in Figure 
3A. This query asks for the number of 
patients with heart disease who have 
taken a dosage of “aspirin.” Figure 3A 
expresses this query as a directed acy-
clic graph of database operators. For 
example, the first filter operator takes N 
records from the two parties and out-
puts an intermediate result that has pa-
tients with heart disease (hd). To hide 
the selectivity (fraction of records se-
lected) of this operator, the baseline 
system must pad the intermediate re-
sult to its maximum possible size, 
which is the same as the input size. Ex-
haustive padding will also be applied to 
the intermediate output of the two 
joins and result in an intermediate re-
sult cardinality of N3 and a high-perfor-
mance overhead. However, if the selec-
tivity of the filter is 10−3, cryptographic 
padding adds a 1000× overhead. Is 
there a way to pad fewer dummies to 
the intermediate result while ensuring 
a provable privacy guarantee?

Shrinkwrap helps reduce this over-
head by padding each intermediate 
output of the query plan to a differen-
tially private cardinality rather than to 
the worst case. As shown in Figure 3B, 
without Shrinkwrap, the output of a 
join operator with two inputs, each of 
size N is padded to a size of N2. With 
Shrinkwrap, the output is first padded 
to the worst size and the output is 

sorted such that all the dummies are 
at the end of the storage. This entire 
process is executed obliviously. Then 
Shrinkwrap draws a non-negative in-
teger value with a general Laplace 
mechanism7 and truncates the stor-
age at the end. This approach reduc-
es the input size of the subsequent 
operators and thereby their I/O cost. 
We can see from Figure 3C that 
Shrinkwrap provides a significant 
improvement in performance over 
the baseline without DP padding for 
increasing database sizes.

The relaxed privacy in the secure com-
putation of Shrinkwrap can be quanti-
fied rigorously7 using computational dif-
ferential privacy. Assuming all parties are 
computationally bounded and work in 
the semi-honest setting, it can be shown 
that data owners have a computational 
differentially private view over the input 
of other data owners; when noisy an-
swers are returned to the data analyst, 
the data analyst has a computational dif-
ferentially private view over the input 
data of all the data owners.

Improve performance of crypto-
graphic communication primitives. 
Anonymous communication systems 
aim to protect user identity from the 
communication recipient and third par-
ties. Despite considerable research ef-
forts in this domain, practical anony-
mous communication over current 
Internet architecture is proving to be a 
challenge. Even if the message contents 
are encrypted, the packet metadata is 

difficult to hide. On one end, systems 
such as Dissent39 offer strong privacy 
guarantees yet can scale only to a lim-
ited number of participants. On the 
other end, practical deployed systems 
such as Tor are vulnerable to traffic 
analysis and other attacks, limiting 
their use due to the non-rigorous na-
ture of their privacy guarantees. We 
will show a case study that uses DP to 
reduce the communication cost while 
offering rigorous privacy guarantee. 
We denote this primitive differentially 
private anonymous communication.

Case Study: Vuvuzela. Vuvuzela37 is 
an anonymous communication sys-
tem that uses DP to enable a highly 
scalable system with relaxed yet rigor-
ously quantified privacy guarantees. 
Vuvuzela provides indistinguishable 
traffic patterns to clients who are ac-
tively communicating with other cli-
ents, and clients who are not commu-
nicating with anyone. In reference to 
Figure 4, an adversary is unable to dis-
tinguish the following three scenari-
os: Alice not communicating; Alice 
communicating with Bob; and, Alice 
communicating with Charlie. In each 
of the scenarios, a Vuvuzela client’s 
network traffic appears indistinguish-
able from the other scenarios.

Vuvuzela employs a number of serv-
ers S1,…Sn where at least one of the serv-
ers is assumed to be honest. Clients 
send (and receive) messages to (and 
from) the first server, which in turn is 
connected to the second server and so 

Figure 4. Vuvuzela is a secure messaging system. 

An adversary who can observe and tamper with all network traffic 
cannot distinguish whether Alice is messaging Bob, Charlie, or is 
simply not communicating. Vuvuzela uses differential privacy to add 
noise and mask the privacy invasive metadata, thereby provably hiding 
information about user communication patters. Vuvuzela achieves a 
throughput of 68,000 messages per second for a million users scaling 
linearly with number of users.

Alice Bob

Vuvuzela

(A) Schematic for Vuvuzela (B) Performance improvement of Vuvuzela (C) Security proportional to cover traffic

(A) Alice communicating with Bob
(B) Alice communicating with Charlie
(C) Alice not communicating at all
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time series, correlated data.24,28 Simi-
larly, there has been work in designing 
a tailored DP mechanism that is opti-
mized for particular application set-
ting to achieve good accuracy.22,31 Prior 
work has explored combinations of se-
quential and parallel composition, di-
mensionality reduction, and sensitivity 
bound approximations to achieve good 
accuracy in the SDP model. However, 
much work needs to be done in adapt-
ing state-of-the-art techniques in SDP 
to more complex deployment scenari-
os such as LDP. For instance, an open 
question is the following:

“Is there an algorithm that can 
efficiently search the space of DP 
algorithms in the LDP setting for 
the one that answers the input query 
with the best accuracy?”

Research advances have demon-
strated such mechanisms for the SDP 
model,22,31 however, the discovery of 
such mechanisms in the LDP setting 
remains an open question. On a simi-
lar note, it is unclear how nuanced 
variants of DP that have been pro-
posed to handle these more complex 
databases24,28 in the SDP setting trans-
late into LDP or more complex deploy-
ment settings.

Differential privacy in practice—
Trust assumptions vs accuracy gap. 
We have seen how deployments of DP 
that differ in the trust assumptions 
provide approximately the same pri-
vacy guarantee, but with varying lev-
els of accuracy. In particular, we 
looked at two popular deployment 
scenarios: SDP and LDP. There exist 
other trust assumptions that we have 
not covered in this article in detail. 
For instance, Google’s recently pro-
posed Prochlo system8 uses trusted 
hardware assumptions to optimize 
utility of data analytics. On a similar 
note, Groce et. al.21 consider yet an-
other model—where the users par-
ticipating are malicious. This is the 
first work to explore a malicious ad-
versarial model in the context of DP 
and the development of better accu-
racy mechanisms for such a model is 
an open research question. More 
concretely, we can ask:

“What other models of deployment 
of differential privacy exist and how 

on. The client creates a layered encryp-
tion of its message m, that is, EncS1 (…
EncSn(m)), where EncS (.) is the encryption 
under the key of server S. The clients leave 
messages at virtual locations in a large 
space of final destinations (called dead 
drops), where the other legitimate client 
can receive it. To hide if a client is commu-
nicating or not, a client not in an active 
conversation makes fake requests to ap-
pear indistinguishable from a client in an 
active conversation. If two clients are in 
active conversation, they exchange mes-
sages via the same random dead drop.

Vuvuzela’s threat model assumes at 
least one server is honest and the adver-
sary is a powerful network level adver-
sary (observing all network traffic) po-
tentially corrupting all other servers.b 
The only computation hidden from the 
adversary is the local computation per-
formed by the honest server which un-
links users’ identifiers from the dead 
drops and adds cover (dummy) traffic. 
As a consequence, the adversary can 
only observe the number of single or 
double exchange requests at the dead 
drop locations. Each Vuvuzela server 
adds cover traffic using a Laplace distri-
bution to randomize the number of sin-
gle dead drops and the number of dou-
ble dead drops, which is observable by 
the adversary. Such random cover traffic 
addition along with the assumption of at 
least one honest server provides DP 
guarantees for the observed variables. In 
other words, Vuvuzela adds noise (cover 
network traffic) to the two observables 
(by the adversary) viz. the number of 
dead drops with one exchange request, 
and the number of dead drops with two 
exchange requests, thereby providing 
communication privacy to clients. This 
privacy relaxation enables Vuvuzela to 
scale to a large number of users—it can 
achieve a throughput of 68,000 messag-
es per second for a million users. Sys-
tems such as Stadium,35 and Karaoke27 
further improve upon Vuvuzela and 
scale to even larger sets of users.

Limitations of differentially private 
cryptography. We caution readers against 
careless combinations of differential 
privacy and cryptographic primitives. 
First, the limitations of both DP as well as 
cryptographic primitives apply to DP 

b Even Tor, a practical anonymous communica-
tion system, does not protect against such net-
work level adversaries.34

cryptographic primitives. For instance, 
an open question is deciding an appro-
priate level for the privacy budget. Most 
applications that utilize DP to improve 
the performance of cryptographic sys-
tems involve a trade-off between the level 
of privacy achieved and the performance 
of the systems. More generally, differen-
tially private cryptographic systems open 
up new trade-offs in a privacy-perfor-
mance-utility space. For instance, in the 
case of Shrinkwrap, weaker privacy guar-
antee directly leads to lower perfor-
mance overhead (privacy performance 
trade-off while keeping the accuracy level 
of the query answer constant). On the 
other hand, systems such as RAPPOR al-
low for approximate computation of sta-
tistics and primarily provide a privacy-
utility trade-off. Second, designers need 
to carefully consider the suitability of 
these hybrid techniques in their applica-
tions as these combinations involve 
more complex trust assumptions and 
hence a more complicated security anal-
ysis. We remind the reader that while 
proposing newer DP systems for cryptog-
raphy, it is imperative to understand the 
meaning of the privacy guarantees for 
the application in context. In other 
words, differentially privacy for cryptog-
raphy may not be the right thing to do in 
all cases; however, it is well motivated 
when the goal is to build a differentially 
private system. Finally, composition re-
sults, which bound the privacy loss for a 
sequence of operations need to be inde-
pendently studied.

Discussion and Open Questions
Here, we provide directions for fu-
ture work highlighting important and 
emerging open questions in the field. 
We discuss open challenges in de-
ploying differential privacy in the real 
world—realistic datasets, alternative 
models and trust assumptions, and 
other DP-cryptographic primitives. Fi-
nally, we caution readers against cal-
lous combinations of differential pri-
vacy and cryptography.

Differential privacy frameworks—
SDP, LDP, and beyond. Over the past de-
cade, there has been significant prog-
ress in enabling applications in the 
standard differential privacy model. For 
instance, there have been research ef-
forts in attuning DP to handle realistic 
challenges such as multi-dimensional 
and complex data—involving graphs, 
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do we design mechanisms for them? 
Can other technologies such as MPC, 
FHE, trusted hardware opens up 
new opportunities in mechanism 
design?”

An interesting theoretical question 
is to characterize the separation be-
tween different trust models in terms of 
the best accuracy achievable by a DP al-
gorithm under that model. For instance, 
McGregor et. al.30 provide separation 
theorems, that is, gaps in achievable ac-
curacy between (information-theoretic) 
differential privacy and computational 
differential privacy for two-party proto-
cols. We ask:

In the Mixnets model (Figure 2B), 
what is the lower bound on the error 
for aggregate queries over relational 
transformations (like joins and group-
by) over the data records? An example 
of such an aggregate is the degree dis-
tribution of a graph that reports the 
number of nodes with a certain degree.

Relaxing cryptographic security via 
DP: The emerging paradigm of leaky yet 
differentially private cryptography leads 
to a number of open questions for the 
research community. So far, the re-
search community has explored the in-
tersection of differential privacy and 
cryptographic primitives in limited 
contexts such as ORAM, MPC, and 
anonymous communication. However, 
there exists a broader opportunity to ex-
plore the trade-offs of DP cryptographic 
primitives in contexts such as program 
obfuscation, zero-knowledge proofs, en-
crypted databases, and even traffic/pro-
tocol morphing. Here, we can ask:

“What other cryptographic primitives 
can benefit in performance from 
a privacy relaxation quantified 
rigorously using differential privacy? 
How can we design such relaxed 
primitives?”

In the context of differentially private 
data analysis, there is a trade-off be-
tween privacy and utility. In the context 
of differentially private cryptographic 
primitives and resulting applications, 
there is a broader trade-off space be-
tween privacy, utility, and performance. 
Another open question is:

“What lower bounds exist for 
overhead of cryptographic 

primitives when the privacy guarantees 
are relaxed using DP?”

Another challenge is how to design 
optimized protocols that achieve de-
sired trade-offs in the new design space 
of differentially private cryptography. 
The trade-off space between privacy, 
utility, and performance is non-trivial, 
especially for complex systems. An in-
teresting research question is:

“How to correctly model the trade-off 
space of real systems so that system 
designers can decide whether it is 
worth sacrificing some privacy or 
utility for a better performance?” 
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In another direction, having a pro-
gramming language to specify a biology 
protocol that is one step removed from 
the medium would enable a prolifera-
tion of digital media (as in Lab-on-
Chips) and compilers-to-chips for more 
custom media (as in custom chips). We 
can see the trend that microfluidic 
chips are either general digital chips 
that can capture a range of experiments, 
or custom high-throughput chips that 
target a particular experiment. From a 
biology protocol, a compiler could auto-
matically propose how to run the proto-
col on a prefabricated digital chip or 
how to fabricate a custom high-through-
put chip layout to run the protocol.

Programming microfluidics to exe-
cute biological protocols remains an ex-
citing avenue, with a promise still to be 
fulfilled. Ideally, one should be able to 
run the same biological protocol code 
on a variety of potential platforms. 
Works in programming languages for 
biological protocols can ensure a sepa-
ration of concerns between the specifi-
cation of a biological protocol and its 
realization on biological media such as 
microfluidic chips, fostering advances 
on both sides of the separation.

Finally, creating a faster loop from 
medical problem to diagnostic to in-
formed decision is a robot scientist’s 
dream. Programming microfluidics 
could be put to use at various levels of 
safety when filtering through the myriad 
of potential cures to the one cure that 
will work for the here and now. For ex-
ample, people are mining SARS-CoV-
2-Human Protein-Protein Interaction 
for drug repurposing. Though robots are 
less used in high facility labs for obvious 
‘gone rogue’ reasons, given the myriad 
of potential experiments, it would be 
wonderful to have a tight feedback be-
tween the future robot scientist and the 
robot or human experimenters. 

Nada Amin is an assistant professor of computer science 
at Harvard SEAS, Cambridge, MA, USA.

Copyright held by author.

REPROD UCIBILITY  OF  EXPERIMENTAL re-
sults is a cornerstone of biology re-
search. Today, many of these experi-
ments are done using automated 
machines such as robots and microflu-
idic chips However, published reports 
about the work explain the experimen-
tation method in plain English, which 
must be interpreted by other groups to 
reproduce the experiment.

Biological protocols give a recipe for a 
biological experiment. Ideally, we 
would like these protocols to be speci-
fied rigorously and precisely. Once we do 
that, we are a step away from automation, 
reproducibility, and also repurposing.

Microfluidics are diverse technolo-
gies to conduct precise and repeatable 
experiments on small quantities of flu-
ids. Just like integrated circuits have al-
lowed automation of computation, mi-
crofluidic chips—coin-sized media that 
manipulate small quantities of liquid—
promise to automate biological and 
chemical experiments. A common appli-
cation is DNA replication, enabling small 
amounts of DNA to be amplified for larg-
er-scale analyses. Reagents are held in 
chambers on the chip and the intercon-
necting fluid pathways dictate how and 
in what proportions reagents are to be 
mixed; this can be accomplished differ-
ently across chip technologies, for exam-
ple, through microchannels etched into 
the medium or through electric fields 
that manipulate discrete droplets. The 
key benefit of a microfluidic chip is that 
precise analyses can be performed de-
spite their incredibly small size; this en-
ables massively parallel experiments, 
low reagent consumption, and overall 
lower experiment setup costs. Since fab-
rication of microfluidic devices is cheap, 
experimenters tend to iterate through 
their designs quickly. However, the pro-
duction of lab-on-chips is not purely a 
matter of manufacturing—bottlenecks 
exist throughout the microfluidic chip 
design workflow, including microfluid-
ics-aware computer-aided design tools, 
design verification, and barriers to entry.

With the advent of microfluidics, 
there is now a constrained medium in 
which to explore executable biological 
protocols. BioStream and BioCoder are 
the first programming languages for bi-
ological protocols in the wake of micro-
fluidics; both are embedded in C++. Bio-
Stream separates the specification of 
the protocol from its realization on a 
microfluidic chip. BioCoder focuses on 
expressing high-level protocols and en-
compasses a variety of biological experi-
ments, leaving the realization of those 
protocols on microfluidic chips or other 
media as future work. Developed more 
recently, BioScript is a simpler stand-
alone language with an operational se-
mantics and type system. The type sys-
tem is based on a table of real hazards 
and can statically guarantee the experi-
ment does not cause hazards, for exam-
ple, by mixing incompatible fluids. Even 
more recently, Puddle, an automation 
platform based on microfluidics, relies 
on dynamic feedback rather than static 
checks to run experiments from bio-
computing to medical diagnostics.

The hazard-free guarantee ap-
proach taken in the following paper is 
an example of how programming lan-
guages can help develop executable 
protocols that are conforming, under-
standable, safe, and retargetable. As in 
software reuse, one might be able to 
‘tweak’ an executable protocol to a new 
purpose, and one should ensure the 
guarantees still carry.

Within the next decades, we can 
imagine that medicine, biology, and 
chemistry papers that contain results 
from wet lab experiments come with 
their own ‘protocol’ artifact and that 
such artifacts will be more formally 
specified. It will also be possible to for-
mally analyze the protocols and the re-
sults of a paper, to evaluate the claims, 
and beyond, to evaluate the protocols’ 
safety, retargetability (running on dif-
ferent hardware), modularity (plugging 
multiple protocols) and repurposabili-
ty (running a variant of the protocol).

Technical Perspective
Programming Microfluidics to 
Execute Biological Protocols 
By Nada Amin
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Abstract
This paper introduces BioScript, a domain-specific language 
(DSL) for programmable biochemistry that executes on 
emerging microfluidic platforms. The goal of this research 
is to provide a simple, intuitive, and type-safe DSL that is 
accessible to life science practitioners. The novel feature of 
the language is its syntax, which aims to optimize human 
readability; the technical contribution of the paper is the 
BioScript type system. The type system ensures that certain 
types of errors, specific to biochemistry, do not occur, such 
as the interaction of chemicals that may be unsafe. Results 
are obtained using a custom-built compiler that imple-
ments the BioScript language and type system.

1. INTRODUCTION
The last two decades have witnessed the emergence of 
 software-programmable laboratory-on-a-chip (pLoC) tech-
nology, enabled by technological advances in microfab-
rication and coupled with scientific understanding of 
microfluidics, the fundamental science of fluid behavior 
at the micro- to nanoliter scale. The net result of these col-
lective advancements is that many experimental labora-
tory procedures have been miniaturized, accelerated, and 
automated, similar in principle to how the world’s earliest 
computers automated tedious mathematical calculations 
that were previously performed by hand. Although the vast 
majority of microfluidic devices are effectively application-
specific integrated circuits (ASICs), a variety of programma-
ble LoCs have been demonstrated.16, 18

With a handful of exceptions, research on programming 
languages and compiler design for programmable LoCs has 
lagged behind their silicon counterparts. To address this 
need, this paper presents a domain-specific programming 
language (DSL) and type system for a specific class of pLoC 
that manipulate discrete droplets of liquid on a two-dimensional 
grid. The basic principles of the language and type system 
readily generalize to programmable LoCs, realized across a 
wide variety of microfluidic technologies.

The presented language, BioScript, offers a user-friendly 
syntax that reads like a cookbook recipe. BioScript features 
a combination of fluidic/chemical variables and operations 
that can be interleaved seamlessly with computation, if 
desired. Its intended user base is not traditional software 
developers, but life science practitioners, who are likely to 
balk at a language that has a steep learning curve.

BioScript’s type system ensures that each fluid is never 
consumed more than once, and that unsafe combinations 

The original version of this paper was published in 
the Proceedings of OOPSLA '18 (Boston, MA, Nov. 2018), 
Article 128.

of chemicals—those belonging to conflicting reactivity 
groups, as determined by appropriately qualified govern-
ment agencies—never interact on-chip; BioScript’s type sys-
tem is based on union types and was designed to ensure that 
type inference is decidable. This will set the stage for future 
research on formal validation of biochemical programs.

The BioScript language and type system are evaluated using 
a set of benchmark applications obtained from scientific liter-
ature. We use a microfluidic simulator to assess performance 
under ideal operating conditions and also execute them on a 
real device, which is much smaller and supports a subset of 
BioScript’s operational capabilities. This result establishes the 
feasibility of high-level programming language and compiler 
design for programmable chemistry, and opens up future 
avenues for research in type systems and formal verification 
techniques within this nontraditional computing domain.

1.1. Digital microfluidic biochips (DMFBs)
This paper targets a specific class of programmable LoCs 
that manipulate discrete droplets of fluid via electrostatic 
actuation. Figure 1a illustrates the electrowetting principle: 
applying an electrostatic potential to a droplet modifies the 
shape of the droplet and its contact angle with the surface.10, 13  
As shown in Figure 1b, droplet transport can be induced by 
activating and deactivating a sequence of electrodes adja-
cent to the droplet; the ground electrode, on top of the array, 
improves the fidelity of droplet motion and reduces the volt-
age required to induce droplet transport.

Figure 2a depicts a programmable 2D electrowetting 
array, called a digital microfluidic biochip (DMFB). A DMFB 
can support five basic operations, as shown in Figure 2b: 
transport (move a droplet from position (x, y) to (x′, y′)), split 
(create two smaller droplets from one larger droplet), merge 
(combine two droplets into 1), mix (rotate a merged droplet 
in a rectangular region around one or more pivots), and stor-
age (place a droplet at position (x, y) for later use). A DMFB 
is reconfigurable, as these operations can be performed any-
where on the array, and any given electrode can be used to 
perform different operations at different times. Droplet I/O 
is performed using reservoirs on the perimeter of the chip, 
which are not depicted in Figure 2.

The DMFB instruction-set architecture (ISA) can be 
extended by integrating sensors, optical detectors, or 

http://dx.doi.org/10.1145/3441686
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online video monitoring capabilities. Sensors and actua-
tors create a “cyber-physical” feedback loop between the 
host PC controller and the DMFB. The ability to perform 
sensing, com putation, and actuation based on the results 
of the com putation adds control flow to the instruction set 
of the DMFB. Prior work has applied feedback control for 
precise droplet positioning and online error detection and 
 recovery11, 12, 19 efforts to leverage these capabilities to pro-
vide control flow constructs at the language syntax level 
have been far more limited.

2. OVERVIEW
BioScript Syntax and Semantics. BioScript is a language for 
programmable microfluidics whose syntax aims to be pal-
atable to life science practitioners, most of whom are not 
experienced programmers. The BioScript syntax and seman-
tics were designed to enable scientists to express operations 
in a manner that closely resembles plain English. To keep 
the language small, we do not include operations in the lan-
guage syntax that can automatically be inferred by the com-
piler and/or execution engine. For example, the compiler 
can automatically infer implicit fluid transfers for a mix 
operation. BioScript features a semantics that targets pLoC 
technologies. The syntax and semantics of BioScript’s type 
system are formally described in Section 3.

We begin with a self-contained example to illustrate the 
expressive capabilities of BioScript.
Example: PCR with Droplet Replenishment. Figure 3 pres-
ents a BioScript program for a DMFB-compatible implemen-
tation of the polymerase chain reaction (PCR), used to amplify 
DNA.14 PCR involves thermocycling (repeatedly heating and 
then cooling) a droplet containing the DNA mixture under-
going amplification [lines 5–17]. In this implementation, 
thermocycling may cause excess droplet evaporation. This 
implementation uses a weight sensor to detect the droplet 

volume after each iteration [line 8]; if too much evaporation 
occurs [line 9], the algorithm injects a new droplet to replen-
ish the sample volume [line 10–11], preheating a template 
solution [line 12] to ensure that replenishment does not 
affect the temperature of the DNA.

Type Systems and Safety. The Environmental Protection 
Agency (EPA) and National Oceanic and Atmospheric 
Administration (NOAA) have categorized 9800 chemicals 
into 68 reactivity groups,7 defined by common physical 
properties of discrete chemicals. It is known that mixing 
materials from certain reactivity groups can produce mate-
rials from other reactivity groups; for example, mixing acids 
and bases induces a strong reaction that produces salt and 
water. BioScript’s type system models reactivity groups as 
types. As a material can belong to multiple reactivity groups, 
a union type is associated with a material. Using standard 
reaction corpora, we calculate the type signature of the mix 
operation, which is fundamental throughout chemistry, as 
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Figure 2. A DMFB (a) and its reconfigurable instruction set (b).

1 // Initialization omitted. PCRMasterMix is a
2 // commercially available pre -mixed solution
3 // used to perform PCR.
4 PCRMix = mix PCRMasterMix with Template for 1s
5 repeat 50 times {
6 heat PCRMix at 95C for 20s
7 volumeWeight = detect Weight on PCRMix
8 if (volumeWeight <= 50uL) {
9 replacement = mix 25uL of PCRMasterMix

10 with 25uL of Template for 5s
11 heat replacement at 95C for 45s
12 PCRMix = mix PCRMix with replacement for 5s
13 }
14 heat PCRMix at 68C for 30s
15 heat PCRMix at 95C for 45s
16 }
17 heat PCRMix at 68C for 5min
18 save PCRMix

Figure 3. PCR with droplet replenishment.9 It uses the target-specific 
save instruction.
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the values of the variables. As terms are side effect-free, a 
term does not alter σ. A term can take one of many forms: a 
variable, a math operation, a detection of a physical property 
on a material, or a concrete value.

Unlike terms, instructions are not side effect-free; they 
alter memory. BioScript supports traditional assignment of 
terms to variables, manipulation of variables, and control-
flow constructs.

BioScript utilizes a conservative type system capable of 
analyzing how chemical interactions work in a cyber-physical 
context. Mixing chemicals during experiments yields a 
new chemical, functionally expiring the input chemicals. 
However, not all of the input chemicals participate in the 
reaction, and trace amounts of the input chemicals are 
present in the new chemical. For instance, mixing an acid 
and base yields salt water. There are still acid and base mol-
ecules that have not reacted in the salt water. To model this, 
BioScript employs union types that allow variables to belong 
to multiple types (see Definition 2). In other words, a vari-
able can store any combination of scalar types in the union 
type. As usual, the typing environment Γ represents a map-
ping from variables to their types.

Operational Semantics:
The operational semantics describe how a program is exe-
cuted as a sequence of computational steps. It is represented 
as inference rules that define valid steps. Inference rules are 
comprised of premises and conclusions, whereby all the 
premises must be met for the conclusion to hold. As shown 
in Figures 4 and 5, the inference rules represent the premises 
above the line and conclusion below the line.

Definition 1

3.2. Operational Semantics for Assay Execution
We model execution of BioScript assays on a DMFB as an 
operational semantics. When execution of an instruction 
occurs, for example, a mix, the model must use the appro-
priate rules to “step” or handle the change of state. All the 
premises of a stepping rule must be satisfied. If no rule can 
step, the program is stuck and cannot continue execution.

We highlight two sets of rules that showcase some inter-
esting challenges BioScript faces and discuss how they are 
overcome. We begin with variable assignment. It is syntax:  
x := t allows a variable x to be assigned some term t. To model 
execution, we define E-AssignR, E-Assign, and E-Assign′, 
represented in Figure 4a.

The rule E-AssignR evaluates the right-hand side term, t 
(if it is not a variable); the rule E-Assign assigns the reduced 
value to the variable in σ, the store. The rule E-Assign′ trans-
fers a material from the right-hand side variable to the left-
hand side variable; preventing aliasing.

In traditional computing, variable assignment is an ele-
mentary operation that most computer scientists do not even 
bother thinking about. However, when modeling assignment 
in the physical world, things are not so simple. In BioScript, the 
value of a chemical variable is consumed when it is assigned 
to another variable, restricting variable aliasing. In other words, 

a table of abstract reactions between pairs of types, which 
results in a union of types.

At the same time, reactions vary in terms of safety. The 
EPA/NOAA categorization assigns one of three outcomes 
to the combination of chemicals: Incompatible, Caution, or 
Compatible. If the union type resulting from a mix operation 
includes a hazardous type, then the corresponding cell in the 
table is marked as being unsafe. Any biochemical procedure, 
or assay, specified in BioScript is allowed to execute only if it 
is safe. The signature of the mix operation does not include 
unsafe abstract reactions, which correspond to unsafe table 
cells. Therefore, the type system exclusively type-checks mix 
statements that do not produce hazardous materials. This is 
fundamental to the soundness of BioScript’s type system: it 
only type-checks assays that do not produce unsafe materials.

BioScript allows, but does not require, type annotations, 
saving the programmer from the burden of annotating pro-
grams with overly complicated union types. The assay speci-
fications presented in Figure 3 do not use type annotations. 
BioScript’s type inference system can automatically infer 
types. As the EPA/NOAA classification begins with a finite 
set of material types, type inference can be reduced to effi-
ciently decidable theories. Type inference is sound: if a typ-
ing assignment is inferred, it can be used to type-check the 
assay; it is also complete: if there is a typing assignment with 
which the assay can be type-checked, the inference will dis-
cover it. Otherwise, the assay is rejected and marked as a 
potential hazard if no typing assignment can be inferred for 
it. Our experiments show that the type system is expressive 
enough to reject hazardous assays and accept those that are 
safe. Proofs for these attributes can be found in Ott et al.15 and 
its supplemental material.

3. TYPE SYSTEM
This section presents interesting aspects of the core BioScript 
language. We begin by presenting the simple, yet robust, 
BioScript syntax. Next, we describe the novel aspects of the oper-
ational semantics—or mathematical model—describing the 
runtime execution of assays on pLoC devices (Definition 1).  
We then provide technical details on how BioScript’s type 
system prevents unsafe operations from occurring. Unsafe 
operations include the interaction of materials that may 
cause an explosion or create noxious gasses, as well as access 
materials that have already been consumed. We explore the 
syntax, operational semantics, and type system using two 
statements: variable assignment and mix semantics in great 
detail. The full BioScript language, operational semantics, 
and type system are described in Ott et al.15 and its supple-
mental material.

3.1. Syntax
BioScript’s set of instructions is modeled after the ISA dis-
cussed in Section 1.1. BioScript supports heat and detect 
instructions but omits move and store instructions, as they 
are inferred from data-flow analysis. The BioScript language 
is imperative and a statement is a sequence of effectful 
instructions that involve side effect-free terms. To model 
state, or memory, we define σ, a mapping of variables to their 
values. A side effect, in this context, is changing σ—updating 
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the BioScript program x = mat; y = x; z = x is stuck at the third 
assignment as the second assignment consumes x. This restric-
tion is necessary for material variables, but can be easily lifted 
for numeric variables.

Mixing is a frequent activity that chemists and biologists 
employ in their discipline. BioScript’s syntax for mixing is 
simple and intuitive: x := mix x1 with x2 for t. A mix instruction 
takes two variables (x1 and x2), mixes them for some time t 
and stores the resulting chemical in the new variable x. To 
model execution of the mix instruction, we define E-MixR 
and E-Mix, defined in Figure 4b.

E-MixR first evaluates the time term of a mix instruction, 
eventually reducing it to a real number, r. After the time term 
has been reduced, E-Mix is evaluated. E-Mix prescribes that 
both x1 and x2 in σ must be materials. The variables x1 and x2 
must also be safe to interact; the function interact determines 
safety at run time. interact returns the resulting material if mix-
ing is safe; otherwise, interact returns  — the mixture is unsafe. 
When a scientist mixes two chemicals together in a flask, 
the two distinct chemicals no longer exist; to model this, the 
used variables x1 and x2 are removed from σ and the variable 
x is mapped to the resulting material. The evaluation of a mix 
instruction is stuck if either of the two variables are not material 
values, any of the variables are already used and removed from 
the store, or the interaction of the materials is unsafe ( ).

The full runtime model, detailing all terms and instruc-
tions, is available in the supplemental material.

3.3. Type Checking and Inference
Similar to modeling execution, inference rules describe how 
BioScript’s type system type-checks a program. Again, we focus 
on the interesting typing rules that BioScript defines to keep sci-
entists safe while writing and executing assays on DMFB devices.

We begin with typing assignment instructions, defined in 
Figure 5a. The rule T-Assign-1 types an assignment of a value 
to a variable and adds the variable to the set of available vari-
ables. Rule T-Assign-2 strictly prevents aliasing by consuming 
the right-hand side while adding the left-hand side variable 
to the set of available variables. (At the cost of brevity, the rule 
can be easily relaxed to not remove numeric variables from 
the available set.) Finally, rule T-Assign-3 addresses typing for 
numeric terms. It allows assigning numeric terms to variables.

In spite of a scientist’s training regarding safe and unsafe 
chemical interactions, countless incidents occur involving 
chemical interactions that result in explosions or noxious 
gasses, causing harm to the laboratory or worse, the scien-
tist. To help prevent incidents, BioScript defines the typing 
rule T-Mix, described in Figure 5b, which helps ensure that 
no chemical interaction exhibits adverse reactions as well 
as guaranteeing no chemical is used more than once.

To guarantee safety during a mix instruction, x1 and x2 must 
be a union of material types, that is, Γ, X  x1:  and Γ,  
X  x2 : , respectively. Similarly, the time term of the mix 
instruction must be a real number (Γ, X  t: R, which is to say 
that the value of the term t must be in the set of real numbers).

Union Types:
A typing convention allows a variable to assume a set of 
types. We differentiate between scalar types, denoted by 
S, and union types, denoted by ; a union type is a set of 
scalar types. In the context of BioScript, scalar types are 
the material types Mat1 |..| Matn. A union of material types 
can then be expressed as .

Definition 2

T-ASSIGN-1
x : T ∈ Γ Γ, X       v : T ′ T ′ ⊆ T

T-ASSIGN-2
x : T ∈ Γ Γ, X x ′ : T ′ T ′ ⊆ T

Γ, X x := x ′ , X \ { x ′ } ∪ { x }

T-ASSIGN-3
x : T ∈ Γ t ∪∉

Γ, X t : T ′ T ′ = ∨ T ′ = T ′ ⊆ T

Γ, X x := t, X ∪ { x }

(a)

T-MIX

Γ, X x 1 : ∪Mat i Γ, X x 2 : ∪Mat j Γ, X t :
interact-abs (Mat i , Mat j ) ⊆ Γ(x ) for each i and j

Γ, X

⊥

⊥

⊥

⊥

⊥

⊥
⊥

Γ, X       x := v, X ∪ {x}

⊥

⊥ ⊥

x := mix x 1 with x 2 for t, X \ { x 1 , x 2 } ∪ {x }

(b)

Figure 5. a and b depict the typing rules for only variable assignment 
and mixing in BioScript.

E-ASSIGNR
(σ, t) → t′ t ∈

(σ, x := t; s) → (σ, x := t′ ; s)

E-ASSIGN

(σ, x := v ; s) →
(σ[x v], s )

E-ASSIGN′

σ′ = (σ \ {x ′})[x → σ (x ′)]

(σ, x := x′ ; s) → (σ′ , s )

(a)

E-MIXR
(σ, t) → t′

(σ, x :=
(σ, x :=

mix  x1  with  x2  for  t;  s) →
mix  x1  with  x2  for  t′;  s) 

mix  x1  with  x2  for r ;  s) → (σ′, s)

E-MIX

σ(x 1 ) ∈ Mat σ (x 2 ) ∈ Mat
interact (σ(x 1 ) , σ (x 2 ) , r )

σ′ = (σ \ { x 1 , x 2 } )[x interact (σ(x 1 ) , σ (x 2 ) , r )]

(σ, x :=

(b)

Figure 4. a and b depict the operational semantics for only variable 
assignment and mixing in BioScript.
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4. IMPLEMENTATION
This section describes the underlying implementation 
details of the BioScript language and its type system.

BioScript. The BioScript language was implemented as 
described in Section 2. As DMFBs do not offer external flu-
idic storage, there is no possibility to implement a stack 
or heap of substantial size. For these reasons, BioScript 
provides inline functions exclusively and does not support 
recursion; similarly, BioScript does not support arrays, even 
of constant size, as doing so would significantly inhibit por-
tability. We hope to address these issues in greater detail in 
a future publication. BioScript handles variable assignment 
implicitly, for example, Figure 8d. However, the scientist 
declares a manifest of chemicals that is used through-
out the assay (“blood” and “water,” for this assay) and the 
BioScript compiler infers the dispense and move operations.

The Type System. BioScript’s type system utilizes static 
type checking, which runs during compilation. The type 
system automatically infers types using an abstract interac-
tion function that is a conservative overapproximation of the 
resulting chemical types of each interaction. The type sys-
tem uses the 68 EPA/NOAA reactivity groups as the material 
types  that together with natural N, and real R numbers, 
constitute the set of scalar types S.

We calculate the abstract interaction function interact-
abs (defined in Section 3.3) as a table that is indexed by 
two material types and stores union types. Each reactivity 
group or type Mati comprises a nonempty set of chemicals 
Ci. Abstract mixing of a pair of material types Mati and Matj 
effectively mixes each pair of chemicals (ci, cj) in the cross 
product Ci × Cj. If any interaction is Incompatible, the table 
entry for (Mati, Matj) is marked as hazardous (or undefined, 
as modeled in Section 3). Otherwise, if the mix operation 
yields a new chemical ck, we use a ChemAxon,4 an industry-
standard computational chemistry library to assign a union 
type  to ck, which is added to the union type of the 
cell for Mati and Matj. In practice, molecules of ci and cj will 
remain after mixing ci and cj, even if a reaction occurs, and 
the presence of extra molecules at the microliter scale, or 
smaller, may have a nonnegligible impact on the underlying 
chemistry or biology. To account for this fact, Mati and Matj 
are also added to the cell. As type assignment to concrete 
chemicals is conservative and we include the input types in 
the resulting union type, the types in the table represent an 
overapproximation of the chemicals that can result from 
concrete interactions.

There may be instances where scientists need to create 
hazardous reactions, which the type system would correctly 
reject. In this case, the type system generates all relevant 
errors and warnings, but allows the programmer to override 
the type system in order to finish compilation and execute 
the assay.

Execution. BioScript targets a real-world DMFB platform 
called DropBot,8 as shown in Figure 6. Although DropBot 
features real-time object tracking, it does not, at pres-
ent, support execution of assays that feature control flow. 
BioScript can produce a DropBot-compatible electrode acti-
vation sequence, in the form of a JSON file, to execute on the 
chip depicted in Figure 6.

For a mix instruction to type-check, the interaction of the 
input materials must be safe. To determine this, we define 
the function interact-abs, which accepts two scalar material 
types as arguments and returns a union type of materials  

. The abstract interaction interact-abs is conservative 
with respect to the concrete interaction function: interact. If 
two material values mati and matj are members of two mate-
rial types Mati and Matj, and the concrete interaction of mati 
and matj is unsafe, then the abstract interaction of Mati and 
Matj is undefined, rendering the program unable to type-
check. Otherwise, the result of the concrete interaction is a 
member of the type resulting from the abstract interaction of 
Mati and Matj. If the interaction of all such pairs of materials 
mati and matj is safe, then the abstract interaction of Mati and 
Matj is safe. A full discussion of how the interact-abs function 
is used is presented in Section 4.

Finally, the result of the mix is assigned to x, whose type in Γ 
should be a superset of the resulting material types. In the physi-
cal world, mixing chemicals uses those  chemicals—they no longer 
exist. To model this, the materials represented by x1 and x2 are con-
sumed and replaced by x in the set of available variables.

We proved that the BioScript type system is sound. All 
type-checked programs are correct, that is, never get stuck 
during execution; conversely, incorrect programs cannot 
type-check. As explained for the operational semantics, 
there is no inference rule for unsafe operations; that is, incor-
rect programs are stuck. The soundness is proved as tan-
dem progress and preservation lemmas (see Definition 3).  
The progress lemma states that well-typed programs are not 
stuck; that is, they can take a step. More precisely, if a statement 
is typed, then it is either the terminal statement or it can make 
a step. The preservation lemma states that if a well-typed pro-
gram steps, the resulting program is also  well-typed.

BioScript features a type inference system. Type inference 
helps the biologists and chemists by lifting the burden of man-
ually annotating assays with union types. The rules for type 
inference match the corresponding type-checking rules but 
restate the conditions as constraints. After the type inference sys-
tem derives the constraints for a program, a satisfying model for 
the constraints yields types for the variables of the program. We 
proved that the type inference system infers types for a program 
if it is typeable. This is proved as a pair of soundness and com-
pleteness lemmas for the type inference system. The soundness 
lemma states that, if the type inference system infers types for a 
program, then with the inferred types, the type-checking system 
can type-check the program. The completeness lemma states 
that if, for a program, there exist types for variables under which 
the type-checking system can type-check the program, then the 
type inference system can infer those types.

We provide a full discussion of the above theorems in the 
supplemental materials for the interested reader.

Progress:
A well-typed program is not stuck: that is, it can take a step.
Preservation:
If a well-typed term takes a step, the resulting term is also 
well-typed.

Definition 3
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First, we compare BioScript’s syntax to three other lan-
guages: the AquaCore Instruction Set (AIS), a target-specific 
assembly-like language;2 Antha, a language for cloud-based 
laboratory automation;17 and BioCoder, a C++ library that 
has been previously specialized for DMFBs.5 Our compari-
son uses a set of compact, yet representative, bioassays taken 
from published literature. As an illustrative example, Figure 8  
shows a simple assay (a Mix followed by a Heat instruc-
tion) in all four languages; BioScript, by far, has the shortest 
description and is easier to read.

Figure 7 compares the number of lines of code required 
to specify seven representative bioassays using the four lan-
guages; three of the seven assays were not compatible with 
AIS (which is tethered to a specific pLoC2) and Antha (which 
is tethered to a cloud laboratory), so we only report four 
assays for those languages. We do not count empty lines 
(for spacing/aesthetic purposes) or lines that contain com-
ments. We wrote each assay based on our notion of human 
readability, which generally meant one statement/operation 
per line for AIS, BioCoder, and Antha. As shown in Figure 8d, 
the mixture statement in BioScript succinctly encompasses 
two implicit variable declarations with fluid type and vol-
ume information.

Across the four compatible assays, BioScript required 68% 
fewer lines of code than AIS and 73% fewer lines of code than 
Antha. Across all seven assays, BioScript required 65% fewer 
lines of code than BioCoder, which can target DMFBs, unlike 
AIS and Antha. Although these results do not account for 
subjective experience, we believe that they convey the same 
basic sentiments as shown in Figure 8: BioScript has an intu-
itive syntax and will be far easier for scientists to learn and 
use compared to existing languages in this space. Source 
code for all implementations of the bioassays reported in 
Figure 7 is included in our supplementary materials.

5. EVALUATION
The objectives of BioScript are to reduce the time and cost of 
scientific research and to provide a safe execution environ-
ment for chemists and biologists with respect to chemical 
interactions. As noted earlier, BioScript is a DSL that enables 
high-level programming and direct execution of bioassay on 
pLoCs. These objectives inform our selection of metrics to 
evaluate BioScript.

Language. Compared to other languages, BioScript offers 
an intuitive and readable syntax and a type system. We do 
not claim that BioScript offers any performance advantages 
over other languages; performance primarily depends on 
the algorithms implemented in the compiler back-end and 
execution engine, which are compatible, in principle, with 
any language and front-end. Hence, our evaluation empha-
sizes qualitative metrics of the language.

Figure 6. A DMFB chip used by DropBot devices.
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Figure 8. Example assay specified using BioCoder (a), Antha (b), AIS 
(c), and BioScript (d). We omit initialization for all examples.

1 b.first_step();
2 b.measure_fluid(blood , tube);
3 b.measure_fluid(water , tube);
4 b.next_step();
5 b.tap(tube , tenSec);
6 b.next_step();
7 b.incubate(tube , 100, tenSec);
8 b.end_protocol();

(a)

1 smpl:= make([]*wtype.LHComponent , 0)
2 Bld := mixer.SampleForTotalVolume(Blood , BldVol)
3 smpl = append(smpl , Bld)
4 Wtr := mixer.Sample(Water , WtrVol)
5 smpl = append(smpl , Wtr)
6 rctn := MixInto(OutPlate , "", smpl...)
7 r1 := Incubate(rctn , mltTemp , InitDenatime , false)

(b)

1 input s1, ip1
2 input s2, ip2
3 move mixer1 , s1;
4 move mixer1 , s2;
5 mix mixer1 , 10;
6 move heater1 , mixer1;
7 incubate heater1 , 100, 10;

(c)

1 mixture = mix water with blood for 10s
2 heat mixture at 100C for 10s

(d)

Benchmark
Compile  
time (s)

Type check  
time (s) Total types

AIHA 1† 0.012 0.936 70
AIHA 2† 0.012 1.648 68
AIHA 3† 0.014 1.214 17
Broad spectrum opiate 0.011 0.887 11
Ciprofloxacin 0.023 1.722 14
Diazepam 0.024 1.007 14
Dilution 0.014 0.892 9
Fentanyl 0.018 0.900 13
Full morphine 0.048 4.188 19
Glucose detection 0.012 1.633 14
Heroine 0.020 1.553 13
Image probe synthesis 0.015 2.181 13
Morphine 0.018 1.026 13
Mustard gas† 0.015 1.433 83
Oxycodone 0.026 0.959 13
PCR 0.032 3.534 8
Safety zone† 0.013 1.341 76

Table 1. Compile time and the number of constraints gathered

†Real-world instances that resulted in damages to equipment or personnel 
that the type system was correctly able to identify as dangerous.

Type System Evaluation. BioScript’s type system’s main 
purpose is to prevent inadvertent production of hazardous 
chemicals. We evaluate its ability to detect hazardous mix-
ing in BioScript descriptions of five reported real-world inci-
dents.1, 3 To the best of our understanding, BioScript’s type 
system is first-of-its-kind, so there are no prior type systems 
for biochemistry to compare against.

Table 1 summarizes the results of our experiments. The 
results denoted by the † are real-world situations in which 
safety precautions were ignored while carrying out experi-
ments. The first three are incidents documented by the 
American Industrial Hygiene Association (AIHA).1 Mustard gas 
refers to a documented situation where an individual mixed 
two common reagents used to clean swimming pools, 
inadvertently creating mustard gas. SafetyZone refers to a 
documented explosion where a student mixed a sulfuric 
acid/hydrogen peroxide mixture with acetone6 (it remains 
unknown whether this explosion was intentional or acci-
dental). The type system correctly identified the presence of 
safety hazards in all of these cases.

We also tested the type system on 14 assays that were 
known to be safe; BioScript’s type system successfully 
inferred types in all of these cases. These assays, listed in 
Table 1, are currently used in the physical sciences today.

Compilation Time. We compiled the safe and unsafe 
assays described here, targeting the DropBot platform, 
which is a 4×15 array (not including I/O reservoirs which 
reside on the perimeter of the device), assuming the default 
electrode actuation time of 750 ms. The experiments were 

run on a 2.7 GHz Intel™ Core i7 processor, 8 GB RAM, machine 
running macOS™. Construction of the type system’s abstract 
interaction table took 31 min running on a 2.53 GHz Intel™ 
Xeon™ processor, with 24 GB RAM, running CentOS 5.

Table 1 reports the compilation time, constraint solv-
ing time, and number of constraints gathered. The unsafe, 
real-world, assays were correctly identified as unsafe by 
BioScript. On average, each material defined in the bench-
marks belonged to 3.015 distinct reactive groups; average 
benchmark compilation time was 0.0190 s; and the average 
time spent solving constraints was 1.594 s. We must note 
that these programs are significantly smaller than typical 
software programs today.

BioScript assays, along with additional synthetic bench-
marks, are made available in the supplemental materials.

6. CONCLUSION AND FUTURE WORK
BioScript enables scientists to express assays in a com-
fortable manner, similar in principle to laboratory note-
books. Its type system, which defines the operational 
semantics of BioScript, can provide safety guarantees for 
chemicals used. BioScript is extensible, allowing it to tar-
get pLoC compilation and LoC synthesis across multiple 
technologies. BioScript and its software stack pave the 
way for many life science subdisciplines to increase pro-
ductivity due to automation and programmability. This 
paper reports a full system implementation, which can 
compile and type-check a high-level language program 
and execute it on the real-world DropBot platform by 
transmitting commands (electrode actuation sequences) 
via the DropBot software interface.

Being nascent, BioScript’s type system statically type-
checks only chemical reactivity groups. Extending the type 
system, introducing dependent types to account for proper-
ties such as temperature, pH, volume, or concentration is a 
natural next step.
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measurement. Appl. Phys. Lett. 19, 
102 (2013).

 9. Jebrail, M.J., Renzi, R.F., Sinha, A., 
Van De Vreugde, J., Gondhalekar, C., 
Ambriz, C., Meagher, R.J., Branda, S.S. 
A solvent replenishment solution for 
managing evaporation of biochemical 
reactions in air-matrix digital 
microfluidics devices. Lab Chip 15, 
(2015), 151–158.

 10. Lippmann, G. Relations entre 
les phénomènes électriques et 
capillaires. Gauthier-Villars. 1875.

 11. Luo, Y., Chakrabarty, K., Ho, T. Error 
recovery in cyberphysical digital 
microfluidic biochips. IEEE Trans. 
CAD Integr. Circuits Sys. (1), 32 
(2013), 59–72.

 12. Luo, Y., Chakrabarty, K., Ho, T. Real-
time error recovery in cyberphysical 
digital-microfluidic biochips using a 
compact dictionary. IEEE Trans. CAD 
Integr. Circuits Sys (12), 32 (2013), 
1839–1852.

 13. Mugele, F., Baret, J. Electrowetting: 
From basics to applications. J. Phys.: 
Condens. Matter, 17 (2005), 705–R774.

 14. Mullis, K.B., Erlich, H.A., Arnheim, N.,  

Horn, G.T., Saiki, R.K., Scharf, S.J. 
Process for amplifying, detecting,  
and/or-cloning nucleic acid  
sequences. US Patent 4,683,195;  
July 28 1987.

 15. Ott, J., Loveless, T., Curtis, C., Lesani, M.,  
Brisk, P. BioScript: Programming 
safe chemistry on laboratories-on-a-
chip. In Proceedings of OOPSLA '18 
(Boston, MA, USA, Nov. 7–9, 2018), 
Article 124.

 16. Pollack, M.G., Shenderov, A.D., Fair,  
R.B. Electrowetting-based 
actuation of droplets for integrated 
microfluidics. Lab on a Chip (2), 2 
(2002), 96–101.

 17. Synthace. Antha-lang, coding biology. 
2016. https://www.antha-lang.org. 
[Accessed: 2016-11-01].

 18. Urbanski, J.P., Thies, W., Rhodes, C., 
Amarasinghe, S., Thorsen, T. Digital 
microfluidics using soft lithography. 
Lab Chip, 6 (2006), 96–104.

 19. Zhao, Y., Xu, T., Chakrabarty, K. 
Integrated control-path design  
and error recovery in the synthesis  
of digital microfluidic lab-on- 
chip. JETC (3), 6 (2010), 11:1–11:28.

In the long term, this type system could be generalized 
into a generic type system for cyber-physical systems, tran-
scending even pLoC-based biochemistry. In the future, 
we hope to extend the BioScript language with support for 
noninlined functions, arrays, SIMD operations, and some 
notion akin to processes or threads. We view the type system 
as a starting point for a much deeper foray into formal veri-
fication, for example, to ensure that biological media always 
experience physical properties such as temperature or pH 
levels within a user-specified range.
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Solving the Signal 
Reconstruction  
Problem at Scale
By Zachary G. Ives

sketches1 to approximate the sets, al-
lowing further trade-offs of accuracy 
vs performance (and space). Experi-
mental analysis shows these tech-
niques scale well enough to predict 
end-to-end routes in a large P2P net-
work, which is several orders of mag-
nitude larger than prior solutions 
could handle.

This paper is notable because it 
scalably addresses an underserved 
problem with practical impact, and 
does so in a clean, insightful, and sys-
tematic way. It makes several key con-
tributions. First, it shows how in-
sights into the linear algebra 
computation can be used for greater 
efficiency (the connection to qua-
dratic programming, which allows it 
to be solved via the Lagrangian 
dual). Subsequently, it makes in-
sightful connections to techniques 
from query processing and sketches 
to develop approximation algo-
rithms. Finally, the authors conduct 
an experimental study demonstrating 
high performance at scale. They illus-
trate the potential benefits of con-
necting important optimization prob-
lems with database approximate 
query processing techniques. 
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WHEN PROBLE MS A R E  scaled to “big 
data,” researchers must often come 
up with new solutions, leveraging 
ideas from multiple research areas—
as we frequently witness in today’s 
big data techniques and tools for ma-
chine learning, bioinformatics, and 
data visualization. Beyond these 
heavily studied topics, there exist 
other classes of general problems 
that must be rethought at scale. One 
such problem is that of large-scale 
signal reconstruction:4 taking a set of 
observations of relatively low dimen-
sionality, and using them to recon-
struct a high-dimensional, unknown 
signal. This class of problems arises 
when we can only observe a subset of 
a complex environment that we are 
seeking to model—for instance, 
placing a few sensors and using their 
readings to reconstruct an environ-
ment’s temperature, or monitoring 

multiple points in a network and us-
ing the readings to estimate end-to-
end network traffic, or using 2D slic-
es to reconstruct a 3D image.

This signal reconstruction problem 
(SRP) is typically approached as an 
optimization task, in which we 
search for the high-dimensional sig-
nal that minimizes a loss function 
comparing it to the known proper-
ties of the signal. Prior solutions to 
the SRP make use of linear algebra 
techniques4 or expectation maximi-
zation2 to find a solution. However, 
at scale, the dimensionality of the 
signal is high enough to render such 
optimization techniques too costly. 
In the following paper, Asudeh et al. 
show that algorithmic insights about 
SRP, combined with database tech-
niques such as similarity joins and 
sketches, can be used to scalably 
solve the signal reconstruction prob-
lem. The paper creatively integrates 
query processing, approximation, 
and linear algebra techniques.

The authors start by noting that 
SRP is a special case of quadratic pro-
gramming, which they exploit by 
solving the Lagrangian dual formula-
tion of the original problem. Building 
upon this, they make a connection to 
query processing: the key part of the 
algorithm computes the product of a 
(typically very sparse) matrix A with 
its transpose, AAT. In turn, that com-
putation derives most of its value 
from a small number of elements 
from A.

The authors creatively leverage this 
observation to handle huge matrices 
by implementing matrix multiplica-
tion via a set-intersection primitive. 
They build upon set-similarity joins 
and apply threshold-based tech-
niques3 to bound the values of the ma-
trix product, thus developing a fast 
approximation algorithm. Finally, 
they show how to use min-hash 

The following paper 
is notable  
because it scalably 
addresses  
an underserved 
problem with 
practical impact,  
and does so  
in a clean,  
insightful, and 
systematic way.
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Abstract
Signal reconstruction problem (SRP) is an important opti-
mization problem where the objective is to identify a solu-
tion to an underdetermined system of linear equations that 
is closest to a given prior. It has a substantial number of 
applications in diverse areas, such as network traffic engi-
neering, medical image reconstruction, acoustics, astron-
omy, and many more. Unfortunately, most of the common 
approaches for solving SRP do not scale to large problem 
sizes. We propose a novel and scalable algorithm for solving 
this critical problem. Specifically, we make four major con-
tributions. First, we propose a dual formulation of the prob-
lem and develop the Direct algorithm that is significantly 
more efficient than the state of the art. Second, we show 
how adapting database techniques developed for scalable 
similarity joins provides a substantial speedup over Direct. 
Third, we describe several practical techniques that allow 
our algorithm to scale—on a single machine—to settings 
that are orders of magnitude larger than previously studied. 
Finally, we use the database techniques of materialization 
and reuse to extend our result to dynamic settings where the 
input to the SRP changes. Extensive experiments on real-
world and synthetic data confirm the efficiency, effective-
ness, and scalability of our proposal.

1. INTRODUCTION
The database community has been at the forefront of 
grappling with challenges of big data and has developed 
numerous techniques for the scalable processing and 
analysis of massive datasets. These techniques often origi-
nate from solving core data management challenges but 
then find their way into effectively addressing the needs 
of big data analytics. We study how database techniques 
can benefit large-scale signal reconstruction,13 which is of 
interest to research communities as diverse as computer 
networks,15 medical imaging,7 etc. We demonstrate that 
the scalability of existing solutions can be significantly 
improved using ideas originally developed for similarity 
joins5 and selectivity estimation for set similarity queries.3

Signal reconstruction problem (SRP): The essence of 
SRP is to solve a linear system of the form AX = b, where X is 
a high-dimensional unknown signal (represented by an m-d 
vector in Rm), b is a low-dimensional projection of X that can 
be observed in practice (represented by an n-d vector in Rn 
with n  m), and A is an n × m matrix that captures the linear 
relationship between X and b. There are many real-world 
applications that follow the SRP model (see Section 2.1).  
High-dimensional signals such as environmental tem-
perature can only be observed through  low-dimensional 

The original version of this paper was entitled 
"Leveraging Similarity Joins for Signal Reconstruction" 
and was published in PVLDB 10, 11 (2018), 1276–1288.

observations, such as readings captured by a small num-
ber of temperature sensors. End-to-end network traf-
fic, another high-dimensional signal, is often monitored 
through low-dimensional readings such as traffic volume 
on routers in the backbone or edge networks. In these 
applications, the laws of physics or the topology of com-
puter networks reveal the value of A, and our objective is to 
reconstruct the high-dimensional signal X from the obser-
vation b based on the knowledge of A.

As n  m, the linear system is underdetermined. That 
is, for a given A and b, there are an infinite number of fea-
sible solutions (of X) that satisfy AX = b. In order to iden-
tify the best reconstruction of the signal, it is customary 
to define and optimize for a loss function that measures 
the distance between the reconstructed X and a prior 
understanding of certain properties of X. For instance, 
one’s prior belief of X can be specified as an m-d vector 
X′ and define the loss function as the 2-norm of X − X′, 
that is, X − X′2. In other cases, when prior knowledge 
indicates that X is sparse, one can define the loss func-
tion as the 2-norm of X, aiming to minimize the number 
of nonzero elements in the reconstructed signal. For the 
purpose of this paper, we consider the 2-based loss func-
tion of X − X′2, which has been adopted in many appli-
cation-oriented studies such as Grangeat and Amans7 and 
Zhang et al.15

Running example of SRP: SRP has a broad range of 
applications. For the ease of exposition, we use as a run-
ning example based on network tomography (Section 2.1), 
where the objective is to compute the pairwise end-to-end 
traffic in IP networks. Pairwise traffic measures the volume 
of traffic between all pairs of source-destination nodes in an 
IP network and has numerous uses such as capacity plan-
ning, traffic engineering, and detecting traffic anomalies. 
Informally, consider an IP network where various sources 
and destinations send different amounts of traffic to each 
other. The network administrator is aware of the network 
topology and the routing table (from which we can con-
struct matrix A). In addition, the administrator can observe 
the traffic passing through each link in the backbone net-
work (observation b). The goal is to find the amount of 
traffic flow between all source-destination pairs (signal 
X). Note that one cannot directly measure the raw traffic 
between all source-destination pairs due to challenges in 

http://dx.doi.org/10.1145/3441689
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that is, AAT, as it is simply too large to be kept in memory. 
We conducted careful theoretical analyses and experimen-
tal evaluation on the number of nonzero elements in this 
matrix that confirm the matrix is sparse in practice. We 
then leverage this sparsity to efficiently solve very large 
systems of equations. Finally, we consider the scenario 
where the input to our problem changes dynamically. We 
pay attention to the observation that the underlying struc-
ture of the system A does not change frequently. Vector b, 
on the other hand, may change often. We utilize the data-
base technique of materialization and reuse a carefully 
constructed signature matrix for dynamic settings.

2. PROBLEM FORMULATION
We consider a special class of SRP that has a number of 
applications in network traffic engineering, tomographic 
image reconstruction, and many others. We are given a sys-
tem of linear equations AX = b where

• A ∈ {1, 0}n×m is a sparse binary matrix n  m.
• X ∈ Rm is the “signal” to be reconstructed and is a vector 

of unknown values.
• b ∈ Rn is the vector of observations.

Each row in the matrix A corresponds to an equation 
with each column corresponding to an unknown variable. 
When the number of equations (n) is much smaller than 
the number of unknowns (m), the system of linear equa-
tions is said to be underdetermined and does not have a 
unique solution. The solution space can be represented as 
a hyperplane in an m′ ∈ [2, m] dimensional vector space.a 
Because SRP does not have a unique solution, one must 
have auxiliary criteria to choose the best solution from 
the set of (possibly infinite) valid solutions. A common 
approach in SRP is to provide a prior X′ and the objective 
is to pick the solution X that is closest to X′. We study the 
problem where the objective is to find the point satisfying 
AX = b that minimizes the 2-distance from a prior point X′. 
Formally, the problem is defined as:

min X − X′2

s.t. AX = b (1)

instrumentation and storage—see Zhang et al.15 for a tech-
nical discussion. In almost all real-world IP networks, the 
number of source-destination pairs is significantly larger 
than the number of links, leading to an underdetermined 
linear system. To reconstruct the pairwise traffic, the net-
work community introduced various traffic models, for 
example, the gravity model,15 as the prior for X′, and used 
the 2-distance between X and the prior as the loss func-
tion. Note that in reconstructing the pairwise distances, 
efficiency is a concern front and center, especially given 
the rise of software designed networks (SDNs) that feature 
much larger sizes and much more frequent topological 
changes, pushing further the scalability requirements of 
signal reconstruction algorithms.

Research gap: Because of the importance of SRP, there 
has been extensive work from multiple communities on 
finding efficient solutions. To solve the problem efficiently, 
methods explored in the recent literature include statisti-
cal likelihood-based iterative algorithms based on expec-
tation-maximization, as well as the use of linear algebraic 
techniques such as computing the pseudoinverse of A13 or 
performing singular value decomposition (SVD) on A, and 
iterative algorithms for solving the linear system.13 Yet even 
these approaches cannot scale to fully meet the require-
ments in practice, especially in settings such as traffic 
reconstruction in large-scale IP networks—which call for a 
more scalable solution.

Our approach: In this paper, we consider a special case 
of SRP where A, X, and b are nonnegative with A being a 
sparse binary matrix. Such a setting finds its applications 
in many domains, as explained in Section 2.1. We present 
an exact algorithm (Direct) based on the transformation 
of the problem into its Lagrangian dual representation. 
Direct already outperforms commonly used approaches 
for SRP, as it avoids expensive linear algebraic opera-
tions required by the previous solutions and scales up to 
medium-size settings. Next, we investigate whether our 
approach can be sped up even further, by replacing exact 
computations with approximation techniques. After a 
careful investigation of Direct, it turns out that the com-
putational bottleneck is a special case of matrix multipli-
cation involving a sparse binary matrix with its transpose. 
We use the observation that a small number of cells in the 
result matrix of the bottleneck operation take the bulk of 
the values and propose a threshold-based algorithm for 
approximating it. Specifically, we reduce the problem to 
computing the dot product of two vectors if and only if 
their similarity is above a user-provided threshold. Our 
key idea here is to leverage various database techniques 
to speed up the multiplication operation. We propose 
a hybrid algorithm based on a number of techniques 
originally proposed for computing similarity joins and 
selectivity estimation of set similarity queries, resulting 
in significant speedup, enabling our proposal to scale to 
large-scale settings.

We push the boundaries to very large systems (VLS) 
with sizes in the order of a million equations with a billion 
unknowns. We identify that the barrier to this extension is 
the output size of the multiplication of A by its transpose, 

X3

X1X2

X´

X

AX = b

Figure 1. Visualizing the problem.

a We assume that the problem has at least one solution.
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Figure 1 provides a visualization of the problem in three 
dimensions. The gray plane is the solution space with the 
prior marked as a point X′. The intersection of the perpen-
dicular line to the plane that passes though X′ is the point 
that minimizes X − X′2.

We observe that SRP is a special case of quadratic pro-
gramming where (a) the constraints are only in the form of 
equality, (b) matrix A is sparse, and (c) matrix A is binary (and 
hence unweighted). By leveraging these characteristics, we 
seek to design more efficient solutions compared with the 
baselines that are designed for general cases. In Section 3, 
we use the dual representative of the problem to propose an 
efficient exact algorithm. In Section 4, we show how leverag-
ing similarity joins techniques help in achieving significant 
speedup without sacrificing much accuracy.

2.1. Applications of SRP
SRP covers a broad range of real-world problems that use 
signal reconstruction. In practice, it is popular to observe 
low-dimensional projections in the form of (unweighted) 
aggregates of a high-dimensional signal vector. For example, 
in general network flow applications (such as road traffic 
estimation16), the value on each edge is the summation of the 
flow values that includes this edge as part of the path between 
them. Of course, a requirement to our problem is an “expert-
provided” prior template, such as gravity model15 for the net-
work flow problems. Another major application domain for 
SRP problem over aggregates is image reconstruction, where 
observations are unweighted projections of unknowns. 
Image reconstruction has broad applications ranging from 
medical imaging7 to astronomy14 and physics.10 Some of the 
other applications of SRP, in general, include radar data 
reconstruction9 and transmission electron microscopy,8 to 
name a few. To showcase some applications in more detail, 
we sketch a few examples in the context of network flow 
problems and image reconstruction in the following.

Network tomography. Traffic matrix computation (the 
running example): Consider an IP network with n traf-
fic links and m source-destination traffic flows (SD flow) 
between the ingress and egress points, where n  m. The 
ingress/egress points can be points of presence (PoPs) or 
routers or even IP prefixes depending on the level of granu-
larity required. The network has a routing policy and pre-
scribes a path for each of the SD flows that can be captured 
in a#links(n)×#flows(m) binary matrix A, where the entry 
A[i, j] = 1 if the link i is used to route the traffic of the jth SD 
flow. The matrix A is sparse and “fat” with more SD flows 
(columns) than number of links (rows). Note that, one can-
not directly measure each of the SD flows on a link owing 
to efficiency reasons. However, one can easily measure the 
total volume of the network traffic that passes through a 
given link using network protocols such as SNMP. Thus, 
the load on each link i becomes the observed vector b. To 
obtain a prior X′, one can use any traffic model such as 
the popular and intuitive gravity model.15 It assumes inde-
pendence between source and destination and states that 
traffic between any given source s and destination d is pro-
portional to the product of network traffic entering at s and 
that exiting at d.

Traffic analysis attack in P2P networks: In traffic analy-
sis attack, the information leak on traffic data is exploited 
to expose the user traffic pattern in P2P networks. Here, 
we propose the following traffic analysis attack that can be 
modeled to our problem: consider an adversary who moni-
tors the link level traffics in a P2P network. Applying SRP, 
one can directly identify the volume of traffic between any 
pair of users in a P2P network.

Image reconstruction. Image reconstruction7 has a wide 
range of applications in different fields such as medical 
imaging,7 and physics.10 Given a set of (usually 2D) projec-
tion of a (usually 3D) image, the objective is to reconstruct 
it. The reconstruction is usually done with the help of some 
prior knowledge. For example, knowing that the 2D projec-
tions are taken from a human face, one may use a template 
3D face photo and, among all possible 3D reconstructions 
from the 2D images, find the one that is the closest to the 
template, making the image reconstruction more effective.

CT scan: A popular application of SRP is tomographic 
reconstruction, which is a multidimensional linear inverse 
problem with wide range of applications in medical imag-
ing7 such as CT scans (computed tomography). A CT scan 
takes multiple 2D projections (vector b) through X-rays from 
different angles (matrix A) and the objective is to reconstruct 
the 3D image from the projections. Many 3D images may 
produce the same projections necessitating the use of priors 
to choose an appropriate reconstruction.

Radio astronomy: In astronomy, SRP has application 
for reconstructing interferometric images where the astro-
physical signals are probed through Fourier measurements. 
The objective is to reconstruct the images from the obser-
vations—forming an SRP scenario. Also, the specific prior 
information about the signals plays an important role in 
reconstruction, as mentioned in Wiaux et al.14

3. EXACT SOLUTION FOR SOLVING SRP
We begin by describing two representative approaches for 
solving SRP from prior research and highlight their short-
comings. We then propose a dual representation of the prob-
lem that can be solved exactly in an efficient manner and 
already outperforms the baselines. This alternate formula-
tion allows one to leverage various database techniques for 
speeding it up.

3.1. Lagrangian formulation of SRP
We leverage the Lagrangian dual form of SRP as a special 
case of quadratic programming and design an efficient 
exact solution for it. For SRP as specified in Equation 1, 

 and g(X) = AX.b Thus, our problem can 
be rewritten as:

 (2)

b Note that min  is the same as min X − X′2.

c Because, looking at Figure 1, Equation 1 has a single optimal point, Equa-
tion 2 has one stationary point that happens to be the saddle point.
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it in a manner that allows efficient matrix multipli-
cation. Because A is binary (and hence unweighted), 
a natural representation is to store only the indi-
ces of nonzero values. Figures 2a and 2b show the 
nonsparse and sparse representation of a matrix A.  
Note that AAT is symmetric as t[i, j] and t[j, i] are obtained 
by the dot product of rows i and j of A. Let l be the number of 
nonzero elements in each row. Because A is sparse, l  m,  
one can design a natural matrix multiplication algorithm 
with time complexity of O(nml) that is orders of magni-
tude faster than algorithm such as Strassen algorithm.

4. TRADING OFF ACCURACY WITH EFFICIENCY
In many applications of SRP, m is often in O(n2), thereby 
making the computational complexity of Direct to be 
O(n4). The key bottleneck is the computation of AAT. On 
the other hand, for large problem instances, the user may 
accept trading off accuracy with efficiency and prefer a 
close-to-exact solution that is computed quickly, rather 
than the expensive exact solution. Our objective is to speed 
up Direct by computing the bottleneck step, that is, com-
puting AAT, approximately. We show how to leverage a 
threshold-based approach by only computing the values 
of matrix AAT that are larger than a certain threshold. We 
describe the connection between this problem variant and 
similarity joins and propose a hybrid method by adopting 
two classical algorithms designed for similarity estimation, 
which results in an efficient solution for computing AAT.

4.1. Bounding values in matrix AAT

We begin by showing that one can efficiently compute the 
bound for each cell value in matrix AAT. Figure 3 shows a 
sparse matrix A with 183 rows and 495 columns, in which the 

Next, we find the stationary pointc of Equation 2 in the 
general form by taking the derivatives with regard to X and 
λ, and setting them to zero, we get:

X = X′ − AT (AAT)−1 (AX′ − b) (3)

Solving SRP in dual form. The stationary point of Equation 2 
is the optimal solution for our problem (Equation 1). In 
contrast to prior work, we solve the SRP problem by directly 
solving Equation 3. We make two observations. First, the 
matrix AAT ∈ Zn × n always has an inverse as it is full rank. 
From Figure 1, one can note that the problem has a unique 
solution that minimizes the distance from the prior. It 
means that AAT is full rank, because otherwise the problem 
was not feasible and would not have a solution. Second, 
Equation 3 does have a matrix inverse operator that is 
expensive to compute. However, one can avoid taking the 
inverse of AAT by computing ξ in Equation 4 and replacing 
(AAT)−1(AX′ − b) by it in Equation 3.

 (4)

Algorithm 1 provides the pseudocode for Direct.

Algorithm 1 Direct
Input: A, b, and X′
Output: X

1: t = AAT

2: t2 = AX′ − b
3: Solve system of linear equations: t ξ = t2

4: X = X′ − AT ξ
5: return X

Performance analysis of Direct. Let us now investi-
gate the performance of our algorithm. Recall that A is a 
fat matrix with n  m, whereas X and X′ are m-dimensional  
vectors, and b is a n-dimensional vector. Line 1 of Algorithm 
1 takes O(n2m), whereas Line 2 takes O(nm). Line 3 involves 
solving a system of linear equations. A naive way would 
be to compute the inverse of t that can take as much as 
O(n3). However, by observing that t is sparse, one can use 
approaches such as Gauss-Jordan elimination or other iter-
ative methods that are practically much faster for sparse 
matrices. Finally, the computation of Line 4 is in O(nm). 
Looking at Direct holistically, one can notice that its com-
putational bottleneck is Line 1, thereby making the overall 
complexity to be O(n2m).

An additional approach to speedup Direct is to 
observe that matrix A is sparse and thereby to store 

0 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 1
0 1 0 0 0 0 1 0 0 0

(a)

〈3, 7〉
〈2〉

〈5, 7, 9〉
〈1, 6〉

(b)

Figure 2. Illustration of the sparse representation of A. (a) Nonsparse 
representation and (b) sparse representation.

Figure 3. An example of the binary sparse matrix A183×495.

Figure 4. The nonzero elements in AAT for the example of Figure 3.



research highlights 

 

110    COMMUNICATIONS OF THE ACM   |   FEBRUARY 2021  |   VOL.  64  |   NO.  2

5: end for
6: for every pair i, j ∈ F do
7:  t[i, j] = t[j, i] = SIM(A[i],A[j], τ)
8: end for
9: return t

4.3. Leveraging similarity joins for Oracle SIM
The database community has extensively studied mecha-
nisms for computing set similarity for applications such 
as data cleaning5 where the objective is to efficiently iden-
tify the set of tuples that are “close enough” on multiple 
attributes. We next describe how to implement the oracle 
SIM by leveraging prior research on computing set similar-
ity. Especially, we propose a hybrid method that combines 
the threshold-based similarity joins with the sketch-based 
methods to resolve their shortcomings.

Oracle SIM through set similarity. Given two rows A[i] and 
A[j], and the threshold τ, SIM should find the dot product 
of A[i] and A[j] if it is not less than τ. We can make an inter-
esting connection between SIM and set similarity problems 
as follows. Let every column in matrix A be an object o in a 
universe U of m elements. Every row A[i] represents a set Ui 
in U, where ∀oj ∈ U, oj ∈ Ui iff A[i, j] = 1. Equivalently, each row 
corresponds to a set Ui that stores the indices of the nonzero 
columns similar to Figure 2b. Using this transformation, we 
can see that our objective is to compute |Ui ∩ Uj| for all pairs 
of sets Ui and Uj where |Ui ∩ Uj| ≥ τ. Note that we represent  
|Ui ∩ Uj| by ∩i,j and |Ui ∪ Uj| by ∪i,j, respectively.

Due to its widespread importance, different versions of 
this problem have been extensively studied in the DB com-
munity. We consider one exact approach and two approxi-
mate approaches based on threshold-based algorithms5 and 
sketch-based methods.3, 6 We then compare and contrast the 
two approximate approaches, describe the scenarios when 
they provide better performance, and propose a hybrid algo-
rithm based on these scenarios.

Exact approach: set intersection. One can see that when  
τ = 1, the problem boils down to computing AAT exactly. This 
in turn boils down to computing the intersection between 
two sets as efficiently as possible. The sparse representa-
tion of the matrix often provides the nonzero columns in an 
ordered manner. The simplest approaches for finding the 
intersection of ordered sets is to perform a linear merge by 
scanning both the lists in parallel and leveraging the ordered 
nature similar to the merge step of merge sort. One can also 
speedup this approach by using sophisticated approaches 

nonzero elements are highlighted in white. Figure 4 shows 
the nonzero elements in matrix AAT. We can notice that AAT 
is square and also sparse due to the fact that every element 
of AAT is the dot product of two sparse vectors (two rows of 
matrix A). Furthermore, one can also observe a more subtle 
phenomenon that we state in Theorem 1, which could be 
used to design an efficient algorithm.

Theorem 1. Given   a sparse binary matrix A, considering the 
elements on the diagonal of AAT, that is, t[i, i], ∀0 ≤ i < n:

• t[i, i] = |A[i]|, where |A[i]| is the number of nonzero 
 elements in row A[i].

• t[i, i] is an upper bound for the elements in the row t[i] and 
the column t[, i]; formally, ∀0 ≤ j < n: t[i, j] ≤ t[i, i] and  
t[i, j] ≤ t[j, j].

The proof can be found in Asudeh et al.2

Consider two representations of AAT of the example matrix 
given in Figure 3. Figure 4 shows all the nonzero elements of 
AAT, whereas Figure 5 shows a magnitude-weighted variant 
wherein cells with larger values are plotted in brighter col-
ors. Figure 5 visually shows that the elements on the diago-
nal are brighter than the ones in the same row and column 
as predicted by Theorem 1. One may notice that most of the 
nonzero elements of AAT (in Figure 4) are small values (in 
Figure 5). Although there are a reasonable number of non-
zero elements, the number of elements with higher magni-
tude is often much smaller. Next, we use this insight along 
with Theorem 1 for speeding up Direct.

4.2. Threshold-based computation of AAT

By developing a bound on the cell values in AAT, we can see 
that a small number of elements in AAT take the bulk of the 
value. This is the key in designing a threshold-based algo-
rithm for computing AAT wherein we only compute values of 
AAT that are above a certain threshold. Specifically, we use 
the elements on the diagonal as an upper bound and only 
compute the elements for which this upper bound is larger 
than a user-specified threshold. Note that, if the threshold is 
equal to 1, the algorithm will compute the values of all ele-
ments. However, the user-specified threshold allows addi-
tional opportunities for efficiency.

Algorithm 2 provides the pseudocode for the threshold-
based multiplication of sparse binary matrix A with its 
transpose. This algorithm depends on the existence of an 
oracle called SIM that given two rows A[i] and A[j], and the 
threshold τ, returns the dot product of A[i] and A[j] if the 
result is not less than τ.

Algorithm 2 Approx AAT

Input: Sparse matrix A, Threshold τ
Output: t

1: F = {}
2: for i = 0 to n − 1 do
3:  t[i, i] = |A[i]|
4:  if |A[i]| ≥ τ then add i to F

Figure 5. Magnitude of weights in AAT for the example of Figure 3.
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such as binary search on one of the lists or using sophisti-
cated data structures such as treaps or skip lists. Each of 
these approaches allows one to “skip” some elements of a 
set when necessary.

Approximate approach: threshold-based algorithms. 
Threshold-based algorithms, such as Chaudhuri et al.,5 
identify the pair of sets such that their similarity is more 
than a given threshold. This has a number of applica-
tions such as data cleaning, deduplication, collaborative 
filtering, and product recommendation in advertise-
ment where the objective is to quickly identify the pairs 
that are highly similar. The key idea is that if the intersec-
tion of two sets is large, the intersection of small subsets 
of them is nonzero.5 More precisely, for two sets Ui and 
Uj with size h, if ∩i,j ≥ τ, any subset  and  
of size h − τ + 1 will overlap; that is, . Using 
this idea, while considering an ordering of the objects, 
the algorithm first finds the set of candidate pairs that 
overlap in a subset of size h − τ + 1. In the second step, 
the algorithm verifies the pairs, by removing the false 
positives.

One can see that the effectiveness of this method 
highly depends on the value of τ and, considering the 
target application, it works well for the cases where τ is 
large. For example, consider a case where h = 100. When 
τ = 99 (i.e., 99% similarity), the first filtering step needs to 
compare the subsets of size 2 and is efficient, whereas if τ 
= 10, the filtering step needs to compare the subset pairs 
of size 91, which is close to the entire set. The latter case 
is quite possible in our problem. To understand it better, 
let us consider matrix A in Figure 3, while setting τ equal 
to 5 in Algorithm 2. Even though the size of many of the 
rows is close to the threshold, there are rows A[i] where 
|A[i]| is significantly larger than it. For example, for two 
rows A[i] and A[j] where |A[i]| ≥ 50 and |A[j]| ≥ 50, to sat-
isfy the condition that the dot product should not be less 
than τ, the filtering step needs to compare the subsets of 
size ≥ 44, which is close to the exact comparison of A[i] 
and A[j].

Approximate approach: sketch-based algorithms. 
Sketch-based methods such as Beyer et al.3 and Cohen and 
Kaplan6 use a precomputed synopsis such as a minhash 
for answering different set aggregates such as Jaccard 
similarity. The main idea behind the minhashing-4based 
algorithms is as follows: consider a hash (ordering) of the 
elements in U. For each set Ui, let hmin(Ui) be the element 
o ∈ Ui that has the minimum hash value. Two sets Ui and 
Uj have the same minhash, when the element with the 
smallest hash value belongs to their intersection. Hence, 
it is easy to see that the probability that hmin(Ui) = hmin(Uj) 
is equal to , that is, Jaccard similarity of Ui and Uj. 
Bottom-k sketch,6 a variant of minhashing, picks the hash 
of the k elements in Ui with the smallest hash value, as its 
signature. The Jaccard similarity of two sets Ui and Uj is 
estimated as , where k∩(i, j) is |hk(Ui) ∩ hk(Uj)|. Beyer 
et al.3 use the bottom-k sketch for estimating the union 
and intersection of the sets. Let hi,j [k] be the hash value 
of the kth smallest hash value in hk(Ui) ∪ hk(Uj). The idea is 
that the larger the size of a set is, the smaller the expected 

value of the kth element in hash is. Using the results of 
Beyer et al.,3 is an unbiased estimator for ∪i,j. Hence, 
the estimation for ∩i,j is as provided in Equation 5.

 (5)

Estimating ∪i,j with Equation 5 performs well when ∪i,j  1,3  
that is, the larger sets. Hence, we combine the threshold-
based and sketch-based algorithms to design the oracle 
SIM, as a hybrid method that, based on the sizes of the 
rows A[i] and A[j], adopts the threshold-based computa-
tion with sketch-based estimation for computing the 
dot product of A[i] and A[j]. We consider log(m) as the 
threshold to decide which strategy to adopt. Considering 
the effectiveness of threshold-based approaches when Ui 
and Uj are small and, as a result, the two sets need a large 
overlap to have the intersection larger than τ, if |Ui| and 
|Uj| are less than log(m), we choose the threshold-based 
intersection computation. However, if the size of Ui or Uj 
is more, then we use the bottom-k sketch, while consid-
ering k to be log(m). For each element oj ∈ U, we set h(oj) 
= j. Hence, for each vector Ui, the index of the first log(m) 
elements in it is its bottom-k sketch. Using this strategy, 
Algorithm 3 shows the pseudocode of the oracle SIM.

Given two sets Ui and Uj (corresponding to the rows 
A[i] and A[j]) together with the threshold τ, the algorithm 
aims to compute the value of ∩i, j, if it is larger than τ. 
Combining the two aforementioned methods, if |Ui| and 
|Uj| are more than a value α, the algorithm uses sampling 
to estimate ∩i, j; otherwise, it applies the threshold-based 
method to compute it. During the sampling, rather than 
sampling from U, the algorithm samples from Ui to reduce 
the underestimation of probability. In this case, in order 
to compute ∩i, j, the algorithm, for each sample, picks a 
random object from Ui and checks its existence in Uj. It 
is easy to see it is an unbiased estimator for ∩i, j, where its 
expected value is ∩i, j. If |Ui| or |Uj| is less than α, the algo-
rithm applies threshold-based strategy for computing ∩i, 

j. As discussed earlier in this subsection, in order for ∩i, 

j to be more than τ, the subsets of size ∩i, j − τ +1 should 
intersect. Hence, the algorithm first applies the threshold 
filtering, and only if the two subsets intersect, it contin-
ues with computing ∩i, j.

Algorithm 3 SIM
Input: The sets Ui and Uj, Threshold τ
Output: c

 1: if |Ui| ≥ log(m) and |Uj| ≥ log(m) then
 2:  hi = the first k elements in Ui

 3:  hj = the first k elements in Uj

 4:  k∩(i, j) = |hi ∩ hj|
 5:  hi, j [k] = the first k elements in hi ∪ hj

 6:  

 7: else
 8:  c = 0
 9:  if |Ui| > |Uj| then swap Ui and Uj
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Gauss-Jordan. Finally, we only limit the calculations to the 
variables of interest, or even if the computation of all vari-
ables is required, in an iterative manner, we move a load-
able bucket of them to the memory, compute their values, 
and move to the next bucket.

6. DYNAMIC SIGNAL RECONSTRUCTION
So far, we focused on the static variant of the SRP, where the 
objective is to find the point in the answer space that mini-
mizes the distance to the prior X′. We next investigate a prac-
tical scenario where the input to SRP changes. The naive 
solution is to invoke our algorithms from scratch whenever 
the input changes. We observed that in many instances of 
SRP, not all the inputs of a signal reconstruction change. 
Hence, it is possible to materialize some results from the 
previous iterations and reuse them to compute the solution 
for the current iteration.

Consider our running example of SRP where the objec-
tive is to compute the end-to-end traffic between the source-
destination pairs in an IP network. Although the actual 
traffic between the pairs may change quickly, the underly-
ing network topology changes infrequently. Hence, the 
binary matrix A is also unchanged. The changes in the traffic 
affect the observation vector b and possibly the prior point 
X′. Reconstructing the signal X every few minutes based 
on current observations when there is no change in net-
work topology is an extremely important scenario in traffic 
engineering.

Recall that computing AAT is the performance bottleneck 
of Direct. Interestingly, because the underlying topology of 
the graph does not change, the computation of AAT can be 
considered as an amortized preprocessing step that can be 
materialized and reused for dynamic changes. Also remem-
ber that Line 3 of Algorithm 1 uses Gaussian elimination for 
finding ξ in (AAT)ξ = AX′ − b. We observed that this is the sec-
ond performance bottleneck after the computation of AAT. 
We propose a novel approach1 to speedup this computation 
by materializing (and maintaining) an n × (n + 1) signature 
matrix S that enables the computation of ξ in O(n2), instead 
of O(n3) for the recomputation.d

Constructing the signature matrix. For ease of explana-
tion, let R = AAT and t = AX′ − b. Now the objective is to find ξ in:

R ξ = t

Note that in the above equation, R is fixed as AAT does not 
change. At a high level, in order to generate the signature 
matrix, we apply Gaussian elimination for a general form 
of t and maintain the delayed operation in the signature 
matrix. Later on, upon the arrival of an update, we use the 
signature matrix to updates on t and compute ξ accord-
ingly. We would like to highlight the similarity of our sig-
nature matrix with LU decomposition, where the matrix 
AAT is decomposed into two matrices L and U.12 Compared 
to our proposal,1 the update using the L and U matrices as 

10: β = |Ui| − τ
11: for k = 0 to β do: if Ui[k] ∈ Uj then c = c + 1
12: if c = 0 then return 0
13: for k = β to |Ui| − 1 do: if Ui[k] ∈ Uj then c = c + 1
14: end if
15: return c

5. SCALING TO VERY LARGE SETTINGS
So far, we considered the scenario where n is not a large 
number. Recall that n is the size of the low-dimensional pro-
jection of the unknown variables. We relax this assumption 
and extend Direct for handling the cases where n is very 
large (and still n  m). For example, n can be in the order of 
a million, whereas m is in the order of a billion. A key aspect 
of Direct is that it leverages the sparse representation of 
the matrix (as against its complete dense representation) 
for speedup. However, when n is very large, even fitting the 
sparse representation of A into the memory may not be pos-
sible. Even if there is only one nonzero value in every column, 
we need O(m) storage for the matrix.

Interestingly, the similarity joins-based techniques pro-
posed in Section 4 do not require to completely materialize 
even sparse representation of A for estimating AAT. Also, 
there are many scenarios where the user is interested in 
knowing the values of a subset of components of the recon-
structed signals such as those corresponding to the largest 
values of the reconstructed signal. We now show how to 
adapt our algorithms to handle these scenarios.

Consider Algorithm 1 where the critical step is the first 
line. Algorithm 3 applies bottom-k sketch for the sets whose 
size is more than log m. Thus, choosing the signature size 
in the bottom-k sketch to be in O(log m), Algorithm 3 needs 
at most O(log m) elements from each row. As a result, Line 1 
of Direct needs a representation of size O(n log m) of A. For 
instance, in our example of n = 106 and m = 1012, the size of 
the representative of A is only in the order of 1 million rows 
by 40 columns.

A key assumption for scaling our results to very large 
settings is that t = AAT is sparse in practice. In Asudeh et al.,1 
we theoretically study the sparsity of t. Specifically, we pro-
vide a lower bound and an upper bound on how sparse 
t can be. Using an adversarial example, we show the exis-
tence of cases for which the matrix is not sparse. Still, as 
we shall illustrate in Section 7, AAT is sparse in practice. 
It even becomes significantly more sparse after applying 
thresholding. Therefore, we only store the nonzero values 
of matrix t, rather than the complete n by n matrix. Line 
2 of Algorithm 1 is the multiplication of matrix A with X′ 
whose dimensions are m by 1 followed by subtracting the 
n-dimensional result vector from the vector b. For this line, 
for each row of A, we use a sample of size O(log m) for the 
nonzero elements of the row, while using the values of X′ as 
the sampling distribution. The result is a representation of 
size O(n log m) of A. Also, rather than loading the complete 
vector X′ to the memory, in an iterative manner, we bring 
loadable buckets of it to the memory, update the calcula-
tion for that bucket, and move to the next one. In Line 4, t 
is the nonzero elements of AAT and t′ is an n by 1 vector, and 
finding the n by 1 vector ξ is doable, using methods such as 

d We note that one can materialize the inverse matrix (AAT)−1 (or AT (AAT)−1) as 
the signature. This however would require more storage and would not give 
computational advantage compared to our proposal.1
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First, as shown in Figure 7, Direct significantly outper-
forms the baselines QP and WLSE15 on the small dataset N1. 
In addition to comparing with these two baselines, for N1, 
we also used compressive sensing for estimating flow val-
ues, which took more than 23 s, even for our smallest set-
ting. We next evaluate the exact version of Direct and its 
approximate counterpart (using Algorithm 2) that leverages 
techniques from similarity joins to speed up the computa-
tion. We use Direct-e to refer to the exact version of Direct 
and Direct-a for its approximate version. We also evaluate 
the performance of our algorithms to two different thresh-
old values of (m/1000) and (m/100), where m is the num-
ber of source-destination pairs. Choosing an appropriate 
threshold is often domain specific with larger thresholds 
providing better speedups. We compare the performance of 
the algorithms Direct-e and Direct-a through execution 
time and accuracy.

p2p-3 (2M source-destination pairs). This network has 
2M source-destination pairs with 7081 edges sampled 
from the SNAP p2p dataset. Figure 8 shows that Direct-e 
takes much as 1500 s to compute the exact solution. This is 
often prohibitive and simply unacceptable for many traffic 
engineering tasks. However, our approximate algorithms 
can provide the result in as little as 35 s. This is a significant 
reduction in execution time with a speedup of as much as 
97% over the running time of Direct-e. We would like to 
mention that our experiments2 demonstrate negligible 

signature needs solving of two (albeit specialized) systems 
of linear equations of time complexity O(n2) for computing 
ξ. We conducted experiment on validating the effectiveness 
of our methods and the results are described in Section 7.

7. EXPERIMENTAL EVALUATION

7.1. Experimental setup
Hardware and platform. All of our small-scale experi-
ments were performed on a Macintosh machine with a 2.6 
GHz CPU and 8GB memory. The algorithms were imple-
mented using Python 2.7 and MATLAB. For very large set-
ting experiments, we used a 4.0 GHz, 64GB server that runs 
on Ubuntu 18.04 and the code was rewritten in C++ for 
scalability and efficiency.

Datasets. We conducted extensive experiments to dem-
onstrate the efficacy of our algorithms over graphs with 
diverse values for a number of nodes, edges, and source-
destination pairs. Recall that given a communication net-
work, the size of the routing matrix A is parameterized by 
the number of edges and number of source-destination 
pairs—and not by the number of nodes and edges. We 
used different datasets with different scales for the experi-
ments. We outline a subset of those datasets in Figure 
6. Please refer to Asudeh et al.1 for the complete list. For 
small- and medium-size datasets (N1 in Figure 6), used 
for comparing against the prior work, we use the syn-
thetic datasets. Our large datasets are real datasets that 
were derived from a p2p dataset from SNAP repository of 
Stanford University.e Each of the derived large datasets is 
a subgraph of the overall p2p graph and was obtained by 
Forest Fire model. For very large (VLS) datasets, we used 
the complete Gnutella dataset, as well as a popular loca-
tion-based social networking platform, Brightkite.

Once we sample the network and obtain a connected 
graph, we consider all possible source destination pairs to 
be the individual flows. For each source-destination pair, 
we calculated the shortest path between them and used 
Pareto traffic generation model for generating the flow val-
ues. The prior point for the experiments (X′) was obtained as 
a function of gravity model from Zhang et al.15

7.2. Experimental results
We report a representative subset of our experiment results 
here. Please refer to Asudeh et al.1, 2 for the complete results.

Network #Nodes #Edges #SD pairs
N1 274 281 827

p2p-3 1438 7081 2M
VLS2 10879 44944 32M
VLS3 8298 104469 32M
VLS4 108300 191886 64M
VLS5 36692 372612 128M
VLS6 58228 43310 6 0.5B

Figure 6. Dataset characteristics.
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Figure 7. Direct v.s. baselines in N1: n = 281 and m = 827.
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Figure 8. Execution time of Direct-e, Direct-a(τ = 2067), and Direct-a  
(τ = 20672) in p2p-3.

e snap.stanford.edu/data/p2p-Gnutella04.html.

http://snap.stanford.edu/data/p2p-Gnutella04.html
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Dynamic signal reconstruction results. Our last set of 
experiments is for handling the dynamic updates. The 
results for dynamic scenario for p2p-3 are given in Figure 11.  
For expounding the effects of our dynamic approach 
through signature matrix, we also considered adopting 
LU decomposition for signature matrix (LUUpdate). As is 
evident, both LUUpdate and SigUpdate perform well and 
SigUpdate slightly outperforms the other. This is because 
LUUpdate requires solving two systems of linear equations.

8. RELATED WORK
Linear algebraic techniques for solving SRP: There has 
been extensive work on solving the system of linear equa-
tions using diverse techniques such as computing the 
pseudoinverse of A13 or performing singular value decom-
position (SVD) on A, and iterative algorithms for solv-
ing the linear system.13 However, none of these methods 
scale for large-scale signal reconstruction problems. A 
key bottleneck in these approaches is the computation 
of the pseudoinverse for matrix A. Any matrix B such that 
ABA = A is defined as a pseudoinverse for A. It is possi-
ble to identify “the infinitely many possible generalized 
inverses,”13 each with its own advantages and disadvan-
tages. Moore-Penrose Pseudoinverse (MPP)11 is one of the 
most well-known and widely used pseudoinverse. MPP 
is the pseudoinverse that has the smallest Frobenius 
norm, minimizes the least-square fit in overdetermined 
systems, and finds the shortest solution in the underde-
termined ones. However, none of the pseudoinverse defi-
nitions suits our purpose of finding the solution X that 
minimizes the 2-distance from a prior. Furthermore, 
computing pseudoinverses is often done by SVD that is 
computationally very expensive.

9. CONCLUSION
In this paper, we investigated how a wide ranging problem 
of large-scale signal reconstruction can benefit from tech-
niques developed by the database community. Efficiently 
solving SRP has a number of applications in diverse 
domains such as network traffic engineering, astronomy, 
and medical imaging. We propose an algorithm Direct 
based on the Lagrangian dual form of SRP. We identify 
a number of computational bottlenecks in Direct and 

approximation errors, even for threshold value of (m/100), 
which is tolerable for many tasks in network traffic engi-
neering such as routing optimization.15

Sparsity and thresholding results of AAT. We chose VLS2 
settings to demonstrate the effectiveness of thresholding, 
the lower and upper bounds provided by theory for the set-
tings, and an overall reduction in nonzero elements by a 
suitable threshold. The results are provided in Figure 9. 
We also included the theoretical lower bound and upper 
bound in the figure. The number of nonzero values in t = AAT  
for this setting is 97M, which is about 4.85% of the total 
cells. However, with a modest threshold, τ = 2, this number 
quickly dropped to 0.003%, which highlights the effective-
ness of thresholding.

Scalability results. In this experiment, we show the 
scalability of our final algorithm. To do so, we com-
pare the performance of Direct-a across different 
input scales of n × m, which confirm the scalability of 
Direct-a for the very large settings through experi-
ments on VLS2 to VLS6. Figure 10 presents the results 
from scalability experiments for very large settings with 
varied values of n and m. Note that all the experiments 
are run on a single machine. Still, even for the very large 
setting of .5M ×.5B, the algorithm finished in a reason-
able time of less than 17 minutes.
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Applications are submitted online at https://
jobs.uic.edu/. In the online application include a 
curriculum vitae, names and addresses of at least 
three references, a statement providing evidence 
of effective teaching, a statement describing past 
experience in activities that promote diversity 
and inclusion (or plans to make future contribu-
tions), recordings of recent teaching activities 
either in-person or online, and recent teaching 
evaluations. For additional information please 
contact Dr. John Bell, Committee Chair, jbell@
uic.edu.

For fullest consideration, please apply by 
January 3, 2021. We will continue to accept and 
review applications until the positions are filled.

The University of Illinois at Chicago is an 
Equal Opportunity, Affirmative Action employer. 
Minorities, women, veterans, and individuals 
with disabilities are encouraged to apply.

Offers of employment by the University of Il-
linois may be subject to approval by the Univer-
sity’s Board of Trustees and are made contingent 
upon the candidate’s successful completion of 
any criminal background checks and other pre-
employment assessments that may be required 
for the position being offered. Additional infor-
mation regarding such pre-employment checks 
and assessments may be provided as applicable 
during the hiring process.

The University of Illinois System requires 
candidates selected for hire to disclose any docu-
mented finding of sexual misconduct or sexual 
harassment and to authorize inquiries to current 
and former employers regarding findings of sex-
ual misconduct or sexual harassment. For more 
information, visit https://www.hr.uillinois.edu/
cms/One.aspx?portalId=4292&pageId=1411899. 

University of Maryland,  
Baltimore County
Assistant/Associate/Full Professor  
(Open Rank)

The Department of Information Systems (IS) at 
UMBC invites applications for an open rank ten-
ure-track faculty position starting August 2021. 
Successful candidates will complement and 
extend our current strengths. Candidates with 
research interests cross-cutting multiple areas 
are particularly encouraged to apply. Candidates 
must have earned a PhD in related fields no later 
than August 2021.

Candidates are expected to establish a col-
laborative, externally funded, and nationally 
recognized research program and contribute to 
teaching a variety of graduate and undergradu-
ate courses offered by the department effectively. 
We expect candidates to be innovative in terms 
of pedagogical methods, course content, and 
curriculum development, and be committed to 
advising, mentoring and supporting student suc-
cess. All candidates should have experience in – 
or have the potential for – building an equitable 
and diverse scholarly environment in teaching, 
mentoring, research, life experiences, or service. 
Candidates for the Associate and Full Professor 
rank should also demonstrate a track record of 
inclusive excellence. Candidates for the Associate 
Professor rank should also have a strong record 
of research, teaching, service, and a sustained 
externally-funded research program. Candidates 
for the Full Professor rank should also demon-
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The Department of Computer Science at Virginia Tech is in a period of dramatic 
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Commonwealth of Virginia and infrastructure investments by Virginia Tech, we 
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community with a strong tradition of both fundamental and applied research.  We 
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must pass a criminal background check prior to employment. Applications must be 
submitted online to jobs.vt.edu for position 514466. Application review will begin 
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CAREERS

strate leadership in their field, hold an excellent 
academic record, and show a history of securing 
external funds for multiple sizable research proj-
ects. We are particularly interested in receiving 
applications from individuals who are members 
of groups that historically have been under-repre-
sented in the professoriate.

Applications for the positions must be sub-
mitted as PDF files via Interfolio at https://apply.
interfolio.com/81030. Review of applications will 
start in December 2020 but will continue until 
positions are filled. All interviews will be con-
ducted online but applicants are welcome to talk 
to IS faculty to learn about Baltimore and the sur-
rounding area. 

Candidates’ experience will be evaluated 
commensurate to the rank to which they are ap-
plying. For inquiries, please email to is_faculty_
search_2020@umbc.edu. An informational we-
binar will be also held in late November or early 
December. If you are interested in the webinar, 
please register at https://forms.gle/CmugCMfP-
dnPRoT386. Review of applications will begin in 
December 2020 and will continue until the posi-
tion is filled. For best consideration, please apply 
by January 15, 2021.

UMBC is an Affirmative Action/Equal Oppor-
tunity Employer and welcomes applications from 
minorities, women, veterans, and individuals 
with disabilities. 

As an institution that receives federal finan-
cial assistance, UMBC adheres to Title IX and 
does not discriminate on the basis of sex.
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professionals to develop perspectives on, and identify trends in, 
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last byte 

for channel equalization on tradi-
tional wireless channels. The optimal 
technique is the Viterbi algorithm, 
and we found that it can’t be beat un-
der ideal conditions, where you know 
the channel perfectly and you have 
no complexity constraints. But when 
you relax those perfect assumptions, 
it turns out that machine learning can 
do better.

Of course, it’s not always the case 
that you should go to machine learning 
as soon as you move away from perfect 
conditions. There’s a price to be paid 
for machine learning, in terms of com-
putational complexity and latency. But 
to me, the meta-lesson is that having 
domain knowledge plus some knowl-
edge of machine learning is much more 
valuable to solving domain-specific 
problems than having very deep knowl-
edge of machine learning, but not real-
ly understanding the specific problem 
you’re trying to solve. We understood 
the problem of equalization well, so we 
were able to take this tool and use it very 
efficiently to reach a solution.

You were recently appointed dean of 
Princeton University’s School of Engi-
neering and Applied Science. What are 
some of your goals?

Princeton already has a strong 
group of people who are working on 
wireless communication and net-
working. For my own research, I’m 
excited to work with these Princeton 
colleagues, as well as researchers in 
nearby wireless groups at NYU and 
Rutgers. There’s been a resurgence 
of interest in wireless lately, and in 
bridging the digital divide in the pan-
demic, so it’s a very exciting time to be 
working in the field.

I join Princeton at a time when it is 
growing the size of its engineering fac-
ulty by almost 50%, building an entirely 
new neighborhood with new buildings 
for all its engineering departments and 
interdisciplinary institutes, and also 
building a separate part of campus ded-
icated to innovation, entrepreneurship, 
and forging stronger ties with industry. 
I’m really excited to be the incoming 
dean at such a transformational time 
for Princeton Engineering. 

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.

© 2021 ACM 0001-0782/21/2 $15.00

what we’re looking at now are low-
latency applications like autonomous 
driving, and networks so far have not 
really put hard latency constraints into 
their design criteria. If you exceed the 
latency constraints on your video or 
audio applications, it just means that 
quality is poor, or maybe the connec-
tion is dropped. That’s not acceptable 
for a real-time autonomous vehicle 
application. Networks also need to be 
able to support soft constraints on en-
ergy consumption for low-power Inter-
net of Things devices, which might run 
off a battery that can’t be recharged.

Let’s talk about machine learning, which 
you found can trump theory in equaliz-
ing unknown or complex channels.

I was very skeptical of jumping onto 
the bandwagon of machine learning, 
but when you don’t have good models, 
machine learning is an interesting tool 
for figuring out the end-to-end optimi-
zation of a system. We first applied ma-
chine learning when we were working 
on molecular communication: using 
molecules instead of electromagnetic 
waves to send ones and zeros. We used 
an acid for one and a base for zero and 
sent it out through a liquid channel. 
The way the signal propagates is by dif-
fusion, and there’s no good channel 
model for that. You also need to equal-
ize it, because the chemicals sit around 
in the channel for a long time. If you 
send a lot of ones, then the channel has 
too much acid in it, and when you send 
a base, it will get destroyed by the acid.

In that situation, you found that ma-
chine learning worked better than any 
existing techniques.

That’s right. Later, we started look-
ing at machine learning more broadly 

have tremen-
dous fall-off, because the omni-direc-
tional antenna is sending out energy 
in all directions. When you steer that 
energy in a particular direction, you 
can get a lot of the energy back, and 
there are different techniques. You 
can use antenna designs like horn an-
tennas, for example, to get this direc-
tivity. But the beauty of MIMO is that 
you use software and electronic steer-
ing techniques to dynamically point 
the energy exactly in the direction that 
you want it to go, depending on where 
the receiver moves. That’s in theory. 
In practice, it’s hard to do because any 
interference scatters the energy in all 
directions. Millimeter-wave is much 
more sensitive to interference because 
it requires this directional steering in 
order to get reasonable performance.

What are some of the techniques 
you’ve explored?

There are many open questions. 
We’ve done some work looking at the 
fundamental capacity limits of mas-
sive MIMO arrays that adapt to time-
varying channels. We started with per-
fect conditions, where you can estimate 
the channel perfectly and feed it back 
instantaneously. Of course, that’s a very 
idealized setting. In a typical massive 
MIMO setting, you need to measure 
the antenna gain from tens or even 
hundreds of antenna elements at the 
transmitter to every one of the antenna 
elements at the receiver. That’s much 
more challenging. So we’ve also looked 
at techniques for situations where you 
can’t do that kind of dynamic adapta-
tion. What if you estimated the chan-
nel imperfectly—how would you deal 
with interference? What if you stopped 
trying to do any kind of channel esti-
mate and did blind MIMO decoding? 
We’ve also looked into adapting the 
antenna arrays to meet the require-
ments of different applications, be-
cause some applications don’t require 
such high-performance gains.

So you’re trying to match what you’re 
doing at the physical layer with the re-
quirements at the application layer.

The next generation of wireless net-
works needs to support a much broad-
er range of applications. The goal of 
each generation of cellular has always 
been getting to higher data rates, but 

[CONT IN UE D  F ROM P.  120]

“There’s a price  
to be paid for  
machine learning, 
in terms of 
computational 
complexity  
and latency.”
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summers working at AT&T Bell labo-
ratories with Gerry Foschini, whose 
work informed a lot of the early 
MIMO techniques, following up on 
the groundbreaking work of A. Paul-
raj at Stanford.

A few years after I came to Stanford, 
MIMO technology emerged as a re-
ally compelling one for capacity gain. 
So my group started looking at how 
to handle the dynamic adaptation of 
multiple antenna systems. We’d been 
working on dynamic adaptation of 
single antenna systems, and that was 
a natural area to expand into.

More recently, you’ve begun to explore 
deployments in the millimeter wave 
band, and in particular, millimeter-
wave massive MIMO technologies. Can 
you talk about your work in that area?

Millimeter-wave is a really interest-
ing spectral band to explore for com-
mercial wireless. The biggest attrac-
tion is the amount of spectrum that’s 
available—tens of gigahertz of spec-
trum. We have to find ways to utilize 
that, especially given how much of the 
lower bands are already occupied.

But millimeter-wave communication 
is challenging even at relatively short 
ranges, because it’s very inefficient.

If you have a single, omni-direction-
al antenna, the power falls off relative 
to one over the frequency squared. So 
when you go up to these very high fre-
quencies, you 

second-generation cellular standards. 
There was a big debate about what the 
technology should be. I found that 
whole area fascinating, and it’s what I 
ended up focusing on initially.

Later, after joining Stanford’s Electri-
cal Engineering department, you made 
groundbreaking advances in multiple-
input and multiple-output (MIMO) 
channel performance limits.

We had looked at direction-find-
ing techniques at the defense com-
munications startup in the ‘80s, 
which exposed me to the MUSIC and 
ESPIRIT algorithms for direction-
finding with multiple antennas. 
During graduate school, I spent two 

COMMUNICATION IS MORE important 
than ever, with everything from college 
to CrossFit going virtual during the CO-
VID-19 pandemic. Nobody understands 
this better than 2020 Marconi Prize 
recipient Andrea Goldsmith, who has 
spent her career making the wireless 
connections on which we rely more capa-
ble and stable. A pioneer of both theoret-
ical and practical advances in adaptive 
wireless communications, Goldsmith 
spoke about her work on multiple-input 
and multiple-output (MIMO) channel 
performance limits, her new role as the 
incoming dean at Princeton University’s 
School of Engineering and Applied Sci-
ence, and what’s next for networking.

As an undergrad, you studied engi-
neering at the University of California, 
Berkeley. What drew you to wireless 
communications?

After I got my undergraduate de-
gree, I went to work for a small defense 
communications startup. It was a great 
opportunity, because I was working on 
really hard problems with people who 
had advanced degrees. We were look-
ing at satellite communication systems 
and antenna array technology. I was re-
ally motivated to go back to graduate 
school because I wanted to learn more.

This was around the time that com-
mercial wireless was starting to take 
off; cellular systems in particular.

By the time I went to graduate school, 
in 1989, they were starting to talk about [CONTINUED ON P.  119]

Q&A  
Bringing Stability to  
Wireless Connections
2020 Marconi Prize recipient Andrea Goldsmith on MIMO technologies,  
millimeter-wave communications, and her goals as the new dean  
of Princeton University’s School of Engineering and Applied Science.
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