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editor’s letter

DOI:10.1145/3448648 Andrew A. Chien

The team has 
navigated complex 
politics, regional 
rivalries, and a 
wealth of logistics 
challenges 
(including 
COVID-19!) to 
reveal remarkable 
creativity, 
technology, 
excellence, and 
unique computing 
culture around  
the globe. 

Around the World
(the first time) with Communications’  
Regional Special Sections.

I
N 2017,  WE made the strategic 
decision to launch Communi-
cations’ Regional Special Sec-
tions (RSS) and declared “Here 
comes Everybody ... to Commu-

nications.” Next month (April 2021), we 
will publish the special section for Ara-
bia, completing our circumnavigation of 
the world in three years. We are already hear-
ing clamor for “we want another chance to 
highlight the best in our region” with a col-
lection of Hot Topics and Big Trends.

It was not easy. The team has navi-
gated complex politics, regional rivalries 
and tensions, and a wealth of logistics 
challenges (including COVID-19!) to re-
veal the remarkable creativity, technol-
ogy, excellence, and unique computing 
culture around the globe. And while our 
reach has been broad and inclusive, we 
have by no means touched it all. There is 
much more to be done!

Communications’ RSS global initia-
tive’s goal is to “give deeper insight, 
focused coverage, and elevate distinc-

tive and compelling highlights of com-
puting drawn from regions around the 
world” to enhance the inclusiveness of 
Communications and the ACM. We have 
circled the globe, putting together six 
special sections focused on China, Eu-
rope, East Asia and Oceania, India, Latin 
America, and Arabia. We have fulfilled 
our promise to have each special section 
led by and comprised of authors from 
the region. We believe this approach es-
sential to building a strong ACM com-
munity throughout the world, spanning 
academic research, industry, govern-
ment, and beyond.

The Regional Special Sections each 
opened a window into a different part of 
the world for the readership of Communi-
cations, providing insights and perspec-
tive on technical, social, and cultural is-
sues in computing. Specifically, we set 
out to represent the best of computing 
leadership and distinctive development 
for each region with a sharp focus on:

 ˲  Leading technical and  

http://dx.doi.org/10.1145/3448648
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research advances and activities;
 ˲  Leading industry and  
research players;

 ˲  Innovation and the shape of 
computing in the region; and

 ˲  Unique challenges  
and opportunities.

The special sections have emerged as 
a “multicultured splendor,” and many 
readers have shared their praise and 
compliments for what they learned in 
reading the special sections—in some 
cases even one for their own region! 

The RSS’s unusual diversity of top-
ics is by design. It has a creative format, 
combining short articles of two for-
mats—Hot Topics and Big Trends. But 
the insights and colorful perspectives 
were provided by the extraordinary col-
lection of 269 authors. 

As you can see, we have done well in 
regional diversity, and in reaching be-
yond the academic research community, 
but definitely have room for improve-
ment in expanding the community and 
increasing gender diversity!

I am particularly proud to report that 
each of the RSSs were led by extraordi-
nary co-leads and authors drawn exclu-
sively from the regions. The Regional 
Special Section is led overall by Edito-
rial Board co-chairs Jakob Rehof, Haibo 
Chen, and P J Narayanan (thanks to Sri-
ram Rajamani who has recently stepped 
down), and the Editorial board members 
(David Padua, Kenjiro Taura, Sue Moon, 
and Tao Xie). Thanks to this team that 
works tirelessly to achieve excellence, 
inclusion, coverage, and interesting in-
sights. Thanks to the co-leads and au-
thors from each region whose efforts are 
instrumental in bringing an insightful 
and comprehensive perspective.

Finally, the RSSs were driven by the 
extraordinary efforts of Morgan Denlow 
and Lihan Chen; each Deputies to the 
EiC.

A heartfelt thanks from all of us who 
have benefited! Now, around again!

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science at 
the University of Chicago, Director of the CERES Center for 
Unstoppable Computing, and a Senior Scientist at Argonne 
National Laboratory.

Copyright held by author/owner.
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vardi’s insights

trust action, IBM softened its anti-com-
petitive conduct in ways that probably 
stopped it from buying Intel and Mi-
crosoft in the 1980s—two critical sup-
pliers of the IBM PC—who ultimately 
controlled the PC platform.

In 1998, the U.S. used anti-trust law 
to accuse Microsoft of maintaining a 
monopoly position in the PC market. 
The U.S. prevailed in the trial, but Mi-
crosoft won on appeal. The final 2001 
settlement required Microsoft to share 
application programming interfaces 
with third-party companies, as well 
as other softening of Microsoft’s anti-
competitive conduct, which, arguably, 
enabled Google and Facebook to grow 
and become “tech giants.”

The issue has always been “large,” 
not “tech,” but the connection be-
tween large size and tech stands out.c 
In 1901, President Roosevelt asked 
the U.S. Congress to curb the power of 
trusts because of their size: “Great cor-
porations exist only because they are 
created and safeguarded by our insti-
tutions,” he said, adding that it is “our 
right and our duty to see that they work 
in harmony with these institutions.” 
Anti-trust law enforcement has served 
us well over the past 130 years. With 
market capitalization of the top five Big 
Tech corporations now at over USD7T,d 
the people, working through govern-
ments, are carrying on this anti-trust 
law legacy. It should be welcomed!

Follow me on Facebook and Twitter. 

c https://cacm.acm.org/
magazines/2019/11/240377-the-winner-takes-
all-tech-corporation/fulltext

d https://finance.yahoo.com/?guccounter=1

Moshe Y. Vardi (vardi@cs.rice.edu) is University Professor 
and the Karen Ostrum George Distinguished Service 
Professor in Computational Engineering at  
Rice University, Houston, TX, USA. He is the former 
Editor-in-Chief of Communications. 

Copyright held by author.

S
IZE  M ATTERS. 

Today, the top seven 
companies in the S&P 500 
index are all tech com-
panies. Large companies 

wield power, and that power often 
leads to a clash between these com-
panies and “The People,” that is, with 
governments. This clash has been im-
minent. In January 2019, I wrote in this 
column: “If society finds the surveil-
lance business model offensive, then 
the remedy is public policy, in the form 
of laws and regulations, rather than an 
ethics outrage.” In November 2019, I 
wrote: “What may have been a radical 
position less than a year ago has be-
come a conventional wisdom now. 
There have been initiatives to regulate 
big tech and the question is how rather 
than if.” I also quoted legal scholar Tim 
Wu’s 2018 book, The Curse of Bigness: 
Antitrust in the New Gilded Age, where 
it is argued that the government must 
enforce anti-trust laws. Now we have 
a flurry of lawsuits by governments 
against tech companies, described by 
the media as “a stunning reversal of 
fortunes for Silicon Valley.”a

Attorneys general in more than 30 
U.S. states launched a lawsuit against 
Google in December 2020. They ac-
cused Google of an illegal monopoly 
in its search business. This is the third 
government lawsuit against Google. It 
follows two suits filed by the U.S. Fed-
eral Trade Commission and 48 states 
against Facebook for abusing its power 
in social networking. Action is not lim-
ited to the U.S.; in December, Chinese 
regulatory agencies announced scru-
tiny of Chinese tech giants Ali Baba and 
Ant, following European Union anti-
trust charges against Amazon. 

The effort of the people to control 
large corporations is over a century old. 

a http://bit.ly/3oeXZ2Y

The U.S. Sherman Antitrust Act of 1890b 
aims at ensuring competition in com-
merce. According to the U.S. Supreme 
Court, the act is to protect people from 
market failure: “The law directs itself … 
against conduct which unfairly tends 
to destroy competition itself.” Most 
major applications of the Sherman Act 
have often been aimed at “big tech” of 
the time. In the late 19th century this 
was railroad tech, and the Sherman Act 
was aimed at busting railroad cartels. 
In the early 20th century, it was oil tech, 
as when President Theodore Roosevelt 
used the Act to break up the monopolis-
tic oil giant Standard Oil. 

Anti-trust actions aimed at commu-
nication and computing companies—
against AT&T, IBM, and Microsoft—
played a crucial role over the past 50 
years in shaping today’s tech industry. 
In the 1970s, the U.S. argued that AT&T 
was using monopoly profits from its 
Western Electric subsidiary to subsi-
dize the costs of its network, which 
was contrary to U.S. antitrust law. The 
case was settled in 1982, which led to 
the 1984 breakup of the old AT&T into 
new, seven regional Bell operating 
companies and the much smaller new 
AT&T (which has since been acquired 
by Southwestern Bell). Without this 
breakup, the Internet of today would 
likely have been run solely by what was 
known as “The Phone Company.”

Throughout the 20th century the U.S. 
government repeatedly clashed with 
IBM. In 1936, IBM was forced to no 
longer require only IBM-made punch 
cards, and to assist alternative suppli-
ers of cards with competing produc-
tion facilities. In 1956, IBM was forced 
again to allow more competition in the 
data-processing industry. Following 
long-running (1969–1982) U.S. anti-

b https://www.americanhistoryusa.com/topic/
sherman-antitrust-act/
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This text/reference is an in-depth introduction to the systematic, universal software 
engineering kernel known as “Essence.” This kernel was envisioned and originally created by 
Ivar Jacobson and his colleagues, developed by Software Engineering Method and Theory 
(SEMAT) and approved by The Object Management Group (OMG) as a standard in 2014. 
Essence is a practice-independent framework for thinking and reasoning about the practices 
we have and the practices we need. It establishes a shared and standard understanding 
of what is at the heart of software development. Essence is agnostic to any particular 
methods, lifecycle independent, programming language independent, concise, 
scalable, extensible, and formally specified. Essence frees the practices from their 
method prisons.

HIGH PRAISE FOR THE ESSENTIALS OF MODERN SOFTWARE ENGINEERING

“Essence is an important breakthrough in understanding the meaning of software engineering. 
It is a key contribution to the development of our discipline and I’m confident that this book 
will demonstrate the value of Essence to a wider audience. It too is an idea whose time has 
come.” – Ian Somerville, St. Andrews University, Scotland (author of Software Engineering, 
10th Edition, Pearson)

“What you hold in your hands (or on your computer 
or tablet if you are so inclined) represents 
the deep thinking and broad experience of the 
authors, information you’ll find approachable, 
understandable, and, most importantly, actionable.”
– Grady Booch, IBM Fellow, ACM Fellow, IEEE 
Fellow, BCS Ada Lovelace Award, and IEEE 
Computer Pioneer
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http://store.morganclaypool.com/acm
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CAREER PATHS
IN COMPUTING

just because we have hit a light switch—
the underlying control assumption for 
the entire system is different.

I came into the energy sector in 2013, 
when Nesta, an innovation foundation in 
the U.K., ran a challenge prize to engage 
domestic consumers with “demand side 
response,” that is, adjusting their energy 
consumption to match the generation 
available. This is critical if we are to inte-
grate high proportions of solar and wind 
energy onto the grid. I suggested using 
the cloud to coordinate thousands of 
smart, IoT-connected devices. (We subse-
quently patented aspects of this idea, 
about how we scaled it to handle huge 
numbers of devices in real time.)

During the course of the challenge, I 
joined up with three computer science 
graduates from Lancaster University to 
build a prototype. We also submitted 
grant applications to the U.K. govern-
ment. After winning a couple of those, 
we figured there must be something to 
our idea and we formed a company: Up-
side Energy. Things snowballed from 
there. Over the next four years, Upside 
grew to employ 35 software engineers 
and data scientists and raised £10m of 
grant and equity finance. Together we 
built a cloud service capable of coordi-
nating hundreds of thousands of domes-
tic appliances, home batteries, electric 
vehicles, among others, to make the best 
use of renewable energy on the grid.

I stayed with Upside through this 
growth and financing, helping it recruit a 
management team after the Series A ven-
ture capital funding in late 2017. Once 
that team was in place, I handed over the 
company and got back to my passion—
helping people use technology to create 
a better world. I’m now supporting a 

number of local and municipal energy 
projects in the U.K. and EU, mentoring 
a couple of energy-tech startups, and 
working on regulatory initiatives that are 
helping to define our path to a net-zero 
energy system.

All of this was possible because of my 
30 years’ experience as a systems engi-
neer. I started in image processing, then 
data acquisition and control for large, 
experimental scientific systems, and 
then on to commercial command-and-
control systems. Eventually, I shifted into 
games. (Some people think this is a big 
shift, but graphics is mostly just image 
processing in reverse.) From there I went 
into consulting for organizations like 
Greenpeace, Oxfam, Cisco, Intel, Skype, 
and Vodafone (on developing software-
intensive products). All of which gave me 
the building blocks to found a startup.

Why do I do this? What gets me out of 
bed in the morning?

Three things: First, it’s the opportu-
nity to build something beautiful. Some-
times the beauty is hidden from all but 
the specialist’s view, but it’s there.

Second, I want to make the world a 
better place. We have enormous power 
to change the world through the systems 
we create. A world with clean air and wa-
ter in which every person is respected 
seems like something we can all aspire 
to. Let’s use our power to build some-
thing we can be proud of as we pass it on 
to coming generations.

Third, it’s about welcoming more and 
more computer scientists into the indus-
try. The depth of talent and passion that 
is coming through in our teenagers and 
20-year-olds is exciting and fills me with 
hope—even in these times of climate cri-
sis and Covid-19. 

E
V E R Y  D AY  IN the United King-
dom hundreds of power 
stations, thousands of sub-
stations, and millions of kilo-
meters of cable come together 

to power our homes, offices, transport, 
and more. Yet we only take notice of this 
when something goes wrong. Now that’s 
happening at a wider scale—global 
warming, forest fires, extreme weather 
events, and so on.

We must stop burning stuff in large 
power plants and make more use of re-
newables. Yet, the sun won’t shine more 
brightly, nor the wind blow more fiercely 

Computing enabled me to . . .
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Dijkstra’s argument is that comput-
ers represent “radical novelty.” There’s 
nothing like them in human experi-
ence, and we cannot use our past expe-
rience to understand them. In particu-
lar, we shouldn’t use metaphors.

“It is the most common way 
of trying to cope with novelty: by 
means of metaphors and analo-
gies we try to link the new to the 
old, the novel to the familiar. Un-
der sufficiently slow and gradual 
change, it works reasonably well; 
in the case of a sharp discontinu-
ity, however, the method breaks 
down: though we may glorify it 
with the name ‘common sense,’ 
our past experience is no longer 
relevant, the analogies become 
too shallow, and the metaphors 
become more misleading than 
illuminating. This is the situa-
tion that is characteristic for the 
“radical” novelty.

“Coping with radical novelty 
requires an orthogonal method. 
One must consider one’s own 
past, the experiences collected, 
and the habits formed in it as 
an unfortunate accident of his-
tory, and one has to approach 

the radical novelty with a blank 
mind, consciously refusing to 
try to link it with what is already 
familiar, because the familiar is 
hopelessly inadequate.”
We now know this is likely impos-

sible. The learning sciences tell us all 
learning is based on connecting new 
experiences to previous, through a pro-
cess called constructivism developed by 
Jean Piaget (see a nice explanation at 
http://bit.ly/3oiCZZ8). Trying to learn 
something without connection to prior 
experience inhibits learning. It leads to 
a phenomenon called inert knowledge 
(http://bit.ly/3oiCZZ8) where you have 
memorized stuff to pass the test, but 
you don’t really understand and can’t 
really use the knowledge.

I never really thought much about 
the metaphors we use to learn and teach 
computer science until the SIGCSE 2014 
paper “Metaphors we teach by” (https://
bit.ly/3pQ9bn1). CS teachers and stu-
dents have been ignoring Dijkstra’s ad-
monitions all along. They teach with a 
variety of metaphors, and though all of 
them have limitations (Dijkstra was right 
about that), this paper explored how 
teachers dealt with the breaking point.

The 2019 paper “Identifying em-
bodied metaphors for computing edu-
cation” (https://bit.ly/3od9uI9) goes a 
step further to focus on the metaphors 
that are based on physicality. From a 
“radical novelty” perspective, this may 
seem ridiculous—nothing could be 
less physical than ideas like “arrays” 
and “control flow.” But from a “con-
structivism” perspective, nothing could 
be more natural. The basis for all our 

Mark Guzdial  
Dijkstra Was Wrong 
About ‘Radical 
Novelty’: Metaphors  
in CS Education
http://bit.ly/35dg21S

November 30, 2020

Edsger Dijkstra’s 1988 paper “On the 
Cruelty of Really Teaching Computer 
Science” (in plain text form at https://
bit.ly/3b6bFto) is one of the most well-
cited papers on computer science (CS) 
education. It is also wrong. A growing 
body of recent research explores the 
very topic that Dijkstra tried to warn 
us away from—how we learn and teach 
computer science with metaphor.

According to Google Scholar, Dijk-
stra’s paper has been cited 571 times. 
In contrast, the most-cited paper in 
all of the ACM Digital Library papers 
related to SIGCSE has 412 citations 
(see data at https://bit.ly/3bae0Ub). 
Dijkstra’s paper has been cited more 
than any peer-reviewed CS education 
research. Many of these citations 
might be citing the “cruelty” paper as 
a foil, like Owen Astrachan’s “On the 
Cruelty of Really Teaching Computer 
Science redux” (https://bit.ly/3pSXSKI).

Disputing Dijkstra,  
and Birthdays in Base 2
Mark Guzdial takes issue with Dijkstra’s metaphors, while Joel C. Adams 
considers how birthdays might differ if based on binary numbers. 
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experiences are being physical beings 
in a physical world. When we’re deal-
ing with new ideas, we will likely relate 
them to physical processes.

I am working with Ph.D. student 
Amber Solomon, who has been study-
ing how teachers teach recursion and 
how students learn it. She had a paper 
last summer at the 2020 International 
Conference of the Learning Sciences 
about the embodied metaphors that 
teachers use when teaching recursion 
(see summary at http://bit.ly/3ogO9xq). 
Teachers gesture and point, but it’s not 
clear to what. They talk about being 
“here” and “going.” They use language 
that suggests metaphors like the pro-
gram “says” something.

Solomon is co-advised by Betsy DiSal-
vo and myself. The three of us have been 
spending time coding her videos of CS 
students understanding and modifying 
programs that use recursion. These are 
absolutely fascinating, and once you 
start looking for metaphors and uses 
of embodiment, you see it everywhere. 
I particularly like how students shift 
metaphors, such as talking about the re-
cursive function “going” and then being 
“stopped” by the base case, then talking 
about “going down” the stack and exe-
cution being different “on the way back 
up.” We know that there is no “down,” 
“back,” or “up” in a computer process 
—these are examples of using concepts 
from our everyday physical world to un-
derstand computational processes.

In 1988 when Dijkstra wrote this 
piece, cognitive science journals were 
only about a decade old, and learning 
sciences was not established until the 
1990s. It is understandable that Dijks-
tra might not have known about con-
structivism. Today, we know construc-
tivism as the most widely-accepted 
theory of how humans learn. Using a 
constructivist lens on learning about 
computing, we can better understand 
how to help students use their every-
day knowledge as metaphors to learn 
computer science.

Joel C. Adams 
Birthday Bit 
Boundaries
http://bit.ly/38gYp3p

December 1, 2020

My family and I recently celebrated my 63rd 
birthday. As we were eating dinner that 

night, one of my sons asked if I had any-
thing special planned for this upcom-
ing year. I hadn’t given next year much 
thought, but since 6310 is 1111112, it oc-
curred to me that this was my last birth-
day for which my age can be represent-
ed in six bits, as it will take seven bits 
(10000002) to represent my age when I 
turn 64. When I mentioned this, it trig-
gered a surprisingly long and whimsical 
discussion. (My sons have both gradu-
ated with CS degrees and my wife teach-
es statistics, so...) Some of the points 
raised during that discussion included:

 ˲ We might define a birthday bit 
boundary as a birthday that requires 
an additional bit to represent one’s 
new age. On my next birthday, I will 
cross a birthday bit boundary when 
my age changes from 1111112 (63) to 
10000002 (64).

 ˲ After birthday #64, my next pos-
sible birthday bit boundary would 
be #128. According to the Guin-
ness Book of World Records, the most 
long-lived person on record was 
Jean Calment of France, who was 
122 when she died in 1997. With no 
intention of being morbid, barring 
a medical longevity breakthrough, 
#64 will almost certainly be the last 
time I cross a birthday bit boundary.

 ˲ Our culture places special empha-
sis on some birthdays. Often these are 
multiples of 10 (like 30, 40, 50, 60, …), 
presumably because our culture pri-
marily uses decimal numbers. What 
birthdays would be deemed special if 
we used a different number system, 
such as base 12?

 ˲ A few other birthdays also receive 
special attention, such as #12 in some 
cultures, or “Sweet Sixteen” in popular 
U.S. culture. 

 ˲ My previous birthday bit bound-
ary—#32—is quite close to 30, which is 
commonly regarded as the threshold-
age separating youth from non-youth (as 
in, “never trust anyone over 30”). Why not 
use 32 instead of 30 as that threshold?

 ˲ Each birthday bit boundary—#2, 
#4, #8, #16, #32, #64—is reasonably 
close to a key threshold in one’s life 
stages. If our culture were based on bi-
nary numbers instead of decimal num-
bers, might we celebrate these birth-
days as having special significance?

If we were to celebrate birthday bit 
boundaries as the entry points to new life 
stages, the table here shows the result.

In this table, the bit-boundary ages 
map surprisingly well to the start of sig-
nificant life-stage transitions. For ex-
ample, the start of adolescence is often 
associated with the onset of puberty, 
which can occur anytime in the age-
range 8–14. In many U.S. states, teen-
agers can get their driver licenses at 16, 
marking their transition to adulthood.

Likewise, in the U.S., 60–65 is com-
monly thought of as the age at which 
one becomes a senior citizen, and 
65 has long been thought of as the 
typical “retirement” age. However, 65 
seems fairly arbitrary; 64 is obviously 
close by and might be used instead.

As a result of our family discussion, 
I’ve decided to: (i) declare my next 
birthday (#64) to be one of extra-spe-
cial significance, and (ii) hold a special 
party to celebrate my crossing of this 
final birthday bit boundary. Assuming, 
of course, that I am still around.

If you have read this far, you may 
well be thinking that this seems like 
an especially geeky idea. You may even 
think this seems like evidence of en-
croaching elderly eccentricity. This 
would be difficult to dispute.

However, before you render a final 
judgment, it is worth noting there is a 
well-known Beatles song about reach-
ing old age, and the title of that song is 
not “When I’m Sixty Five,” but rather 
“When I’m Sixty Four”!

Mark Guzdial is professor of electrical engineering and 
computer science in the College of Engineering, and 
professor of information in the School of Information, of 
the University of Michigan. Joel C. Adams is a professor 
of computer science at Calvin University.
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Decimal 
Age

Binary 
Age

Life Stage

0 0
Infant

1 1
2 10

Toddler
3 11
4 100

Child
7 111
8 1000

Adolescent
15 1111
16 10000

Adult
31 11111
32 100000

Middle Age
63 111111
64 1000000

Senior Citizen
127 1111111
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http://bit.ly/38gYp3p
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OR DECADES, COMPUTER scien-
tists have compared the fun-
damental difficulty of solving 
various tasks, such as factor-
ing a number or finding the 

most efficient route for a traveling 
salesperson. Along this way, they have 
described an alphabet soup of compu-
tational complexity classes and formal 
techniques for showing how various 
classes relate to each other. 

The advent of quantum computers 
has introduced new flavors into such 
classification. It also has given urgen-
cy to understanding the potential of 
these still-limited machines, includ-
ing the role of mysterious correla-
tions of distant particles, known as 
entanglement. A recent manuscript 
concludes that incorporating entan-
glement into a well-known framework 
could allow verification of a stagger-
ing range of proofs, no matter how 
long they are.

The new result was first posted on a 
preprint server in January 2020, and 
immediately stimulated chatter in the 
vibrant computational-complexity 
blogosphere, but it has not yet been 
peer  reviewed. Indeed, the authors al-
ready have identified a flaw in an ear-
lier paper they built upon, although 

The Power of  
Quantum Complexity 
A theorem about computations that exploit quantum mechanics 
challenges longstanding ideas in mathematics and physics.

Science  |  DOI:10.1145/3446875 Don Monroe
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A representation of the relationship among complexity classes, which are subsets of  
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they later devised an alternate argu-
ment that left their conclusions in-
tact. 

If it stands up, the proof also will 
disprove a longstanding mathematical 
conjecture, with profound implica-
tions for both pure mathematics and 
physics. As a result, “Quite a few peo-
ple take this to be true and are trying to 
follow up on it without really fully un-
derstanding it,” said Vern Paulsen, a 
mathematician at the University of Wa-
terloo, Ontario, who was not involved 
in the work. “It just shows how main-
stream to the world of science compu-
tational complexity is.”

“At some point, people who are 
working far away from computer sci-
ence will find another proof of this re-
sult in their own language,” said Henry 
Yuen of the University of Toronto. For 
now, however, “There’s a lot of com-
puter science concepts that lend 
themselves very naturally to putting 
the pieces together.” Yuen co-au-
thored the new paper with fellow 
computer scientists Zhengfeng Ji of 
the University of Technology, Sydney; 
Anand Natarajan and Thomas Vidick 
of the California Institute of Technolo-
gy, and John Wright of the University of 
Texas, Austin.

Enlisting Omnipotence
Computational-complexity theory clas-
sifies problems in terms of the resourc-
es, such as time, circuit size, or memory, 
needed to solve them. The complexity 
class P, for example, can be solved in a 
time that is only a polynomial function 
(some power) of the size of the problem. 

In contrast, such efficient solu-
tions are not known for problems in 
the class NP, such as the “traveling 
salesman” problem. However, for 
these problems, if a solution were 
somehow provided, it would require 
only polynomial time to verify it. A 
major open question is whether hav-
ing such efficient verifiability implies 
some as-yet-undiscovered efficient 
way to find solutions, which would 
mean P=NP, although this is consid-
ered unlikely.

For non-specialists, the seemingly 
magical appearance of a solution may 
seem an odd ingredient for a mathe-
matical proof. For decades, however, 
complexity theorists have considered 
infinitely powerful “provers,” not to re-

veal solutions but to interact with a 
“verifier” that has more limited computa-
tional power. The prover’s answers—
aimed to convince the verifier of the 
proof—are not necessarily trusted by the 
verifier, which can cross-check the re-
sponses to randomly selected questions. 
Granting the imaginary prover infinite 
power gives the system the credibility to 
prove a negative, Yuen said. “If even an 
infinitely powerful person couldn’t con-
vince you of a statement, then that state-
ment must have been false.”

These techniques are amazingly 
powerful. Work in the 1980s showed 
that, even when requiring only poly-
nomial-time verification, “Interactive 
proofs are equal to a complexity class 
called PSPACE,” said Lance Fortnow, 
dean of the College of Science of the 
Illinois Institute of Technology. That 
complexity class includes “everything 
you can do with a small [polynomial] 
amount of memory,” even in expo-
nential time.

In 1991, Fortnow and two col-
leagues examined a further extension 
proposed a few years earlier: multiple 
provers, that are isolated to prevent 
them from coordinating their an-
swers. Fortnow likens this to ques-
tioning a couple claiming they are 
married, for immigration. “You can 
put them in separate rooms, and ask 
them questions like ‘What side of the 
bed do you sleep on?’” By interacting 
with such multiple provers, a verifier 
can do in polynomial time what would 
otherwise require an exponentially 
longer time.

The new result adds another fea-
ture to this scheme: although the prov-
ers cannot share information about 

what they are asked, they share access 
to an infinite supply of entangled 
quantum bits, or qubits. “I would have 
guessed they could possibly use it to 
cheat, and that it would actually make 
the model weaker,” said Fortnow. 
“Surprisingly, it’s much stronger.” As a 
result, this MIP* class (multiple inde-
pendent provers, with the asterisk in-
dicating access to entanglement) can 
verify a proof of “basically any size,” a 
huge complexity class denoted RE, for 
“recursively enumerable.”

Checking the Checkers
As it turns out, this conclusion contra-
dicts a widely influential conjecture 
in mathematics. Unfortunately, the 
proof itself is long, currently 206 pag-
es, and relies heavily on techniques 
from computational complexity the-
ory that are unfamiliar to mathema-
ticians. “Mathematicians have a very 
strong sense of what a proof should 
look like, and what’s a deep proof,” 
said Vidick, adding that they do not 
know what to make of this one. When 
people ask him what is deep in this 
result, he says, “There’s the PCP theo-
rem, and that’s it.”

PCP stands for “probabilistically 
checkable proof,” and the theorem, 
which built on the study of multiple 
provers, is an established “crown jew-
el” of computational complexity, 
Yuen said. A verifier is asked to check 
a long proof by looking at only a hand-
ful of spots, which can be chosen at 
random. “You have to deduce wheth-
er the entire proof is a valid proof or 
not. The PCP theorem says that this is 
possible, which is really astounding.”

To exploit entanglement, the re-
searchers first must prevent the prov-
ers from using it to coordinate their 
answers. “If you devise your game in a 
clever-enough way, you can actually 
detect any time your provers are trying 
to use entanglement to trick you,” 
Wright said. Then, “We use this entan-
glement to generate big random 
strings for the two provers, and these 
random strings are then viewed as 
questions for a PCP protocol. These 
questions index different parts of their 
computation, and you can use them to 
check whether they’re carrying out a 
giant computation correctly for you.” 

“The verifiers become like a puppet 
master for these wildly powerful, infi-

“You have to deduce 
whether the entire 
proof is a valid proof 
or not. The PCP 
theorum says that 
this is possible, which 
is really astounding.”
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ments on the two entangled particles 
are more correlated than would be 
possible if the particles “knew” the 
outcome to every possible measure-
ment beforehand. 

Nonetheless, physicists tend to de-
scribe the pair of measurements as 
a “tensor product” of two measure-
ments, rather than requiring a com-
prehensive description of the entire 
system. About a decade ago, it was 
shown that Connes’ embedding con-
jecture is equivalent to the assertion, 
formalized by mathematician Boris 
Tsirelson, that the representations 
match up, even for complex combina-
tions of measurements. (Paulsen and 
his fellow mathematicians carefully 
distinguish a third description.) The 
new proof shows that this assumption 
is false. As a result, “we don’t know 
which of these mathematical models 
is really the one that represents physi-
cal reality,” said Paulsen. 

Further Reading

Ji, Z., Natarajan, A.,  Vidick, T.,  
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nitely adversarial provers,” Yuen said. 
Then “the verifier checks that these 
two provers themselves are interrogat-
ing two more complex provers, that 
are interrogating two more complex 
provers, and so forth,” Vidick said.

This recursive compression scheme 
can address a wide array of problems, 
including whether a program will ever 
terminate. Alan Turing proved that 
this “halting problem” is undecidable 
in general, but, amazingly, MIP* can 
verify a solution.

Beyond Complexity
The significance of the new result ex-
tends far beyond computational com-
plexity, to other areas of mathemat-
ics and even to the understanding of 
quantum mechanics. This is because 
it is inconsistent with a longstanding 
conjecture made by Alain Connes, 
who received the prestigious Fields 
Medal in 1982 for his extension of 
John Von Neumann’s classification 
of “operator algebras.” As part of that 
program, Connes suggested the set 
of infinite matrices, or factors, that 
define some algebras could all be ap-
proximated by a consistent scheme of 
finite matrices, in what has become 
known as his embedding conjecture.

“What’s amazing is the relatively 
innocent conjecture Connes made 
back in the Seventies turned out to 
have so many implications, if it was 
true,” Paulsen said, even in seemingly 
unrelated fields like group theory, or 
models of entropy. 

In recent years, though, it had be-
gun to seem “a little too good to be 
true,” he noted. “Now all that’s wiped 
out. We’re back to ground zero,” 
Paulsen said. Still, the proof only 
shows that exceptions to the conjec-
ture can exist. It does not provide 
much guidance for finding them, so 
there is much work to be done.

Disproving Connes’ embedding 
conjecture also has implications for 
the mathematical representation of 
quantum entanglement, distinct 
from its role in MIP*. When two parti-
cles are entangled, for example be-
cause they emerge from a single 
quantum process, their properties re-
main correlated even if they become 
widely separated. Moreover, as shown 
by John Bell in 1964, the outcomes 
from some combinations of measure-

When two particles 
are entangled 
because they  
emerge from a  
single quantum 
process, their 
properties remain 
correlated even  
if they are separated.
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new content from that same source 
will be considered questionable, too. 
Content from a respected news source 
will score better for credibility.

At the same time, Logically’s soft-
ware also is learning on its own to tell 
truth from fiction, using NLP to devel-
op statistical descriptions of factual 
and non-factual statements and how 
they differ from one another. Banda-
havi says the software can examine the 
style of language used in conveying 
falsehoods, and distinguish it from 
language used for conveying facts.

Such style-based examinations also 
can help an AI algorithm distinguish be-
tween content written by a human and 
that produced by a machine. Computer 
scientists worry about so-called ‘neural 
fake news’, which uses language mod-
els developed by neural networks to pro-
duce convincing stories, mimicking the 
style of particular news outlets and add-
ing bylines that make those outlets look 
like the source of the stories.

Learning by Doing
Researchers at the University of Wash-
ington’s Paul G. Allen School of Com-
puter Science and Engineering devel-
oped an algorithm called Grover to both 
generate and detect neural fake news. 
Grover uses a generative adversarial net-
work. One part, the adversary, which is 
trained on a collection of real news sto-
ries, learns to generate fake stories from 
a prompt, such as the headline “Re-
search Shows Vaccines Cause Autism.” 
A second system, the verifier, is given an 
unlimited set of real news stories, plus 
fake stories from the adversary, and has 
to determine which are false. Based on 
the verifier’s results, the adversary tries 
again, and through repeated iterations 
both get better at their tasks.

With moderate training, Grover 
learned to distinguish neural fake 
news from human-written news with 
71% accuracy. It did even better at de-
tecting the fake news it generated it-
self, with an accuracy rate of 92%.

Grover is built on the same concept 
as other language modeling algo-
rithms, such as Google’s Bidirectional 
Encoder Representations from Trans-
formers (BERT) or Open AI’s Genera-
tive Pre-trained Transformer (GPT), 
which produce text that appears written 

S
E E K IN G TO CALL into ques-
tion the mental acuity of 
his opponent, Donald 
Trump looked across the 
presidential debate stage 

at Joseph Biden and said, “So you said 
you went to Delaware State, but you for-
got the name of your college. You didn’t 
go to Delaware State.”

Biden chuckled, but viewers may 
have been left wondering: did the for-
mer vice president misstate where he 
went to school? Those who viewed the 
debate live on an app from the Lon-
don-based company Logically were 
quickly served an answer: the presi-
dent’s assertion was false. A brief 
write-up posted on the company’s 
website the next morning provided 
links to other fact-checks from Na-
tional Public Radio and the Delaware 
News Journal on the same claim, 
which explain that Biden actually said 
his first Senate campaign received a 
boost from students at the school.

Logically is one of a number of ef-
forts, both commercial and academic, 
to apply techniques of artificial intelli-
gence (AI), including machine learning 
and natural language processing (NLP), 
to identify false or misleading informa-
tion. Some focus their efforts on auto-
mating fact-checking to verify the 
claims in news stories or political 
speeches, while others try to root out 
fake news deployed on social media and 
websites to deliberately mislead people.

While 2020, with its U.S. presiden-
tial election and a global pandemic, 
provided plenty of fodder for fake 
news, the problem is not new. A 2018 
study from the Massachusetts Insti-
tute of Technology’s Media Lab 
found false news stories on Twitter 
were 70% more likely to be retweeted 
than true ones, and that true stories 
take about six times as long to reach 
1,500 people as false ones. In April 
2020, Facebook—combining AI with 
the work of more than 60 fact-check-
ing organizations in more than 50 

languages—placed warning labels 
on 50 million pieces of content relat-
ed to COVID-19.

Logically relies heavily on a team of 
human fact-checkers, who examine 
perhaps 300 claims each day, says Anil 
Bandhakavi, head of data science at the 
company. Those people seek out sourc-
es that allow them to label an assertion 
as true, false, or partially true, and add 
those assessments to a database. The 
software examines text or speech to au-
tomatically extract claims, and groups 
similar claims into clusters. Once the 
humans have ruled on the veracity of 
one of those claims, that ruling is prop-
agated to the rest of the claims in the 
cluster, thus quickly expanding the 
universe of examined claims. “In that 
way, we are constantly growing our da-
tabase of facts by this semi-automated 
process,” Bandhakavi says. Humans 
carry about 60% of the Logically work-
load, but Bandhakavi hopes that will 
shift more to computers over time.

The company also uses fairly com-
mon techniques to determine where 
the content comes from and how it 
propagates through the network, trac-
ing it to its source domain and deter-
mining which other domains that 
source links to and which link to it. If a 
domain is the source of a lot of stories 
that have been deemed to be untrust-
worthy, or it passes a lot of content 
among other less-credible sites, then 

Fact-Finding Mission 
Artificial intelligence provides automatic fact-checking  
and fake news detection, but with limits.

Technology  |  DOI:10.1145/3446879  Neil Savage

http://dx.doi.org/10.1145/3446879
http://SHUTTERSTOCK.COM


MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     19

news

by humans. When Open AI produced 
its second iteration, GPT-2, it opted not 
to release it, saying the potential to cre-
ate fake news was too dangerous. The 
company has since developed GPT-3, 
and while not fully releasing that, it 
has provided access to an application 
programming interface.

Just trying to keep such tools out of 
the hands of bad actors is not enough, 
says Franziska Roesner, a specialist 
on computational threat modeling at 
the University of Washington who 
took part in the Grover research. The 
researchers made their work available 
to help researchers understand how 
advances in language modeling algo-
rithms can produce fake news and 
how they might detect it, “If one way 
of generating fake news is to do it au-
tomatically, then we have to assume 
that our adversaries are going to be 
doing that and they’re going to be 
training stronger models,” she says. 
“Security through obscurity is not ul-
timately effective.”

Speeding Verification
At the Duke University Reporter’s Lab, 
researchers string together a number 
of techniques to provide real-time fact 
checking on events such as presiden-
tial debates. They feed debate audio 
to Google’s speech-to-text tool, which 
uses machine learning to automati-
cally transcribe the speech. They then 
hand off the text to ClaimBuster, an 
NLP system developed at the Universi-
ty of Texas at Arlington that examines 
each sentence and scores it according 
to the likelihood it contains an asser-
tion of fact that can be checked. Duke 
then takes those checkable sentences 
and searches them against a database 
of fact checks done by humans to see 
if they match a previously checked 
claim. They send those results to hu-
man editors who, if they think the rul-
ing looks reasonable, quickly post it to 
debate viewers’ screens.

It takes the system only about half a 
second to a full second from the time 
the audio comes in to passing its rul-
ing to the editor for review, says Chris-
topher Guess, lead technologist at the   
Reporter’s Lab, making real-time fact 
checking a viable option. Eliminating 
the slowest parts of the process, 
though—the initial human fact check 
and the editorial review—will not hap-

pen anytime soon, he says. The ten-
dency of politicians to be deliberately 
vague, or to couch claims in terms that 
are favorable for them, makes it too 
difficult; human fact checkers often 
have to follow up with a politician to 
clarify just what claim he was trying to 
make. Automated fact checking of 
new assertions “with purely novel fact 
checking, isn’t even on our radar,” 
Guess says, “because how do you even 
have a computer determine what that 
person was saying?”

Even claim matching can be a chal-
lenge for computers. “Just seeing if 
somebody else said the same thing 
seems like a simple task,” Guess says. 
“But the fact is that in the vagaries of 
the English language, there’s a lot of 
different ways to say the same thing. 
And a lot of modern natural language 
processing is not good at determining 
the differences.”

At INRIA, France’s National Insti-
tute for Research in Digital Science 
and Technology, researcher Ioana 
Manolescu looks at fact checking as a 
data management problem for jour-
nalists. She is leading a team, with 
other research groups and journalists 
from the daily newspaper Le Monde, to 
develop ContentCheck, which uses 
NLP, automated reasoning, and data 
mining to provide fact checks of news 
articles. The system checks articles 
against data repositories such as 
France’s National Institute of Statis-
tics and Economic Studies, and also 
helps journalists develop stories 
based on such data.

Manolescu’s goal is not so much to 
root out fake news as to help journal-
ists find and make sense of data so they 
can use their storytelling skills to en-
lighten readers with valid information. 
“I am not as thrilled about fact check-
ing as I used to be, because fact check-
ing would assume that people yield to 
reason,” she says, and in many cases 
they do not. “A lot of the efficiency of 
fake news has to do with its emotional 
load, and a lot of the willingness to be-
lieve a crazy theory is more related to 
emotion than to thinking or reason.”

The best way for computer scien-
tists to combat misinformation, she 
argues, is to find ways to provide more 
valid information. “Journalists do not 
have enough tools to process data at 
the speed and the efficiency that would 
serve society well,” she says. “So right 
now, that’s what I believe would be 
most useful.” 
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“A lot of the efficiency 
of fake news has to 
do with its emotional 
load, and a lot  
of the willingness  
to believe a crazy 
theory is more 
related to emotion 
than to thinking  
or reason.” 
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ing and shaming Western firms that 
provide the technologies to China’s sur-
veillance state.

With politicians and pressure groups 
focused on facial recognition’s regula-
tion, deployment, and human rights 
issues, where does that leave the tech-
nologists who actually make the stuff? 
Can software design and engineering 
teams charged with developing such 
systems address at least some of facial 
recognition technology’s deep-seated 
problems?

There’s certainly room for them to 
try. Kush Varshney, a senior researcher 
in trustworthy artificial intelligence at 
IBM’s T.J. Watson Research Center in 
Yorktown Heights, NY, says a raft of re-
searchers have found facial recognition 
technology to be deeply biased with re-
gard to race, gender, age, and disability, 
problems engineers can attempt to ad-

I
N JANUARY 2020, Robert Williams 
of Farmington Hills, MI, was 
arrested at his home by the De-
troit Police Department. He was 
photographed, fingerprinted, 

had his DNA taken, and was then locked 
up for 30 hours. His crime? He had not 
committed one; a facial recognition 
system operated by the Michigan State 
Police had wrongly identified him as 
the thief in a 2018 store robbery. How-
ever, Williams looked nothing like the 
perpetrator captured in the surveillance 
video, and the case was dropped.

A one-off case? Far from it. Rewind 
to May 2019, when Detroit resident 
Michael Oliver was arrested after be-
ing identified by the very same police 
facial recognition unit as the person 
who stole a smartphone from a vehicle. 
Again, however, Oliver did not even re-
semble the person pictured in a smart-
phone video of the theft. His case, too, 
was dropped, and Oliver has filed a law-
suit seeking reputational and economic 
damages from the police.

What Williams and Oliver have in 
common is that they are both Black, and 
biases in deep-learning-based facial 
recognition systems are known to make 
such technology highly likely to incor-
rectly identify people of color. “This is 
not me. You think all Black people look 
alike?” an incredulous Williams asked 
detectives who showed him the CCTV 
picture of the alleged thief, according to 
The New York Times. In the Detroit Free 
Press, Oliver recalled detectives show-
ing him the video of the perpetrator and 
realizing immediately, “It wasn’t me.”

It is such cases, borne out of the foist-
ing of the privacy-invading mass-surveil-
lance technology on whole populations, 
that continue to raise major questions 
over what role facial recognition should 

have in a civilized society. Dubbed the 
“plutonium of artificial intelligence” in 
an appraisal in the ACM journal XRDS, 
Luke Stark of Microsoft Research’s 
Montreal lab described facial recogni-
tion as “intrinsically socially toxic.” Re-
gardless of the intentions of its makers, 
he says, “it needs controls so strict that 
it should be banned for almost all prac-
tical purposes.”

Such controls are now the subject of 
ongoing legislative efforts in the U.S., 
the E.U., and the U.K., where lawmakers 
are attempting to work out how a tech-
nology that Washington, D.C.-based 
Georgetown University Law Center has 
characterized as placing populations in 
a “perpetual police lineup” should be 
regulated. At the same time, activist 
groups such as Amnesty International 
are monitoring the rollout of facial rec-
ognition at a human rights level, nam-

Society  |  DOI:10.1145/3446877 Paul Marks 

Can the Biases in Facial 
Recognition Be Fixed;  
Also, Should They? 
Many facial recognition systems used by law enforcement are shot through  
with biases. Can anything be done to make them fair and trustworthy? 

Joy Buolamwini of the Massachusetts Institute of Technology Media Lab is one of many 
researchers that have found facial recognition technology to be deeply biased with regard  
to race, gender, age, and other factors.
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dress. Perhaps the best known of these 
researchers are Joy Buolamwini of the 
Massachusetts Institute of Technology 
Media Lab, and Timnit Gebru of Micro-
soft Research who, at a Conference on 
Fairness, Accountability, and Transpar-
ency at New York University in 2018, 
revealed just how badly commercial 
facial recognition systems fare when 
attempting to distinguishing gender 
across races.

The pair had tested three face-based 
gender classifiers (from IBM, China’s 
Megvii, and Microsoft) and found the 
datasets the face recognition systems 
were trained on to be overwhelmingly 
(between 79% and 86%) comprised of 
faces of lighter-skinned people. As a 
result, they found the systems were 
skewed to better detect light-skinned 
people from the outset: the systems 
misclassified darker-skinned females 
as men 34% of the time, while lighter-
skinned males were only misclassified 
as female 0.8% of the time.

“All classifiers performed best for 
lighter individuals and males overall. 
The classifiers performed worst for 
darker females,” the researchers wrote 
in their paper Gender Shades: Intersec-
tional Accuracy Disparities in Commer-
cial Gender Classification.

The critiques did not end there: 
in late 2019, Patrick Grother and col-
leagues at the U.S. National Institute 
for Standards and Technology (NIST) 
published an exhaustive analysis of 
189 face recognition algorithms from 
99 developers. Although accuracy var-
ied across algorithms, Grother’s team 
found that in general, Asian and African 
faces garnered false positive matches 10 
to 100 times more often than the faces 
of white people. Like Buolamwini and 
Gebru, they found African-American 
women experienced the highest rates 
of false positives. “Differentials in false 
positives in one-to-many matching are 
particularly important because the con-
sequences could include false accusa-
tions,” the NIST team said in its report.

The NIST team also found that where 
an algorithm is written can affect its 
performance. U.S.-developed software, 
they note, had the highest rates of false 
positives on faces of Asians, African-
Americans, Native Americans, Ameri-
can Indians, Alaskan Indians, and Pa-
cific Islanders. Algorithms developed in 
Asia, they found, did not have dramatic 

differences between matching accuracy 
of Asian and white (Caucasian) faces.

In a July 2020 report to Congress on 
facial recognition, the U.S. Government 
Accountability Office said this non-de-
terministic hodgepodge of unpredict-
able capabilities adds up to a technolo-
gy that might, or might not, be accurate. 
As such, it generates performance dif-
ferences where “higher error rates for 
certain demographic groups could re-
sult in disparate treatment, profiling, or 
other adverse consequences for mem-
bers of these populations.”

Worse, the GAO reports there is “no 
consensus” at all among academics, in-
dustry, standards bodies, or indepen-
dent experts on how to fix the biases be-
hind these “performance differences,” 
which could have life-changing conse-
quences for the mismatched. Facial rec-
ognition performance, the GAO says, 
depends on multiple algorithmic fac-
tors, such as the breadth of ethnicities 
used in the training data and variables 
like false-positive threshold settings, as 
well as photograph-related factors such 
as pose angle, illumination, skin tone, 
skin reflectance, expression, cosmetics, 
spectacle use, and image quality.

It was this proven propensity for 
dangerous biases (and, therefore, the 
potential for racist policing) that led 
IBM, Microsoft, and Amazon to halt 
entirely, or pause pending hoped-for 
legislation, their sales of facial recogni-
tion technology to police departments. 
That move was provoked by the police 
killing of George Floyd, a Black father 
of five, in Minneapolis, MN, in late May 

2020, the event that sparked the global 
resurgence of the Black Lives Matter 
movement.

In an early June letter to Congress 
explaining its pullout from facial rec-
ognition sales and R&D, IBM CEO Ar-
vind Krishna said his company “firmly 
opposes and will not condone uses of 
any technology, including facial recog-
nition technology,” for “mass surveil-
lance, racial profiling, or violations of 
basic human rights and freedoms.”

IBM’s move was quickly followed 
by similar actions from Microsoft and 
Amazon, which in June 2020 each be-
gan one-year moratoria on sales of 
the technology to law enforcement 
agencies. The hope of all three firms is 
that legislation will be forthcoming to 
ensure facial recognition can only be 
used in ethical, unbiased ways that re-
spect human rights and avoid racial or 
gender profiling.

Yet despite these moves, the global 
market for this biased technology is 
growing, as the GAO reported facial 
recognition system revenues were an-
ticipated to grow from $3 billion in 2016 
to $10 billion in 2024. In addition, in-
novation is rocketing: 631 U.S. patents 
were granted for facial recognition tech-
nologies in 2015, a number that grew to 
1,497 in 2019, suggesting there is a lot 
more related (but potentially biased) 
technology to come.

Although IBM has departed from the 
facial recognition market, the runaway 
development of the technology con-
cerns Varshney. After Buolamwini and 
Gebru showed the API for IBM’s gender 
classifier to be so error-prone, Varsh-
ney said there are just too many points 
where biases can creep into the devel-
opment process. “One is specifying the 
problem, which includes describing 
what the task is and describing the [fa-
cial recognition] metrics by which you’ll 
be judging the task.

“And then there are the data un-
derstanding, data gathering, and data 
preparation stages. Following that, 
there is the modeling stage, which is 
when you’re actually training a neural 
network, or some other type of model. 
Then there’s the testing and evaluation 
phases, and then finally, there’s the de-
ployment phase. And there are issues 
that crop up in every single part of that 
complex cycle,” Varshney says.

To fix such issues, he says, facial 

Although accuracy 
varied across 
algorithms, Grother’s 
team found Asian 
and African faces 
garnered false 
positives 10 to 100 
times more often  
than white faces. 
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recognition system developers need to 
“acquire as diverse a set of images as 
possible in order to not undersample 
certain groups.” The best way to do that, 
Varshney says, is to have as diverse a de-
velopment team as possible, in terms 
of members’ races, genders, ages, and 
disabilities, so everyone can bring what 
he calls “their lived experience” to the 
task of specifying the facial recognition 
problem.

“The broader the set of stakehold-
ers, the broader their set of perspec-
tives and variety of experiences, and 
the more problems you can identify,” 
Varshney says.

Taking disability and health as an 
example, Varshney says a facial recog-
nition system ought to be able to cope 
with people who have skin conditions, 
such as vitiligo, which can cause discol-
ored patches on people’s faces. “That is 
something that you wouldn’t normally 
think about if you don’t bring in people 
with different perspectives. And people 
who have been victims of domestic 
abuse might have bruises that would 
create havoc with classification algo-
rithms, too,” Varshney said.

NIST speculates its finding that al-
gorithms developed in Asia are more 
accurate than those written in the U.S. 
may be due to some Asian development 
teams being more diverse. If so, says 
Grother, “The results are an encour-
aging sign that more diverse training 
data may produce more equitable out-
comes.”

One facial recognition firm that con-
tinues to supply U.S. law enforcement, 
and which claims to use a very diverse 
development team, also happens to be 
the current enfant terrible of the field, 
Clearview AI of New York City. The firm 
hit the headlines because it scraped 
2.8-billion face photos from publicly 
accessible Internet sites like Insta-
gram, Facebook, Youtube, Twitter, and 
LinkedIn, all without user permission. 
Basically, the firm has created a search 
engine for any face image hosted on the 
public Internet.

That vast database already has land-
ed Clearview in trouble with Google, 
Twitter, and LinkedIn, whose lawyers 
have issued cease-and-desist orders re-
lated to the scraping of their sites. That 
scraping also is likely to land Clearview 
AI in hot water in Europe, where GDPR 
data protection legislation requires in-

dividuals to opt in to permit the collec-
tion of their personal biometric data. 
The firm already has ceased operations 
in Canada, for similar reasons.

Clearview AI CEO Hoan Ton-That 
makes an extraordinary claim for the 
technology that company claims is in 
use by 600 U.S. law enforcement agen-
cies to date: it is bias-free.

“When creating Clearview AI’s algo-
rithm, we made sure to have trained our 
neural network with training data that 
reflects each ethnicity in a balanced way. 
So, unlike other facial recognition algo-
rithms, which haved misidentified peo-
ple of color, an independent study indi-
cates Clearview AI has no racial bias. As 
a person of mixed race, this is especially 
important to me,” Ton-That says.

The study he refers to is one Clear-
view AI commissioned itself—and it 
mimicked to a degree the methodol-
ogy the American Civil Liberties Union 
(ACLU) used to test Amazon’s Rekogni-
tion system in 2018. ACLU had searched 
a database of 25,000 images of people 
who had been arrested using images 
of 535 members of Congress: Rekogni-
tion wrongly matched 28 Congressper-
sons to arrestees, with that total heavily 
skewed to politicians of color.

In its test, Clearview AI searched its 
database of 2.8 billion scraped faces 
using mugshots of 834 U.S. congres-
sional and state legislators. “No incor-
rect matches were found...Accuracy 
was consistent across all racial and de-
mographic groups,” the firm says in a 
six-page report signed off on by three 
independent observers: a former New 
York state judge, an expert in compu-
tational linguistics, and a management 
consultant.

Peter Fussey, director of the Centre 
for Research into Information, Surveil-
lance, and Privacy (CRISP) at Essex Uni-
versity in the U.K., questions the accu-
racy of Clearview AI’s self-evaluation. Its 
brief report, he says, bears no compari-
son in length and detail to the “compre-
hensive” NIST facial recognition system 
studies, adding that the facial recogni-
tion expertise of the report’s three adju-
dicators is also unclear.

Fussey also questions the “ecological 
validity” of the methodology. “This is 
the idea that something tested in a lab 
can be replicated in wider society. For 
example, testing efficacy on U.S. Con-
gress members that have a great deal of 

searchable and publicly available pho-
tographs in circulation. This does not 
seem to approximate to the information 
we have about how the police are using 
Clearview AI on the public.”

Varshney thinks it’s time people 
stood back, as IBM has, and realized it 
is simply not a technology worth keep-
ing. “Face recognition is a particularly 
thorny technology because it doesn’t 
have many beneficial uses. There’s just 
nothing good that can come out of it. It 
can be used in so many bad ways that 
even improving the technology could be 
worse for society,” he says. 
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D MUN D  ME LS ON CLARKE,  JR.,  a 
celebrated American academic 
who developed methods for 
mathematically proving the 
correctness of computer sys-

tems, died on December 22, 2020 at the 
age of 75 from complications of COV-
ID-19. Clarke was awarded the A.M Tur-
ing Award in 2008 with his former stu-
dent E. Allen Emerson and the French 
computer scientist Joseph Sifakis, for 
their work on model checking.

“I’ve never liked to fly, although I’ve 
done my share of it. I wanted to do some-
thing that would make systems like air-
planes safer,” Clarke said in a 2014 video 
produced by the Franklin Institute when 
he was awarded their 2014 Bower Award 
and Prize for Achievement in Sciencea 
“For his leading role in the conception 
and development of techniques for au-
tomatically verifying the correctness of 
a broad array of computer systems, in-
cluding those found in transportation, 
communications, and medicine.”

Model checking is a practical ap-
proach for machine verification of 
mathematical models of hardware, soft-
ware, communications protocols, and 
other complex computing systems. The 
technique is used to formally validate all 
of the states that a system can possibly 
reach, even when the number of states 
seems impossibly large—for example, 
more than the number of stars in the 
universe. These techniques, first devel-
oped when he was an assistant professor 
at Harvard University in 1981, are now 
widely used in the design of computing 
hardware and safety-critical systems 
and are increasingly being used for pro-
tocol validation and computer security.

Clarke grew up in rural Virginia 
and was the first person in his family 
to graduate from college. He earned a 
bachelor’s degree in mathematics in 
1967 at the University of Virginia, a mas-
ter’s degree in mathematics the follow-
ing year at Duke University, and a Ph.D. 

a https://www.fi.edu/laureates/edmund-m-clarke

Edmund M. Clarke 
(1945–2020) 

In Memoriam  |  DOI:10.1145/3447810 Simson Garfinkel and Eugene H. Spafford
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in computer science from Cornell in 
1976. He then returned to Duke where 
he taught for two years before becoming 
an assistant professor at Harvard Uni-
versity in 1978. He joined CMU’s faculty 
in 1982, was appointed full professor in 
1989, University Professor in 2008, and 
became an Emeritus Professor in 2015. 

As Clarke explained in the 2008 
Turing Award Paper,1 “Model checkers 
typically have three main components: 
(1) a specification language, based on 
propositional temporal logic. (2) a 
way of encoding a state machine rep-
resenting the system to be verified, 
and (3) a verification procedure, that 
uses an intelligent exhaustive search 
of the state space to determine if the 
specification is true or not.” Most 
model checkers, upon finding that 
the specification is violated, provide 
the counterexample, which is invalu-
able in debugging complex systems. 

His students remember Clarke for 
the way that he mentored them both 
professionally and personally. For 
instance, Somesh Jha, now a profes-
sor at the University of Wisconsin 
reminisced “Ed treated his students 
like family. Martha and Ed regularly 
invited students and their families to 
their house. I remember those par-
ties quite fondly.”

“He used to insist that we should 
work on important problems of practi-
cal significance, but at the same time, he 
also had appreciation of basic research 
on foundational problems,” said A. 
Prasad Sistla, one of Clarke’s students at 
Harvard who followed him to CMU and 
now a professor of Computer Science at 
the University of Illinois at Chicago. 

“Ed was a perfect mentor for me,” 
recalls ACM Fellow David Dill, now an 
Emeritus Professor at Stanford, known 
for his work in formal verification and 
the security of electronic voting systems. 
“He only gave positive reinforcement. 
He would ask questions, refer to related 
work that would be useful to know, sug-
gest directions and research topics, and 
carefully follow my presentations … 
Once I started listening, I suddenly be-
came productive.” 

“On his 69th birthday, 100 of his stu-
dents, postdocs, and visitors from all 
over the world gathered together in 
Pittsburgh to celebrate his planned re-
tirement and to praise his enormous 
contribution to the Model Checking 

area. He was surrounded with love and 
appreciation,” recalls ACM Fellow Orna 
Grumberg, a professor of computer sci-
ence at Technion in Israel.

Some of his colleagues also noted 
Clarke’s mentoring. Randal Bryant 
mentioned it first when asked for rec-
ollection. “He always had a group of 
graduate students and post-docs who 
collaborated with him and with each 
other very effectively. He launched 
them into very successful careers in 
both industry and academia.” Bryant 
also noted the scope of Clarke’s life-
long work: hardware to software to pro-
tocols—“He was intellectually broad 
and open-minded.”

Indeed, academia was the fam-
ily business, with Clarke’s wife Martha 
serving as the graduate admissions co-
ordinator for the CMU Computer Sci-
ence Department and the School of 
Computer Science, where she worked 
for 28 years until her retirement in 2014. 
The two were high-school sweethearts, 
marrying immediately after they gradu-
ated. They celebrated their 52nd anni-
versary in 2020.

Clarke’s son, Jonathan, said that he 
gave his three sons a “joy of learning” 
and encouraged them to take courses 
in science and mathematics. Jona-
than earned a Ph.D. in Finance and 
is now a professor and senior associ-
ate dean at Georgia Tech’s Business 
School. His younger brother, Jeffrey, 
earned a medical degree and is an 
oncologist and assistant professor at 
Duke University School of Medicine. 
Their older brother, James, earned a 
Ph.D. in Chemistry and is the Direc-
tor of Quantum Hardware at Intel in 
Portland, Oregon. In addition to his 
wife and sons, Clarke is also survived 
by six grandchildren.

His wife Martha reflected on 
Clarke’s own joy of learning, “He was 
always reading. I remember him even 
taking scientific papers to read during 
high school football games.” His inter-
ests were wider than simply academ-
ics, with members of his family noting 
his fondness for fishing, photography, 
and flying kites.

A founder of the Computer Aided 
Verification Conference in 1989, Clarke 
was also the former editor-in-chief of 
the Springer journal Formal Methods 
in Systems Design. He was a Fellow of 
the ACM and the IEEE, and a member 
of both Sigma Xi and Phi Beta Kappa. 
He was inducted into the National 
Academy of Engineering in 2005, and 
the American Academy of Arts and 
Sciences in 2011.

Clarke was the co-recipient of the 
1998 ACM Paris Kanellakis Theory and 
Practice Award, CMU’s 1999 Allen New-
ell Award for Excellence in Research, 
the 2004 IEEE Harry H. Goode Memo-
rial Award, and the Conference on Au-
tomated Deduction’s 2008 Herbrand 
Award for Distinguished Contributions 
to Automated Reasoning. 
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“Ed was a perfect 
mentor for me.  
He only gave positive 
reinforcement.  
He would ask 
questions, refer  
to related work  
that would be useful 
to know, suggest 
directions and 
research topics,  
and carefully follow 
my presentations …  
Once I started 
listening, I suddenly 
became productive.”
ACM FELLOW DAVID DILL 
EMERITUS PROFESSOR,  
STANFORD UNIVERSITY

https://doi.org/10.1145/1592761.1592781
https://doi.org/10.1145/1592761.1592781


telo.acm.org

For more 
information 
and to submit 
your work, 
please visit:

Open for 
Submissions

ACM Transactions on Evolutionary Learning and Optimization
(TELO) publishes high-quality, original papers in all areas 
of evolutionary computation and related areas such as 
population-based methods, Bayesian optimization, or 
swarm intelligence.

We welcome papers that make solid contributions to 
theory, method and applications. Relevant domains include 
continuous, combinatorial or multi-objective optimization. 
Applications of interest include but are not limited to 
logistics, scheduling, healthcare, games, robotics, software 
engineering, feature selection, clustering as well as the 
open-ended evolution of complex systems.

We are particularly interested in papers at the intersection 
of optimization and machine learning, such as the use 
of evolutionary optimization for tuning and con� guring 
machine learning algorithms, machine learning to support 
and con� gure evolutionary optimization, and hybrids 
of evolutionary algorithms with other optimization and 
machine learning techniques.

Publishes papers at the intersection of optimization 
and machine learning, making solid contributions to 

theory, method and applications in the � eld.

ACM Transactions on 
Evolutionary Learning 
and Optimization (TELO)

http://telo.acm.org


26    COMMUNICATIONS OF THE ACM   |   MARCH 2021  |   VOL.  64  |   NO.  3

V
viewpoints

court decisions giving a broad interpre-
tation of § 230, signaling receptivity to 
overturning them.

This column explains the origins of 
§ 230 and its broad interpretation. It 
then reviews proposed changes and 
speculates about what they would 
mean for Internet platforms.

Overview of § 230
In saying Internet platforms are nei-
ther “speakers” nor “publishers” of in-
formation posted by others, § 230(c)(1) 
protects platforms from lawsuits for 
unlawful content, such as defamation, 
posted by their users. Victims can sue 
the “speakers” who posted the unlaw-
ful content, but courts almost always 
dismiss victims’ lawsuits against plat-
forms shortly after filing.

Why would victims sue platforms? 
For one thing, victims may not be able 
to identify wrongdoers because harm-
ful postings are often anonymous. Sec-
ond, victims typically want judges to 
order the platforms to take down harm-
ful content. Third, platforms generally 
have more resources than wrongdoers. 
Victims who want compensation for 

O
NE OF THE few things about 
which U.S. Republican and 
Democratic politicians gen-
erally agree these days is 
that the law widely 

known as § 230 of the Communica-
tions Decency Act needs to be re-
pealed, amended, or reinterpreted.

Section § 230(c)(1) provides Internet 
platforms with a shield from liability as 
to information content posted by others. 
It states that “[n]o provider or user of 
an interactive computer service shall 
be treated as the publisher or speaker 
of any information provided by another 
information content provider.”

Although computing professionals 
might question whether these 26 words 
truly “created the Internet,”a Internet 
platform companies and most technol-
ogy law specialists would say this char-
acterization is only a slight exaggera-
tion, at least as to sites that host 
user-posted content.

Although Donald Trump and Joe  
Biden have both recommended that 

a Jeff Kosseff, The Twenty-Six Words That Cre-
ated the Internet (2019).

Congress repeal this provision, their 
reasons are starkly different. Trump 
and other Republican critics think In-
ternet platforms take down too much 
content in reliance on this law. They 
claim platforms are biased against 
conservative viewpoints when they re-
move or demote such postings. Demo-
cratic critics of § 230 blame Internet 
platforms for not taking down more 
harmful content, such as disinforma-
tion about COVID-19 or elections. They 
think repealing or amending § 230 
would make platforms more responsi-
ble participants in civil society.

Short of repeal, several initiatives 
aim to change § 230. Eleven bills have 
been introduced in the Senate and 
nine in the House of Representatives to 
amend § 230 in various ways. President 
Trump issued an Executive Order di-
recting the National Telecommunica-
tions and Information Administration 
(NTIA) to petition the Federal Commu-
nications Commission (FCC) to engage 
in rule-making to interpret § 230 more 
narrowly than courts have done. More-
over, Justice Clarence Thomas of the 
U.S. Supreme Court recently criticized 

Legally Speaking  
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Considering the origins, interpretations, and possible changes to  
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suits for content posted by third par-
ties. Hence, the court granted AOL’s 
motion to dismiss.

Relying on Zeran, online platforms 
have routinely avoided legal liability 
through § 230 defenses. Numerous cas-
es have featured very sympathetic plain-
tiffs, such as victims of revenge porn, 
fraudulent ads, and professional defa-
mation, and some unsympathetic de-
fendants who seem to have encouraged 
or tolerated harmful postings.

Proposals to Amend § 230
In late 2020, the Senate introduced a bill 
that would repeal § 230 outright. How-
ever, numerous bills would give § 230 
a significant modification (bill names 
and numbers, sponsors, and links can 
be found at https://bit.ly/3iHUtw8).

Members of Congress have taken 
several different approaches to amend-
ing § 230. Some would widen the cate-
gories of harmful conduct for which 
§ 230 immunity is unavailable. At 
present, § 230 does not apply to user-
posted content that violates federal 
criminal law, infringes intellectual 
property rights, or facilitates sex traf-
ficking. One proposal would add to this 
list violations of federal civil laws.

Some bills would condition § 230 
immunity on compliance with certain 

harms could likely get more money 
from platforms than from wrongdoers.

The 1995 Stratton Oakmont v. Prodigy 
case, which catalyzed the enactment of § 
230, illustrates. A Prodigy user claimed 
Stratton-Oakmont engaged in securities 
fraud on a Prodigy bulletin board. Strat-
ton-Oakmont responded by suing Prodi-
gy and the anonymous user for defama-
tion, initially asking for $100 million in 
damages. Even though Prodigy did not 
know of or contribute to the defamatory 
content, the court refused to dismiss the 
case. It regarded Prodigy as a “publish-
er” of the defamation because of its stat-
ed policy of exercising editorial control 
over content on its site. (The case settled 
after Prodigy apologized.)

In addition, § 230(c)(2) says plat-
forms are not liable for any action they 
take “in good faith to restrict access to 
or availability of material that the pro-
vider … considers to be obscene, lewd, 
lascivious, filthy, excessively violent, 
harassing, or otherwise objectionable, 
whether or not such material is consti-
tutionally protected.”

Section 230 was enacted as part of a 
1996 overhaul of U.S. telecommunica-
tions law. Its goal was to encourage 
emerging Internet services to monitor 
their sites for harmful content without 
the risk of being treated as publishers 

of user-posted content. Congress 
thought this law would foster the 
growth of the Internet sector of the 
economy, as indeed it has.

Zeran’s Broad 
Interpretation of § 230
Zeran v. America Online was the first 
court decision to interpret § 230. The 
dispute arose over someone posting 
Ken Zeran’s telephone number on 
AOL in advertisements for T-shirts 
glorifying the 1995 Oklahoma City ter-
rorist bombing. It directed interested 
AOL users to call Ken about the shirts. 
Zeran got hundreds of telephone calls, 
including death threats, even though 
he knew nothing about the ads and 
was not even an AOL user.

Zeran asked AOL staff on several occa-
sions to remove the ads. After AOL failed 
to follow through on assurances the ads 
would be deleted, Zeran sued AOL for 
negligently failing to protect him from 
harms resulting from this post.

AOL asked the court to dismiss Zer-
an’s lawsuit based on § 230. Although 
Zeran did not claim AOL was a pub-
lisher who had defamed him by not 
taking down the ads, the court con-
strued his negligence claim as an at-
tempted evasion of Congress’ intent 
to protect online services from law-

https://bit.ly/3iHUtw8
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lawful content once on notice of such 
content. Section 230, after all, shields 
these services from liability as “speak-
ers” and “publishers,” but is silent 
about possible “distributor” liability.

Endorsing this interpretation 
would be akin to adopting the notice-
and-takedown rules that apply when 
platforms host user-uploaded files 
that infringe copyrights. Notice-and-
takedown regimes have long been 
problematic because false or mistak-
en notices are common and platforms 
often quickly take-down challenged 
content, even if it is lawful, to avoid li-
ability.

Conclusion
Civil liberties groups, Internet plat-
forms, and industry associations still 
support § 230, as do Senator Wyden 
and former Congressman Chris Cox, 
who co-sponsored the bill that became 
§ 230. Wyden and Cox have pointed out 
that an overwhelming majority of the 
200 million U.S.-based Internet plat-
forms depend on § 230 to protect them 
against unwarranted lawsuits by dis-
gruntled users and those who may have 
been harmed by user-posted content of 
which the platforms were unaware and 
over which they had no control.

For the most part, these platforms 
promote free speech interests of their 
users in a responsible way. Startup and 
small nonprofit platforms would be ad-
versely affected by some of the pro-
posed changes insofar as the changes 
would enable more lawsuits against 
platforms for third-party content. 
Fighting lawsuits is costly, even if one 
wins on the merits.

Much of the fuel for the proposed 
changes to § 230 has come from con-
servative politicians who are no longer 
in control of the Senate. The next Con-
gress will have a lot of work to do. Sec-
tion 230 reform is unlikely to be a high 
priority in the near term. Yet, some 
adjustments to that law seem quite 
likely over time because platforms 
are widely viewed as having too much 
power over users’ speech and are not 
transparent or consistent about their 
policies and practices. 

Pamela Samuelson (pam@law.berkeley.edu) is  
the Richard M. Sherman Distinguished Professor  
of Law and Information at the University of California, 
Berkeley, CA, USA.

Copyright held by author.

conditions or make it unavailable if 
the platforms engage in behavioral ad-
vertising. Others would require plat-
forms to spell out their content mod-
eration policies with particularity in 
their terms of service (TOS) and would 
limit § 230 immunity to TOS viola-
tions. Still others would allow users 
whose content was taken down in “bad 
faith” to bring a lawsuit to challenge 
this and be awarded $5,000 if the chal-
lenge was successful.

Some bills would impose due pro-
cess requirements on platforms con-
cerning removal of user-posted content. 
Other bills seek to regulate platform al-
gorithms in the hope of stopping the 
spread of extremist content or in the 
hope of eliminating biases.

Possible Ambiguities in § 230?
NTIA’s petition asserts there is an am-
biguity in § 230 about the relationship 
between § 230(c)(1) and § 230(c)(2) 
that the FCC should resolve through 
rulemaking. It posits that the func-
tion of § 230(c)(1) should be to shield 
platforms from liability for allowing 
user-posted content to remain on their 
sites. Take-downs of user-posted con-
tent should be governed, however, un-
der its sister provision, § 230(c)(2).

The NTIA petition asserts that 
takedowns of “otherwise objection-
able” content would not be sheltered 
by § 230(c)(2) unless the content was 
similar in nature to the named catego-
ries (for example, lewd or harassing). 
NTIA does not accept that platforms 
can construe that term broadly. Take-
downs of “disinformation,” for in-
stance, would under this interpreta-
tion be ineligible for the § 230(c)(2) 
immunity shield. The FCC is unlikely 
to proceed with the proposed rulemak-
ing under the BIden administration.

Equally ambiguous, in NTIA’s view, 
is the meaning of “good faith” in §230(c)
(2). The NTIA petition asserts this stan-
dard cannot be satisfied if the take-
down is “deceptive, pretextual, or in-
consistent with [the platform’s] terms 
of service.” Moreover, it regards “good 
faith” as requiring due process protec-
tions. In NTIA’s view, user-posted con-
tent cannot be taken down unless the 
platform notified users, explained their 
basis for take-down decisions, and pro-
vided users with a meaningful opportu-
nity to be heard about it.

Narrowing § 230 By Interpretation?
Neither legislation nor an FCC rule-
making may be necessary to signifi-
cantly curtail § 230 as a shield from lia-
bility. Conservative Justice Thomas has 
recently suggested a reinterpretation 
of § 230 that would support imposing 
liability on Internet platforms as “dis-
tributors” of harmful content.

A key precedent on distributor liabil-
ity dates back to a 1950s era decision, 
Smith v. California. Smith owned a book-
store that sold books, candy, and other 
sundries. A Los Angeles ordinance for-
bade sale of obscene or indecent books 
at such stores. Smith was convicted of 
selling obscene books, even though he 
had not read the books at issue and 
didn’t know of their contents. The Su-
preme Court reversed Smith’s convic-
tion holding that LA’s strict liability or-
dinance violated the First Amendment 
of the U.S. Constitution. Distributors of 
obscene books must know or have rea-
son to know of illegal contents to be 
subject to prosecution.

Applying Smith to platforms under 
§ 230 could result in Internet platforms 
being considered “distributors” of un-

Section 230 was 
enacted as part  
of a 1996 
overhaul of U.S. 
telecommunications 
law. Its goal was  
to encourage 
emerging Internet 
services to monitor 
their sites for 
harmful content 
without the risk of 
being treated as  
publishers of  
user-posted content.

mailto:pam@law.berkeley.edu
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Advertising Alliance industry group for 
use as a CCPA icon. We recruited par-
ticipants from Amazon’s Mechanical 
Turk (MTurk) and showed one random-
ly selected icon to each participant. 
Half the participants saw the icon with 
the text “Do Not Sell My Personal Infor-
mation” and half saw the icon alone. 
We asked participants to tell us what 
they thought the icon communicated 
and what they thought would happen if 
they clicked on it. Then we showed 
them all 12 icons, shown in Figure 1a, 
and asked them to select the icons that 

E
XERCISING PRI VACY  CHOI CES  is 
akin to a scavenger hunt: in-
formation about available 
choices is hard to find and 
mechanisms can be difficult to 

use. My research group has been exam-
ining ways to improve privacy user expe-
riences (UX).12 We started exploring 
website privacy “nutrition labels”9,10 a 
decade before Apple introduced them 
in their app store in December 2020, 
and recently we proposed a privacy and 
security label for IoT devices.5 When 
the State of California passed the Cali-
fornia Consumer Privacy Act (CCPA) 
mandating a “Do Not Sell My Personal 
Information” website opt-out link and 
optional icon, we developed and evalu-
ated icon designs and submitted rec-
ommendations in response to the Of-
fice of the Attorney General (OAG) call 
for public comments.a After several 
twists and turns, in December 2020 the 
OAG issued proposed regulations with 
our recommended icon.

Icon Development and Evaluation
In fall 2019, our team of researchersb 

a All documents pertaining to the CCPA rule-
making activities can be found at https://oag.
ca.gov/privacy/ccpa/current

b Members of our team included Alessandro 
Acquisti, Michelle Chou, Lorrie Cranor, Hana 
Habib, Norman Sadeh, and Yaxing Yao from 
Carnegie Mellon University; Florian Schaub 
and Yixin Zou from the University of Michigan 
School of Information; and Joel Reidenberg 
from Fordham University School of Law.

began brainstorming possible icon de-
signs. We developed 11 icons that could 
represent one of three concepts: choice, 
opting out, and do not sell personal infor-
mation. We focused on representing 
these concepts rather than on repre-
senting privacy itself, as privacy is diffi-
cult to visualize and popular privacy vi-
sualizations (locks, shields, keys, 
masks, eyes) are already used in Web 
security and privacy tools.

We conducted an initial evaluation 
of our 11 icons as well as the green “pri-
vacy rights” icon promoted by the Digital 

Privacy 
Informing California  
Privacy Regulations with  
Evidence from Research 
Designing and testing 'Do Not Sell My Personal Information' icons. 

DOI:10.1145/3447253 Lorrie Faith Cranor

http://dx.doi.org/10.1145/3447253
https://oag.ca.gov/privacy/ccpa/current
https://oag.ca.gov/privacy/ccpa/current
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best conveyed the presence of privacy 
choices and do-not-sell choices.

Based on the results of the initial 
evaluation, we refined five of the icons 
(see Figure 1b) and conducted another 
MTurk evaluation. The slash-dollar 
icon was misinterpreted as relating to 
money when it appeared without link 
text, but it was most preferred by par-
ticipants as an icon for representing 
do-not-sell. The DAA icon was often 
misinterpreted as a play button or an 
information button. The stylized-tog-
gle led to the fewest misconceptions.

Our initial evaluations demonstrat-
ed the importance of placing link text 
next to the icons, and our prior re-
search showed the specific wording 
of this text can have a large impact.6 
We brainstormed possible link texts 
and evaluated 16 of them (see Figure 
1c), including “Do Not Sell My Person-
al Information” and “Do Not Sell My 
Info,” which were in the CCPA legisla-
tion. Our evaluation identified three 
new promising link texts: “Privacy 
Choices,” “Privacy Options,” and “Per-
sonal Info Choices.”

Our next step was to evaluate three 
icons and five link texts together in the 
context of a fictitious shoe retailer web-
site. We tested 23 icon-link text combi-
nations, including link texts without 
an icon and the icons without a link 
text. We recruited 1,468 MTurk partici-
pants and randomly assigned them to 
view the shoe website with one icon-
link text combination shown in the 
footer (see Figure 2).

We found the link texts had more of 
an impact on participant expectations 
than the icons, and the icons contin-
ued to convey misconceptions. The 
combination of stylized-toggle and the 
“Privacy Options” link text best con-
veyed choices about personal informa-
tion. The CCPA link texts best conveyed 
do-not-sell choices. In February 2020, 
we sent a detailed report to the OAG 
and recommended adoption of the 
stylized-toggle icon with either the 
“Privacy Options” link text or the CCPA 
link texts.2

More Research Needed
Shortly after receiving our report, the 
OAG released the first set of modifica-
tions to the CCPA regulations with an 
icon that was similar to our stylized-
toggle but differed in significant ways. 

Figure 1a. Icons evaluated in first user study.

Choice Opting-out
Do not sell 

personal information
DAA 

Privacy Rights

Figure 1b. Refined icons evaluated in second user study. The three on the left were also 
evaluated in the combined study with link texts.

stylized-toggle DAA slash-dollar stop-dollar ID-card

Figure 1c. Link texts evaluated in user study. The five shown in bold were also evaluated in 
the combined study with icons.

Do Not Sell My Personal Information
Do Not Sell My Info
Don’t Sell My Info
Do Not Sell
Don’t Sell
Do-Not-Sell Choices
Do-Not-Sell Options
Do-Not-Sell Opt-Outs

Privacy Choices
Privacy Options
Privacy Opt-Outs
Personal Info Choices
Personal Info Options
Personal Info Opt-Outs
Do Not Sell My Info Choices
Do Not Sell My Info Options

Figure 1d. Toggle icon variants evaluated in user study. All icons were tested in both red 
and blue.

stylized-toggle CalAG toggle CalAG-X toggle

Figure 1e. OAG  icons evaluated in final user study.

DoNot Person StopSign PriceTag
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While our icon was blue and contained 
both a checkmark and an X arranged 
to convey choices without suggesting 
a toggle in a particular state, the OAG’s 
icon was red, contained only an X, and 
strongly resembled an actual toggle 
button. Comments on Twitter raised 
concerns that the OAG’s icon might 
be misinterpreted as representing the 
state of a user’s opt-out selection.

We quickly ran another MTurk 
study to compare our stylized toggle 
icon with the OAG’s toggle icon and a 
variant of the OAG’s toggle icon with a 
larger X—each tested in both red and 
blue (see Figure 1d). We found our styl-
ized toggle better conveyed do-not-sell 
choices than the OAG’s icon and led to 
fewer misconceptions. The larger X 
and the color had minimal impact. Af-
ter we submitted a report on these re-
sults to the OAG,3 they released their 
second set of modifications to the 
CCPA regulations, removing their rec-
ommendation for an icon altogether.

Later the OAG asked us if we would 
evaluate a set of four new icons (see 
Figure 1e) with 1,000 California resi-
dents. Besides evaluating each icon’s 
ability to communicate the presence of 
do-not-sell choices, they asked us to 
test the ability of each icon to stand out 
on websites and motivate users to 
click. This necessitated some changes 
to our study protocol.

To ensure participants viewed the 
area of the fictitious shoe store website 
where the CCPA link appeared, we 
showed the website with the CCPA link 
text and one of the four icons or no icon 
and asked participants to find a link 
where they could get information about 
shipping shoes overnight. We then hid 
the shoe store website image and in-
structed participants to imagine they 
were concerned about an online store 
selling their personal information. We 
then asked, “Do you remember seeing 
any feature in the screenshot that you 
could use to prevent this from happen-
ing?” Next, we showed the screenshot 
again, calling attention to the icon and 
link text. We instructed participants to 
imagine this was the first time they had 
noticed the icon and link text on a web-
site, and we asked how likely they would 
be to click on them. We followed up 
with questions about what would hap-
pen if they clicked and then showed 
them all four icons and asked them 

how well each conveyed the presence of 
do-not-sell choices.

Our results showed the icons suc-
cessfully increased users’ attention to 
the link text but did not create a sig-
nificantly higher motivation to click. 
Interestingly, we found participants 
who were not shown any icon were 
most likely to have correct expecta-
tions about what would happen if they 
clicked; all four icons introduced mis-
conceptions. Furthermore, partici-
pants did not rate any of the icons 
well. We submitted our report to the 
OAG in May 2020 and recommended 

they evaluate other icons and conduct 
public education to increase aware-
ness of do-not-sell choices.1

Informing Policymaking 
with Research
Over six months passed before the OAG 
released their fourth set of modified 
regulations in December 2020, this 
time recommending the optional use 
of our blue stylized-toggle icon.

This story provides a case study of 
how academic researchers can refocus 
their research to answer policymakers’ 
questions. When our team realized the 
OAG had a need for a specific privacy 
icon, we quickly pivoted from studying 
website privacy choices generally, to 
designing and evaluating a privacy icon 
to meet this need. After a three-month 
sprint to meet the public comment 
deadline we turned our attention to 
writing a research paper on this proj-
ect. However, the OAG’s recommenda-
tion of an untested icon triggered more 
quick action from our team, and we 
conducted another study to demon-
strate that small changes in the icon 
could make a big difference in how it 
would be interpreted. Just when we 
thought we were done, the OAG 
reached out to us again and we put oth-
er work on hold so that we could rede-
sign our experimental protocol and 
perform another evaluation.

This story  
provides a case study  
of how academic 
researchers  
can refocus  
their research  
to answer 
policymakers’ 
questions.

Figure 2. In the combination icon and link text study participants were shown this screen 
shot of a fictitious footwear website with an icon and link text highlighted.
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out how to exercise them.7 A standard-
ized icon is a good first step toward in-
creasing the discoverability of privacy 
choices and raising awareness about 
them. Ultimately, the use of standard-
ized protocols interfacing with usable 
“personal privacy assistants”4 will al-
low users to make flexible fine-grained 
privacy choices that adjust according 
to each user’s preferences and context 
across all websites, apps, and devices. 

References
1. Cranor, L.F. et al. CCPA Opt-out icon testing—phase 2. 

May 28, 2020; https://oag.ca.gov/sites/all/files/agweb/
pdfs/privacy/dns-icon-study-report-052822020.pdf

2. Cranor, L.F. et al. Design and Evaluation of a Usable 
Icon and Tagline to Signal an Opt-Out of the Sale 
of Personal Information as Required by CCPA. 
February 4, 2020; http://cups.cs.cmu.edu/pubs/
CCPA2020Feb04.pdf

3. Cranor, L.F. et al. User Testing of the Proposed CCPA 
Do-Not-Sell Icon. February 24, 2020. http://cups.
cs.cmu.edu/pubs/CCPA2020Feb24.pdf

4. Das, A. et al. Personalized privacy assistants for the 
Internet of Things: Providing users with notice and 
choice. IEEE Pervasive Computing 17, 3 (Jul.–Sep. 
2018), 35–46; DOI:10.1109/MPRV.2018.03367733

5. Emami-Naeini, P. et al. Ask the experts: What 
should be on an IoT privacy and security label? 
In Proceedings of the 2020 IEEE Symposium on 
Security and Privacy (San Francisco, CA, USA, 2020), 
pp. 447-464. DOI:https://doi.ieeecomputersociety.
org/10.1109/SP40000.2020.00043

6. Giovanni Leon, P. What do online behavioral 
advertising privacy disclosures communicate to 
users? In Proceedings of the 2012 ACM workshop 
on Privacy in the electronic society (WPES ‘12). ACM, 
New York, NY, USA, 2012, 19–30; DOI:https://doi.
org/10.1145/2381966.2381970

7. Habib, H. It’s a scavenger hunt: Usability of Websites’ 
opt-out and data deletion choices. In Proceedings of the 
2020 CHI Conference on Human Factors in Computing 
Systems (CHI ‘20). ACM, New York, NY, USA, 2020, 
1–12; DOI:https://doi.org/10.1145/3313831.3376511

8. Habib, H. et al. Toggles, dollar signs, and triangles: 
How to (in)effectively convey privacy choices with 
icons and link texts. In Proceedings of the CHI 
Conference on Human Factors in Computing Systems 
(CHI ’21) (May 2021, Yokohama, Japan). ACM, New 
York, NY; https://doi.org/10.1145/3411764.3445387

9. Kelley, P.G., Cranor, L.F., and Sadeh, N. Privacy 
as part of the app decision-making process. In 
Proceedings of the SIGCHI Conference on Human 
Factors in Computing Systems (CHI ‘13). ACM, New 
York, NY, USA, 2013, 3393–3402; DOI:https://doi.
org/10.1145/2470654.2466466

10. Kelley, P.G. et al. Standardizing privacy notices: 
an online study of the nutrition label approach. In 
Proceedings of the SIGCHI Conference on Human 
Factors in Computing Systems (CHI ‘10). ACM, New 
York, NY, USA, 2010, 1573–1582. DOI:https://doi.
org/10.1145/1753326.1753561

11. Redmiles, E.M., Kross, S., and Mazurek, M.L. How 
well do my results generalize? Comparing security 
and privacy survey results from mturk, web, and 
telephone samples. In Proceedings of the 2019 IEEE 
Symposium on Security and Privacy, 1326–1343; 
DOI:10.1109/SP.2019.00014.

12. Schaub, F. and Cranor, L.F. Usable and useful 
privacy interfaces. In An Introduction to Privacy 
for Technology Professionals, Travis D. Breaux, Ed., 
IAPP (2020), 176–238; https://iapp.org/media/pdf/
certification/IAPP-Intro-to-Privacy-for-Tech-Prof-
SAMPLE.pdf

Lorrie Faith Cranor (lorrie@cmu.edu) is Director and 
Bosch Distinguished Professor in Security and Privacy 
Technologies, CyLab Security and Privacy Institute 
and FORE Systems Professor, Computer Science and 
Engineering & Public Policy, Carnegie Mellon University, 
Pittsburgh, PA, USA.

Copyright held by author.

The combined expertise of our re-
search team, the availability of flexible 
research funding, and the ability to 
conduct studies quickly and inexpen-
sively using crowd workers allowed us 
to provide timely research that in-
formed public policymaking. While 
crowd working platforms that do not 
offer demographically representative 
samples have their limitations, they are 
useful inexpensive tools for carrying 
out studies like these where the focus is 
on comparing alternatives.10

In the end, this project has resulted 
in a forthcoming CHI 2021 paper,8 a 
case study I will use in my usable pri-
vacy and security class, and an icon 
that may soon appear on websites. 
Moving forward, I am hopeful that 
websites will adopt the stylized-toggle 
icon not only for CCPA compliance, but 
also to point users toward a “Privacy 
Options” page with all of their privacy 
choices and settings in one place.

In a world where privacy is increas-
ingly threatened by online trackers and 
ubiquitous sensors, how much can a lit-
tle blue privacy icon accomplish, especial-
ly when its use is entirely optional? While 
an icon alone will not protect privacy, it 
can make it easy for users to find infor-
mation about their privacy choices. We 
have seen in our research that Internet 
users are not always aware they have pri-
vacy choices, and they struggle to figure 

In a world 
where privacy 
is increasingly 
threatened  
by online trackers 
and ubiquitous 
sensors, how 
much can a little 
blue privacy 
icon accomplish, 
especially when  
its use is  
entirely optional?
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most well known and weighty versions of 
this dilemma was faced by scientists in-
volved in the development and use of the 
atomic bomb.18 The dilemma also arose 
for computer scientists as plans for the 
Strategic Defense Initiative were taking 
shape14 as well as when encryption tech-
niques were first debated.13

Although some technical experts 
may decide not to work on or with the 
synthetic media technologies under-
lying deep fakes, many will likely at-
tempt to navigate more complicated 
territory, trying to avoid doing harm 
and reap the benefits of the technology. 
Those who take this route must recog-
nize they may actually enable negative 
social consequences and take steps to 
reduce this risk.

S
Y N THE TIC MEDIA TECHNOLO-

GIE S are rapidly advancing, 
making it easier to gener-
ate nonveridical media that 
look and sound increasing-

ly realistic. So-called “deepfakes” (ow-
ing to their reliance on deep learning) 
often present a person saying or doing 
something they have not said or done. 
The proliferation of deepfakesa creates 
a new challenge to the trustworthiness 
of visual experience, and has already 
created negative consequences such 
as nonconsensual pornography,11 po-
litical disinformation,19 and financial 
fraud.3 Deepfakes can harm viewers 
by deceiving or intimidating, harm 
subjects by causing reputational dam-
age, and harm society by undermining 
societal values such as trust in institu-
tions.7 What can be done to mitigate 
these harms?

It will take the efforts of many differ-
ent stakeholders including platforms, 
journalists, and policymakers to coun-
teract the negative effects of deepfakes. 
Technical experts can and should play 
an active role. Technical experts must 
marshall their expertise—their under-
standing of how deepfake technolo-
gies work, their insights into how the 
technology can be further developed 
and used—and direct their efforts to 
find solutions that allow the beneficial 
uses of synthetic media technologies 
and mitigate the negative effects. While 

a See https://bit.ly/3qY0Lua

successful interventions will likely be 
interdisciplinary and sociotechnical, 
technical experts should play a role by 
designing, developing, and evaluat-
ing potential technical responses and 
in collaborating with legal, policy, and 
other stakeholders in implementing 
social responses.

The Responsibilities  
of Technical Experts
Deepfakes pose an age-old challenge for 
technical experts. Often as new technol-
ogies are being developed, their dangers 
and benefits are uncertain and the dan-
gers loom large. This raises the question 
of whether technical experts should even 
work on or with a technology that has 
the potential for great harm. One of the 

˲ Susan J. Winter, Column Editor 

Computing Ethics 
What To Do  
About Deepfakes 
Seeking to reap the positive uses of synthetic media  
while minimizing or preventing negative societal impact. 

DOI:10.1145/3447255 Deborah G. Johnson and Nicholas Diakopoulos

A deepfake video from a December 25, 2020, posting “Deepfake Queen: 2020 Alternative 
Christmas Message” (source https://youtu.be/IvY-Abd2FfM). 
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can verify and fact check the media 
they consume and are, therefore, less 
likely to be misled. While many stake-
holders, from journalists to platforms 
and policymakers, can contribute to 
increased education and media liter-
acy, technical experts are crucial.

Because of their knowledge, techni-
cal experts are in the best position to 
identify the limitations of deepfakes 
and recommend ways that viewers and 
fact checkers can learn to recognize 
those limitations. For example, some 
of the early deepfake methods were not 
able to convincingly synthesize eyes, 
and so individuals could be taught to 
carefully examine eyes and blinking. 
Of course, the technology is changing 
rapidly (newer methods can synthesize 
eyes accurately), so technical experts 
must be at the forefront of translating 
the latest technical capabilities into 
guidelines. Technical experts could 
also facilitate media literacy by push-
ing a norm that those who publish 
new methods for media synthesis al-
ways include a section specifying how 
synthesis using the new method could 
be detected. Including this informa-
tion in publicly available publications 
would facilitate media literacy.

Subject Defense. Technical experts 
should contribute to the development 
of technical strategies that help indi-
viduals avoid becoming victims of 
malicious deepfakes. While viewers 
can be deceived by deepfakes, those 
who are depicted in deepfakes can 
also be harmed. Their reputations 
can be severely damaged when they 
are falsely shown to be speaking inap-
propriately or engaged in sordid be-
havior. As well, the subjects of deep-
fakes have their persona (their 
likeness and voice) taken and used 
without their consent, resulting in 
misattribution that either exploits or 
denigrates their reputation according 
to the goals of the deepfake creator. 
Deepfakes may also be used to threaten 
and intimidate subjects. 

Here there are a variety of technical 
approaches that experts could take. 
They can develop more sophisticated 
identity monitoring technology that 
could alert individuals when their 
likeness appears online. An individual 
could enroll using a sample photo, 
video, or audio clip, and be notified if 
their likeness (real or synthetic) ap-

Responsibility can be diffuse and 
ambiguous. Any deepfake involves 
multiple actors who create the deep-
fake, develop the tool used to make 
it, provide the social media platform 
for amplification, redistribute it, and 
so on. Since multiple actors contrib-
uted, accountability is unclear, setting 
the stage for a dangerous blame game 
where no one is held responsible. Le-
gal interventions will also be stymied 
by difficulties in determining jurisdic-
tion for punishing deepfake creators,5 
and by the need to strike a balance 
with free speech concerns for platform 
publication.18 Still, ethically, each ac-
tor is responsible for what they do as 
well as what they fail to do, particularly 
if a negative consequence might have 
been averted. Technical experts have 
an ethical responsibility to avoid or 
mitigate the potential negative conse-
quences of their contributions.

Consider DeepNude, an app that 
converts images of clothed women 
into nude images. It is not only end 
users that are doing harm with the 
app. The developer is reported to have 
said that he did not expect the app to 
go viral, and later withdrew it from 
the marketplace.6 In defense of the 
developer, some could consider him 
thoughtless but not ill-intended. This, 
however, misses the fact that the tool 
was designed for a purpose that inher-
ently objectifies women. The negative 
outcome of the app was not difficult to 
foresee, and the designer bears some 
responsibility for the harm caused.

Many technical experts will work on 
more generic synthetic media technol-
ogies that have diverse applications 
and uses even they cannot foresee. But 
despite the uncertainty of future uses 
they still are not entirely off the hook 
ethically. Responsibility in this case 
is less about blame than about mak-
ing conscientious efforts to identify 
the potential uses of their creations 
in the hands of a variety of users with 
ill as well as good intent.4 NeurIPS, a 
premier conference in the field of AI, 
is trying to enforce this ethical respon-
sibility by requiring submissions to in-
clude a “Broader Impact” section that 
addresses both potential positive and 
negative social impacts.b Technical 
experts must go a step further though: 

b See https://bit.ly/3qh8AuC

not to just think or write about social 
impacts, but to design tools and tech-
niques that limit the possibility of 
harmful or dangerous use.

How to Be Part of the Solution
Individually and collectively, the be-
havior of technical experts in the field 
of synthetic media is coming under 
scrutiny. They should be expected to, 
and should expect one another to, be-
have in ways that diminish the negative 
effects of deepfakes. Research and de-
velopment of synthetic media will be 
better served if technical experts see 
themselves as part of the solution, and 
not the problem. Here are three areas 
where technical experts can make posi-
tive contributions to the development 
of synthetic media technologies: edu-
cation and media literacy, subject de-
fense, and verification.

Education and Media Literacy. 
Technical experts should speak out 
publicly (as some already have) about 
the capabilities of new synthetic me-
dia. Deepfakes have enormous poten-
tial to deceive viewers and undermine 
trust in what they see, but the possi-
bility of such deception is diminished 
when viewers understand synthetic me-
dia and what is possible. For example, 
were individuals taught to spot char-
acteristic flaws that might give deep-
fakes away, they would be empowered 
to use their own judgment about what 
to believe and what not to believe. 
More broadly, media literate people 

Deepfakes pose  
an age-old challenge 
for technical experts. 
Often as new 
technologies  
are being developed, 
their dangers  
and benefits  
are uncertain  
and the dangers  
loom large.

https://bit.ly/3qh8AuC
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peared on particular platforms. Of 
course, this type of response would 
come with difficult sociotechnical 
challenges, including obtaining the 
cooperation of platforms to provide 
data for monitoring and addressing 
the resulting privacy implications. 
Other approaches to subject defense 
could involve everything from water-
marking and blockchain to new 
techniques to limit the accessibility, 
usability, or viability of training data 
for deepfake model development. 
Chesney and Citron5 suggest the de-
velopment of immutable life logs 
tracking subjects’ behavior so that a 
victim can “produce a certified alibi 
credibly proving that he or she did not 
do or say the thing depicted.” These 
are only a few suggestions; the point 
is that technical experts should help 
develop ways to counteract the nega-
tive effects of deepfakes for individu-
als who may be targeted.

Verification. Technical experts 
should develop and evaluate verifi-
cation strategies, methods, and inter-
faces. The enormous potential of deep-
fakes to deceive viewers, harm subjects, 
and challenge the integrity of social 
institutions such as news reporting, 
elections, business, foreign affairs, and 
education, makes verification strate-
gies an area of great importance.

Verification techniques can be a 
powerful antidote because they make 
it possible to identify when video, au-
dio, or text has been manipulated. 
While state-of-the-art detection sys-
tems may reach accuracy in the 90%+ 
range,1 they are also typically limited 
in scope, that is, they may work on fa-
miliar datasets but struggle to 
achieve comparable accuracy on un-
seen data or media “in the wild.”8 For 
instance, a reduction in visual encod-
ing quality, or the fine-tuning of a 
model on a new dataset may chal-
lenge the detector.2,16 Technical re-
search on automated detection con-
tinues, with the recent Deepfake 
Detection Challenge drawing thou-
sands of entries and resulting in the 
release of a vast dataset to help devel-
op new algorithms.8 To spur work on 
in this area NIST has organized the 
Media Forensics Challenge over the 
past several years,c  and other work-
shops on Media Forensics have also 
convened to advance research and 

share best practices.d Another avenue 
for further technical work is in build-
ing human-centered interactive tools 
to support semiautomated detection 
and verification workflows.9,10,17 

In practice a combination of auto-
mated and semiautomated detec-
tion may be most prudent.15 Ulti-
mately, once verification tools are 
developed there will be yet another 
layer of sociotechnical challenges 
for tool deployment, from consider-
ing adversarial scenarios and access 
issues, to output explanations and in-
tegration with broader media verifica-
tion workflows.12

There is no doubt that synthetic 
media can be used for beneficial pur-
poses, such as in entertainment, his-
torical reenactment, education, and 
training. The pressing challenge is to 
reap the positive uses of synthetic me-
dia while preventing or at least mini-
mizing the harms. We are encouraged 
by efforts in industry and academia to 
grapple directly with ethics and soci-
etal impact as new innovations in syn-
thetic media advance.e And, as we laid 
out in this column, there are numerous 
opportunities to direct effort in but-
tressing against some of the worst out-
comes. The challenge can only be met 
with the sustained efforts of technical 
experts. Let’s get to it! 

c See https://bit.ly/3qduL5c
d Workshop on Media Forensics; https://bit.

ly/2KCWVYb
e For industry, see for example: https://bit.

ly/3iDIVdk; for academia, see for example Fried, 
Ohad, et al. Text-based editing of talking-head 
video. ACM Transactions on Graphics 38, 4 ACM 
(2019), 1–14; doi:10.1145/3306346.3323028

Research and 
development  
of synthetic media 
will be better served 
if technical experts 
see themselves as 
part of the solution, 
and not the problem.
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Science and Public Policy
When making important decisions 
governments around the world usually 
seek the advice of the best scientists 
available to apply relevant theory and 
data to draw conclusions on the likely 
outcomes of policies. Scientists, the 
media and the general public usually 
approve and applaud this commitment 
to “evidence-based policy.” Science is 
seen as stronger than the multitude of 
opinions from ideologies and dogmas. 
In this spirit governments around the 

I
S SCIENCE JUST another opin-
ion? As the weeks unfold into 
months in the COVID-19 pan-
demic, scientists have struggled 
to understand the disease, how 

best to treat it, and how to find a vac-
cine. The frustration over new out-
breaks and the difficulties of contain-
ing the disease have embroiled 
mainstream politics. Some politicians, 
claiming their policies are science-
based, handpick scientists whose ex-
pert opinions align with their political 
views. Scientists appear on talk-show 
panels where their expert opinions are 
treated like the political opinions—
with admiration if they agree with 
yours, disdain if they do not.

Treating science as if it is just an-
other opinion is a disservice to sci-
ence and to humanity. As computing 
professionals, we rely on science to 
support our work and give confidence 
that our systems can be trusted. What 
makes science different from politi-
cal, journalistic, barroom, or dinner-
table opinions?

Scientists investigate the natural and 
social worlds to understand how things 
work and learn their laws of operation. 
Many scientific laws begin as profes-
sional opinions, or hypotheses, that 
evolve into statements that are so well 
supported by evidence that no one 
doubts them. When this happens, the 
statements are called “settled science.” 
The profession of science has adopted a 
“scientific method”—a standard way of 
formulating and proving or disproving 

scientific hypotheses. Science is open to 
the possibility that new evidence may 
disrupt settled science. In other words, 
science is never sure it has discovered 
“truth.” To look at science as a method 
of finding truth is hubris. The issue is 
not who has the “truth,” but whose 
claims deserve more credence.

Let us investigate why that scien-
tists doing their best work on new 
questions may disagree. The disagree-
ments hasten the journey to settling 
the scientific questions.

The Profession of IT   
Science Is Not  
Another Opinion 
The issue is not who has the “truth,”  
but whose claims deserve more credence.

DOI:10.1145/3447257 Peter J. Denning and Jeffrey Johnson

http://dx.doi.org/10.1145/3447257


MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     37

viewpoints

V dence is strong enough to be taken as 
falsification. The social sciences, re-
jected by Popper as sciences, by and 
large accept the need for evidence and 
for rigorous statistical testing of their 
hypotheses about human behavior. Sta-
tistical testing has limitations. The usu-
al “95% confidence” means that one in 
20 conclusions may not be supported 
by the evidence. Similarly, the statisti-
cal methods of medical sciences in 
double-blind clinical testing allow a 
small number of trials to fail as long as 
the vast majority support the claims.

Disagreement between scientists is 
a normal, healthy part of the scientific 
process. When something completely 
new like COVID-19 appears scientists 
will explain the early observations with 
a variety of theories and explanations. 
The scientific process culls out the the-
ories that can be refuted and moves to a 
consensus on the ones strongly sup-
ported by evidence. Even among those 
that fit the existing observations some 
can be falsified by new observations. All 
these early theories are scientific, even 
though they may contradict each other. 
The worldwide search for a vaccine was 
scientific even though its outcome was 
uncertain because everyone was pre-
pared to abandon a candidate vaccine if 
the evidence showed it did not work.

The Dual Nature of Science
There is a paradox in science that you 
might not have much thought about. 
On the one hand, the historical ac-
counts of settled science are familiar, 
reasoned, and methodical. On the oth-
er hand, the actual work of investigat-
ing and verifying hypotheses is fraught 
and often chaotic. How can science be 
methodical and chaotic at the same 
time? How does science resolve chaos 
into order?

This paradox has serious implica-
tions during times when science is 
searching for answers that have yet to 
be found, as in the COVID crisis. To 
outsiders, it may seem the chaos indi-
cates that the scientific process has 
collapsed and is not working, and that 
the claims of scientists cannot be 
trusted. In fact, the chaos is an inte-
gral part of the workings of science 
and dealing with it is necessary to 
achieve settled science.

Bruno Latour addresses this para-
dox in his book Science in Action.1 He 

world initially took a science-based ap-
proach to the coronavirus pandemic of 
2020 and frequently said, “Our policy 
follows the science.”

This arrangement endured for 
some time, especially in the early days 
when nobody really understood what 
was going on as the number of infect-
ed people soared exponentially and 
hospitals filled up alarmingly with 
sick and dying people. In the face of 
this existential crisis most people 
wanted to pull together and stand be-
hind their governments.

Scientists in many countries built 
models to predict the spread of the dis-
ease and evaluate which possible inter-
ventions were most likely to contain it. 
In the U.K., the government turned to its 
Scientific Advisory Group of Experts 
(SAGE), which is made up of some of the 
most eminent and respected scientists 
in the country. Relying on models devel-
oped by Neil Ferguson of London’s pres-
tigious Imperial College, SAGE advised 
that severely restricting citizen move-
ment and contact was the most effective 
means to “flatten the curve” and keep 
hospitals from being overwhelmed. The 
U.K. government introduced a severe 
lockdown on March 23, 2020 that 
caused the most massive social and eco-
nomic shock in 70 years. Many other 
countries followed suit and a worldwide 
economic depression quickly followed.

As these draconian measures were 
introduced dissenting voices began to 
be heard from citizens groups, econo-
mists, the wider scientific community, 
and even from within SAGE. It became 
common to hear scientists disagree-
ing with each other on the radio and 
TV. Now “following the science’’ lost 
its certainty as the politicians, media, 
and public realized that there was no 
single clear and authoritative scientif-
ic account. The media depicted the 
scientific community as a squabbling 
rabble. In the eyes of some science be-
came discredited and it became obvi-
ous that government policy was being 
driven by political ideologies that 
overrode the science.

Had Science Failed?
Definitely not. Worldwide science has 
performed magnificently during the 
pandemic. In January 2020, we knew 
almost nothing about COVID-19. Its 
spread was declared to be a pandemic 

by the World Health Organization 
three months later. Scientists have 
accumulated and synthesized a huge 
amount of knowledge in a very short 
period, much of which is not contest-
ed. With the help of massive political 
support, science and industry found 
three effective vaccines for COVID-19 
in a record time of less than a year. 
Science is working and doing what 
it is supposed to do. To understand 
the achievements and contribution 
of science to the existential threat of 
COVID-1 it is necessary to understand 
the scientific process and the contin-
gent nature of scientific knowledge.

In his 1934 book Logik der Forschung 
(The Logic of Scientific Discovery), 
Karl Popper established the principle 
of falsifiability as the main criterion dis-
tinguishing science from non-science. 
Falsifiability means a scientific claim is 
open to being shown wrong. Newton’s 
laws (1687) were unchallenged for the 
next 200 years because no one found 
any contrary evidence until the Michel-
son-Morley experiment in 1887. Then 
in 1905 Albert Einstein’s theory of rela-
tivity falsified Newton’s laws for objects 
moving close to the speed of light. Ein-
stein’s theory inspired great skepti-
cism. The skepticism broke in 1919 
when Arthur Eddington’s solar eclipse 
experiment exactly confirmed the bend-
ing of light p assing near the sun, an im-
portant prediction of Einstein’s theory.2 
Then, some of Einstein’s theory was over-
thrown by quantum mechanics in the 
mid-1920s. Popper claimed that other 
theories such as Marx’s economics and 
Freud’s psychoanalysis cannot be em-
pirically falsified and are not science.

The falsifiability principle is not as 
definitive as Popper made it out to be. 
Scientists frequently argue over 
whether apparently contradictory evi-

Disagreement 
between scientists  
is a normal,  
healthy part of  
the scientific process.
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ent programming languages or soft-
ware development processes. These 
communities and their interpreta-
tions are durable—when a community 
tries to present falsifying evidence to 
the other side, the other side instead 
finds a way to interpret that evidence 
as supportive of its interpretation.

A scientific interpretation must be 
accepted by a scientific community to 
be considered settled. Scientific facts 
are interpretations accepted by a whole 
scientific community with no dissenters. 
Different communities can and do 
evolve different statements of scien-
tific facts based on the same evidence.

Working Science Pierces 
the Fog of Uncertainty
These two faces are integral parts of 
science. Science has a dual nature. We 
all need to be aware of it and respect 
it. The chaos of science-in-the-making 
will evolve either into settled hypoth-
eses or rejected hypotheses.

When outsiders look in at a time of 
chaos, they will see hypotheses floating 
around but no general agreement. It 
will seem that scientists don’t agree— 
and that is exactly right. However, the 
disagreements do not mean that sci-
ence is not working. The debates and 
controversies are essential to settle or 
reject hypotheses.

The front edge of science—the 
boundary region between the known 
and the unknown—seethes with uncer-
tainties. Scientists must be prepared 
not only to apply wisely what is known, 
but also to find their way through the 
fog of uncertainty as they search for 
what can be known. 
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makes a fundamental distinction 
between “ready-made-science” and 
“science-in-the-making.” Ready-made 
science, also called settled science, is 
the models, theories, and laws that are 
now taken for granted and are ready 
for use to build systems and make pre-
dictions about nature and the heav-
ens. Science-in-the-making is quite 
unsettled because scientists do not yet 
know if a hypothesis is verifiable or 
how to go about verifying it. It is in-
fused with uncertainties, controver-
sies, dead ends, and fierce debates 
among scientists. It is highly emotion-
al, passionate, and unsettling. Latour 
illustrates his point with a detailed 
analysis of the hypothesis that DNA is 
a double helix. Today that statement is 
taken for granted and is the basis of 
gene sequencing, genetic engineering, 
DNA analysis, CRISPR gene editing, 
and more. But the process of coming 
to this conclusion was fraught with 
disputes among the leading scientists, 
emotional name-calling, misfired 
claims of first discovery, and supreme 
disappointments about being up-
staged. Latour grounds this with ex-
tensive quotes from the writings of the 
scientists involved at the time.

Latour depicts this dual nature of 
science with an image the two-faced 
Roman God, Janus. One face, seasoned 
and creased with lines of wisdom, 
looks back over all that has happened 
and tells us what is true and repeat-
able. The other face, youthful and 
brash, looks forward and tries to make 
sense of the unknown ahead. These 
opposing faces embody inverted inter-
pretations of the world. Latour illus-
trates with contrasting aphorisms 
such as in the table here.

How does a hypothesis move from 
uncertainty to settled science? Favorable 
evidence increases confidence in the 
hypothesis. Unfavorable evidence de-
creases it. The processes of science—
such as publication, exchanges at 
professional meetings, debates, round-

tables, extensive experimentation and 
testing—all contribute to removing 
doubt about the original hypothesis. 
When all the doubt has been removed 
and there are no remaining dissenters, 
the scientific community accepts the 
hypothesis as a fact. Latour says that 
the process of scientific settlement is 
one of hypotheses accumulating allies 
until there are no more dissenters. It is 
intensely social.

Some people do not like the notion 
that scientific interpretations are so-
cial inventions. They think that scien-
tists are teasing out fundamental, im-
mutable truths about the world. Social 
construction allows the possibility 
that different communities could 
adopt different systems of interpreta-
tion of the same phenomena. And ex-
actly that has happened. Western and 
Chinese medicine are different sys-
tems for interpreting and treating 
symptoms of diseases. Biology in-
cludes a community that accepts the 
theory of evolution and another that 
accepts the theory of intelligent de-
sign by a higher being. Strong and 
weak artificial intelligence are differ-
ent systems for interpreting machine 
implementations of cognitive pro-
cesses. Within computing there are 
different communities around differ-

Different 
communities  
can and do evolve 
different statements 
of scientific facts  
based on  
the same evidence.

Contrasting aphorisms (from Latour1). 

Ready-made-science Science-in-the-making

When things are true, they hold When things hold, they start becoming true.

Find the most efficient system Decide what efficiency means

Innovation is the adoption of new ideas New ideas are the results of adoptions

Science is stronger than the multitude of opinions How to tell which opinions hold
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I
N  THE  E A RLY 1960s, the lan-
guages Fortran (John Backus, 
IBM) for scientific, and Cobol 
(Jean Sammet, IBM, and DoD) 
for commercial applications 

dominated. Programs were written on 
paper, then punched on cards, and one 
waited a day for the results. Program-
ming languages were recognized as 
essential aids and accelerators of the 
programming process.

In 1960, an international committee 
published the language Algol 60.1 It was 
the first time a language was defined by 
concisely formulated constructs and by 
a precise, formal syntax. Two years lat-
er,  it was recognized that a few correc-
tions and improvements were needed. 
Mainly, however, the range of applica-
tions should be widened, because Algol 
60 was intended for scientific calcula-
tions (numerical mathematics) only. 
Under the auspices of IFIP a Working 
Group (WG 2.1) was established to 
tackle this project.

The group consisted of about 40 
members with almost the same num-
ber of opinions and views about what 
a successor of Algol should look like. 
There ensued many discussions, and 
on occasions the debates ended even 
bitterly. Early in 1964 I became a mem-
ber, and soon was requested to prepare 
a concrete proposal. Two factions had 
developed in the committee. One of 
them aimed at a second, after Algol 60, 
milestone, a language with radically 
new, untested concepts and pervasive 
flexibility. It later became known as 
Algol 68. The other faction remained 
more modest and focused on realistic 
improvements of known concepts. 

Viewpoint 
50 Years of Pascal
The Pascal programming language creator Niklaus Wirth 
reflects on its origin, spread, and further development.

DOI:10.1145/3447525 Niklaus Wirth

A poster of Pascal’s syntax diagrams strongly identified with Pascal.
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influenced by the new discipline of 
structured programming, advocated 
primarily by E.W. Dijkstra to avert the 
threatening software crisis (1968).

Pascal was published in 1970 and 
for the first time used in large courses 
at ETH Zurich on a grand scale. We 
had even defined a subset Pascal-S 
and built a smaller compiler, in order 
to save computing time and memory 
space on our large CDC computer, and 
to reduce the turnaround time for stu-
dents. Back then, computing time and 
memory space were still scarce.

Pascal’s Spread and Distribution
Soon Pascal became noticed at several 
universities, and interest rose for its 
use in classes. We received requests for 
possible help in implementing compil-
ers for other large computers. It was 
my idea to postulate a hypothetical 
computer, which would be simple to 
realize on various other mainframes, 
and for which we would build a Pas-
cal compiler at ETH. The hypotheti-
cal computer would be quickly imple-
mentable with relatively little effort 
using readily available tools (assem-
blers). Thus emerged the architecture 
Pascal-P (P for portable), and this tech-
nique proved to be extremely success-
ful. The first clients came from Belfast 
(C.A.R. Hoare). Two assistants brought 
two heavy cartons of punched cards to 
Zurich, the compiler they had designed 
for their ICL computer. At the border, 
they were scrutinized, for there was the 
suspicion that the holes might contain 
secrets subject to custom fees. All this 
occurred without international project 
organizations, without bureaucracy 
and research budgets. It would be im-
possible today.

An interesting consequence of these 
developments was the emergence of 
user groups, mostly of young enthusiasts 
who wanted to promote and distribute 
Pascal. Their core resided under Andy 
Mickel in Minneapolis, where they 
regularly published a Pascal Newslet-
ter. This movement contributed signifi-
cantly to the rapid spread of Pascal.

Several years later the first microcom-
puters appeared on the market. These 
were small computers with a processor 
integrated on a single chip and with 
8-bit data paths, affordable by private 
persons. It was recognized that Pascal 
was suitable for these processors, due to 

After all, time was pressing: PL/1 of 
IBM was about to appear. However, my 
proposal, although technically realis-
tic, succumbed to the small majority 
that favored a milestone.

It is never sufficient to merely postu-
late a language on paper. A solid com-
piler also had to be built, which usually 
was a highly complex program. In this 
respect, large industrial firms had an 
advantage over our Working Group, 
which had to rely on enthusiasts at 
universities. I left the Group in 1966 
and devoted myself together with a few 
doctoral students at Stanford Univer-
sity to the construction of a compiler 
for my proposal. The result was the 
language Algol W,2 which after 1967 
came into use at many locations on 
large IBM computers. It became quite 
successful. The milestone Algol 68 did 
appear and then sank quickly into ob-
scurity under its own weight, although 
a few of its concepts did survive into 
subsequent languages.

But in my opinion Algol W was 
not perfectly satisfactory. It still con-
tained too many compromises, having 
emerged from a committee. After my 
return to Switzerland, I designed a lan-
guage after my own preferences: Pas-
cal. Together with a few assistants, we 
wrote a user manual and constructed 
a compiler. In the course of it, we had 
a dire experience. We intended to de-
scribe the compiler in Pascal itself, 
then translate it manually to Fortran, 
and finally compile the former with the 
latter. This resulted in a great failure, 
because of the lack of data structures 
(records) in Fortran, which made the 
translation very cumbersome. After 
this unfortunate, expensive lesson, a 
second try succeeded, where in place of 
Fortran the local language Scallop (M. 
Engeli) was used.

Pascal
Like its precursor Algol 60, Pascal2 fea-
tured a precise definition and a few 
lucid, basic elements. Its structure, 
the syntax, was formally defined in Ex-
tended BNF.3 Statements described as-
signments of values to variables, and 
conditional and repeated execution. Ad-
ditionally, there were procedures, and 
they were recursive. A significant exten-
sion were data types and structures: Its 
elementary data types were integers and 
real numbers, Boolean values, charac-

ters, and enumerations (of constants). 
The structures were arrays, records, files 
(sequences), and pointers. Procedures 
featured two kinds of parameters, value- 
and variable-parameters. Procedures 
could be used recursively. Most essen-
tial was the pervasive concept of data 
type: Every constant, variable, or func-
tion was of a fixed, static type. Thereby 
programs included much redundancy 
that a compiler could use for checking 
type consistency. This contributed to 
the detection of errors, and this before 
the program’s execution.

Just as important as addition of fea-
tures were deletions (with respect to 
Algol). As C.A.R. Hoare once remarked: 
A language is characterized not only by 
what it permits programmers to speci-
fy, but even more so by what it does not 
allow. In this vein, Algol’s name param-
eter was omitted. It was rarely used, 
and caused considerable complica-
tions for a compiler. Also, Algol’s own 
concept was deleted, which allowed 
local variables to be global, to “sur-
vive” the activation of the procedure to 
which it was declared local. Algol’s for 
statement was drastically simplified, 
eliminating complex and hard to un-
derstand constructs. But the while and 
repeat statements were added for sim-
ple and transparent situations of rep-
etition. Nevertheless, the controversial 
goto statement remained. I considered 
it too early for the programming com-
munity to swallow its absense. It would 
have been too detrimental for a general 
acceptance of Pascal.

Pascal was easy to teach, and it cov-
ered a wide spectrum of applications, 
which was a significant advantage over 
Algol, Fortran, and Cobol. The Pascal 
System was efficient, compact, and 
easy to use. The language was strongly 

Rapidly computers 
became faster, and 
therefore demands 
on applications grew, 
as well as those  
on programmers.



MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     41

viewpoints

its compact compiler that would fit into 
the small memory (64K). A group under 
Ken Bowles at the University of San Di-
ego, and Philippe Kahn at Borland Inc. 
in Santa Cruz surrounded our compiler 
with a simple operating system, a text 
editor, and routines for error discovery 
and diagnostics. They sold this package 
for $50 on floppy disks (Turbo Pascal). 
Thereby Pascal spread immediately, 
particularly in schools, and it became 
the entry point for many to program-
ming and computer science. Our Pascal 
manual became a best-seller.

This spreading did not remain re-
stricted to America and Europe. Russia 
and China welcomed Pascal with en-
thusiasm. This I became aware of only 
later, during my first travels to China 
(1982) and Russia (1990), when I was 
presented with a copy of our manual 
written in (for me) illegible characters 
and symbols.

Pascal’s Successors
But time did not stand still. Rapidly 
computers became faster, and there-
fore demands on applications grew, as 
well as those on programmers. No lon-
ger were programs developed by single 
persons. Now they were being built by 
teams. Constructs had to be offered by 
languages that supported teamwork. 
A single person could design a part of 
a system, called a module, and do this 
relatively independently of other mod-
ules. Modules would later be linked and 
loaded automatically. Already Fortran 
had offered this facility, but now a link-
er would have to verify the consistency 
of data types also across module bound-
aries. This was not a simple matter!

Modules with type consistency check-
ing across boundaries were indeed the 
primary extension of Pascal’s first suc-
cessor Modula-24 (for modular language, 
1979). It evolved from Pascal, but also 
from Mesa, a language developed at 
Xerox PARC for system programming, 
which itself originated from Pascal. 
Mesa, however, had grown too wildly 
and needed “taming.” Modula-2 also 
included elements for system pro-
gramming, which admitted constructs 
that depended on specific properties 
of a computer, as they were necessary 
for interfaces to peripheral devices or 
networks. This entailed sacrificing the 
essence of higher languages, namely 
machine-independent programming. 

Fortunately, however, such parts 
could now be localized in specific 
“low-level” modules, and thereby be 
properly isolated.

Apart from this, Modula contained 
constructs for programming con-
current processes (or quasiparallel 
threads). “Parallel programming” was 
the dominant theme of the 1970s. 
Overall, Modula-2 grew rather complex 
and became too complicated for my 
taste, and for teaching programming. 
An improvement and simplification 
appeared desirable.

From such deliberations emerged 
the language Oberon,5 again after a 
sabbatical at Xerox PARC. No longer 
were mainframe computers in use, 
but powerful workstations with high-
resolution displays and interactive us-
age. For this purpose, the language and 
interactive operating system Cedar had 
been developed at PARC. Once again, a 
drastic simplification and consolida-
tion seemed desirable. So, an operat-
ing system, a compiler, and a text editor 
were programmed at ETH for Oberon. 
This was achieved by only two program-
mers—Wirth and Gutknecht—in their 
spare time over six months. Oberon 
was published in 1988. The language 
was influenced by the new discipline 
of object-oriented programming. How-
ever, no new features were introduced 
except type extension. Thereby for the 
first time a language was created that 
was not more complex, but rather sim-
pler, yet even more powerful than its 
ancestor. A highly desirable goal had 
finally been reached.

Even today Oberon is successfully 
in use in many places. A breakthrough 
like Pascal’s, however, did not occur. 
Complex, commercial systems are too 
widely used and entrenched. But it 
can be claimed that many of those lan-

guages, like Java (Sun Microsystems) 
and C# (Microsoft) have been strongly 
influenced by Oberon or Pascal.

Around 1995 electronic compo-
nents that are dynamically repro-
grammable at the gate level appeared 
on the market. These field program-
mable gate arrays (FPGA) can be con-
figured into almost any digital circuit. 
The difference between hardware and 
software became increasingly diffuse. 
I developed the language Lola (logic 
language) with similar elements and 
the same structure as Oberon for de-
scribing digital circuits. Increasingly, 
circuits became specified by formal 
texts, replacing graphical circuit dia-
grams. This facilitates the common 
design of hardware and software, 
which has become increasingly im-
portant in practice.

Comments and Conclusion
The principal purpose of a higher-level 
language is to raise the level of abstrac-
tion from that of machine instruc-
tions. Examples are data structures vs. 
word arrays in memory, or conditional 
and repetitive statements vs. jump in-
structions. A perfect language should 
be defined in terms of mathematical 
logic, of axioms and rules of infer-
ence. No reference to any computer or 
mechanism should be necessary to un-
derstand it. This is the basis of porta-
bility. Algol’s designers saw this goal; 
but it is most difficult to achieve with-
out sacrificing power of expression. 
Yet, any new language must be mea-
sured on the degree to which it comes 
close to this goal. The sequence Pas-
cal—Modula—Oberon is witness to 
my attempts to achieve it. Oberon is 
close to it. Yet, nothing is perfect. 
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found their creative processes were ini-
tiated by one of two triggers: a problem 
trigger or a curiosity trigger. In the first 
case, creative efforts are made to solve 
a particular problem, whereas in the 
latter case, curiosity about the technol-
ogy and enjoyment of the creative act 
itself are motivating factors. Tradition-
al creativity methods like ‘design think-
ing’ emphasize that a creative process 
needs to start with an in-depth under-
standing of a given problem.a Among 
makers we see this precondition is not 

a See https://bit.ly/2LKkoY3 

I
N RECENT YEARS, the ‘maker 
movement’ has emerged as a 
social phenomenon driven by 
novel technological possibili-
ties.1 With the help of inexpen-

sive, yet highly versatile means of pro-
duction (for example, CNC milling 
machines, 3D printers) and easy-to-use 
software tools, makers free themselves 
from their traditional role as passive 
consumers and evolve into innovators 
and producers. Although the act of 
physical production seems to be at the 
center of the movement, a large part of 
the creative work takes place in the on-
line sphere. These digital activities and 
their outcomes provide a rich source of 
information that can be used to gain a 
more nuanced understanding of how 
the digitization affects the creative pro-
cess itself.

Of all the production methods avail-
able to makers, 3D printing is probably 
the most versatile and requires only a 
limited understanding of the produc-
tion process. Several 3D design soft-
ware packages allow even lay people to 
turn their ideas into printable designs. 
This combination of flexibility and us-
ability has led to an abundance of 3D 
object models over the past years, 
which are shared and jointly refined 
with the community on digital maker 
platforms. As part of a multi-year re-
search project on the use of 3D print-
ing by the maker community, we found 
that the use of these platforms in the 

creative process blurs the boundaries 
between the digital and the physical 
and ultimately changes the way ideas 
are expressed, curated, and eventually 
translated into physical reality. In par-
ticular, we saw how makers with entire-
ly different backgrounds (for example, 
HW/SW developers, designers, busi-
ness and social entrepreneurs) traverse 
across the startup world, software de-
velopment, and open online commu-
nities, to combine concepts through a 
novel digitized creative process.

When interviewing makers on why 
they started particular projects we 

Viewpoint 
What Can the Maker Movement 
Teach Us About the Digitization 
of Creativity? 
Experimenting with the creative process. 
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V uct development that many new ideas 
fail. In some industries, like fast-mov-
ing consumer goods, failure rates are 
typically above 50%.5 The maker com-
munity is not much different, many 
designs fail to reach a large user base 
and receive little feedback. However, 
we saw that makers adapt to this, they 
understand that other people’s future 
needs are hard to predict and in order 
to make meaningful contributions, 
they actively seek community feedback 
as early as possible.

In the analog age, one of the biggest 
obstacles for many creatives was to 
find an effective means for reaching 
potential users. Distribution was ex-
pensive and controlled by a few gate-
keepers (for example, publishers or re-
cord companies). And once a product 
was in distribution, it was impractical 
to change it especially with large-scale 
production. However, in the maker 
community, production and distribu-
tion often go hand in hand. Online 
platforms such as Shapeways or MyMin-
iFactory make distribution easy for 
small-scale production. And the plat-
forms typically provide the producers 
with a medium for receiving feedback. 
This is in stark contrast to traditional 
creative processes where only a fin-
ished solution is distributed. The digi-
tization of creativity does not end with 
distribution. Rather, online platforms 
allow makers to distribute early in the 
process, which in turn allows them to 
iteratively improve their problem-solu-
tion-fit.

Maker Jonathan Bobrow provides 

imperative as they iteratively improve 
their problem-solution-fit along the 
way.7 Regardless of the trigger, the sub-
sequent creative process can be divid-
ed into three phases: an inspiration 
phase, a distribution phase, and an iter-
ation phase.

Inspiration Phase:  
Where Ideas Come From
Creativity in a digital context often 
makes use of prior art. It embodies the 
past in the present and is therefore a re-
flection of the social context in which it 
takes place. It is inherently social when 
makers of an online community build 
upon each other’s work through ‘re-
mixing’, a process that resembles ver-
sioning and code sharing in software 
repositories. An example of this can 
be found on Thingiverse, the world’s 
largest 3D printing community. Here, 
designs are shared under open licens-
es (for example, CC BY) that explicitly 
allow remixing. We spoke to many de-
signers who browse the platform in 
search for inspiration. And once they 
find an inspiring design they employ 
remixing to turn it into something new.

We found the creative processes be-
hind these remixes are not as chaotic 
as one might expect, they follow dis-
tinct patterns. Remixing is either addi-
tive, that is, multiple ideas are com-
bined into something new, or 
subtractive, that is, something is omit-
ted to focus on key elements. An exam-
ple of an additive remix is the debate 
coin in Figure 1 (a), maker Karr placed 
the mascots of the U.S.’s Republican 
and Democratic Party on a printable 
coin. By tossing the coin, a user can de-
cide between the parties.

Remixing is also used to bring to-
gether knowledge from separate do-
mains. On Thingiverse, designs are 
grouped into categories like ‘House-
hold’ or ‘Learning’. In many cases mak-
ers transfer ideas from one category to 
another where these ideas are not yet 
known. An example can be found in 
Figure 1 (b). Maker skarab found plant 
signs that allow gardeners to remem-
ber which pot contains which plant. He 
transferred the idea from ‘Outdoor & 
Garden’ to the ‘Office’ category by turn-
ing the signs into bookmarks that can 
be clipped to magazines, documents, 
or books. Instead of plant names, the 
bookmarks provide prompts like ‘to 

do’, ‘please sign’, or ‘read this’.
Introducing new aspects to a field is 

a balancing act. If makers introduce 
too much newness, their designs might 
be hard to understand and ultimately 
fail. If they introduce too few novel as-
pects their designs are considered 
“nothing new” and fail as well. A simi-
lar situation is well documented in re-
search on scientific impact where “sci-
ence follows a nearly universal pattern: 
The highest-impact science is primari-
ly grounded in exceptionally conven-
tional combinations of prior work yet 
simultaneously features an intrusion 
of unusual combinations.”6

Distribution Phase: 
Reaching Users Early
It is a notorious problem in new prod-

When interviewing 
makers on why they 
started particular 
projects we found 
their creative 
processes were 
initiated by one  
of two triggers:  
a problem trigger  
or a curiosity trigger.

Figure 1. On the left a debate coin* that is remixed from two political mascots,** on the 
right plant signs*** that were remixed into bookmarkst.****

* See http://www.thingiverse.com/thing:495777
** See http://www.thingiverse.com/thing:32971 and http://www.thingiverse.com/thing:32970
*** See http://www.thingiverse.com/thing:1013494
**** See http://www.thingiverse.com/thing:1039106

(a) (b)

http://www.thingiverse.com/thing:495777
http://www.thingiverse.com/thing:32971
http://www.thingiverse.com/thing:32970
http://www.thingiverse.com/thing:1013494
http://www.thingiverse.com/thing:1039106
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campaign on the crowdfunding plat-
form Kickstarter.b Hundreds of Mac 
users supported the campaign and 
made ‘keybit’ a success.

Going to users early to collect initial 
feedback resembles the so-called ‘Lean 
Startup’ concept from the startup 
world.4 Here, companies enter a mar-
ket as early as possible to test their 
business models. They pay close atten-
tion to feedback and orientate their 
business to what they hear. This strate-
gy allows them to prioritize develop-
ment efforts more effectively, as the 
feedback they receive gives them sug-
gestions on what to do next. All across 
the maker community we found simi-
lar behaviors: makers offering solu-
tions free of charge act this way, but so 
do hardware developers. New printers 
or tools are typically introduced via 
crowdfunding platforms like Kickstart-
er or Indiegogo. Here, developers can 
judge the market’s reaction to their so-
lution. Successful ideas can receive full 
attention, while those that do not at-
tract audiences can offer learning op-
portunities before significant produc-
tion costs accrue.

Iteration Phase:  
Steadily Improving Solutions
In the third phase of the creative pro-
cess, makers iteratively improve their 
concepts. To do so they rely on inten-
sive interactions with users. These in-
teractions serve two purposes.

First, they increase the fit between 
ideas and user needs. In this regard, 
makers update existing designs to im-
prove the problem-solution-fit. This 
behavior is in line with other creative 
communities and well documented in 
the field of innovation management 
where it is often referred to as ‘user in-
tegration.’ In one case maker Adam-
Stag developed 18 versions of a single 
bird whistle, improving the product 
and answering user comments. Users 
for instance asked for water level marks 
to make the whistle more intuitive, a 
feature AdamStag promptly imple-
mented (see Figure 3).

Secondly, makers benefit from user 
feedback to speed up their creative ac-
tivities. Getting feedback early makes 
their creative processes more focused 
and at the same time more flexible. This 

b https://bit.ly/3sOnjzB

an example (see Figure 2). In 2013, 
Apple changed the charging ports on 
their laptops. To use an old charger a 
tiny adapter was needed, Bobrow lost 
his frequently. To solve this problem, 
he developed a key ring to hold the 

adapter. Assuming that others had the 
same problem, he offered his key ring 
on the 3D printing marketplace 
Shapeways. As the product took off, 
Bobrow founded a company, im-
proved the design and launched a 

Figure 2. Jonathan Bodrow’s keybit: From a sketch to a product.

Figure 3. Feedback and new iterations of a bird whistle on the 3D printing website  
Thingiverse.*

* See http://www.thingiverse.com/thing:1155687

olendorf:

“Maybe add a water level mark, and text, 
on the outside so recipients of the 
whistles will know what to do.”

tibuck:

“im sure you mind is working over drive 
on how , different shapes on can make 
unique sounds.”

AdamStag:

“Get ready for some 
chirping! This simple bird 
whistle was designed for the 
#MakeItLoud challenge.”

AdamStag:

“… In December I am 
planning on posting a 
slightly modified version for 
the holiday season. ”

AdamStag:

“Great idea! I was thinking 
it would be really fun to 
print it in a semi-
transparent filament …”

https://bit.ly/3sOnjzB
http://www.thingiverse.com/thing:1155687
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refocusing during the development pro-
cess resembles concepts from software 
development like ‘agile.’2

Conclusion
In a world where the creative process 
does not end with the distribution of 
a product, we need to rethink our un-
derstanding of how people create. The 
maker community offers a great learn-
ing opportunity for all of us as they 
openly experiment with the creative 
process. But others do too: rap musi-
cian Kanye West, for instance, updated 
his album ‘The Life of Pablo’ after its 
official release date, describing this as 
a “living breathing changing creative 
expression.”3 Another pop cultural ex-
ample is the original Star Wars trilogy, 
which was reedited several times after 
its initial release, but in this case much 
to the dismay of the movies’ fanbase. In 
the future, we will see an increasing dig-
itization of creative processes as more 
and more products bridge the digital 

and the physical world. The develop-
ment in the maker movement is only 
one manifestation of this. Against this 
background, it is helpful to investigate 
how new technologies combined with 
concepts from software development 
and the startup world can help create a 
digitized creative process (an overview 
can be found in Figure 4). With the ‘digi-
tization of the physical’ our creative pro-
cesses become more fluid and, in turn, 
even physical goods become inspired 
by processes from the world of bits. The 
digitization of the creative process not 
only brings about frequent interaction 
with fellow designers but also provides 
users with the earlier versions of a pro-
totype in an incremental and iterative 
manner, which over time leads to a bet-
ter problem-solution-fit. Restructuring 
existing creative processes along these 
learnings will help us to keep them up 
to date and question decade old as-
sumptions on how to shape and control 
creativity. 

Figure 4. Overview of the digitized creative process
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clinicians. For example, most patients 
with Type 1 diabetes now use con-
tinuous glucose monitors and insulin 
pumps to tightly manage their dis-
ease. Their clinicians carefully review 
the data streams from both devices to 
recommend dosage adjustments. Re-
cently, however, new automated rec-
ommender systems to monitor and 
analyze food intake, insulin doses, 

O
NE OF THE dramatic trends 
at the intersection of com-
puting and healthcare has 
been patients’ increased 
access to medical infor-

mation, ranging from self-tracked 
physiological data to genetic data, 
tests, and scans. Increasingly howev-
er, patients and clinicians have ac-
cess to advanced machine learning-
based tools for diagnosis, prediction, 
and recommendation based on large 
amounts of data, some of it patient-
generated. Consequently, just as or-
ganizations have had to deal with a 
“Bring Your Own Device” (BYOD) re-
ality5 in which employees use their 
personal devices (phones and tablets) 
for some aspects of their work, a simi-
lar reality of “Bring Your Own Algo-
rithm” (BYOA) is emerging in health-
care with its own challenges and 
support demands. BYOA is changing 
patient-clinician interactions and the 
technologies, skills and workflows re-
lated to them.

In this Viewpoint, we argue that 
BYOA is changing the patient-clinician 
relationship and the nature of expert 
work in healthcare, and better patient-
clinician-information-interpretation 
relationships can be facilitated with so-
lutions that integrate technological 
and organizational perspectives.

AI Is Changing the  
Patient-Provider-Information-
Interpretation Relationships
Situations in which patients have di-
rect access to algorithmic advice are 
becoming commonplace.4 However, 
many new tools are based on entirely 
new “black-box” AI-based technolo-
gies, whose inner workings are likely 
not fully understood by patients or 

Viewpoint 
The Transformation 
of Patient-Clinician 
Relationships with AI-based 
Medical Advice
A “bring your own algorithm” era in healthcare.
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V sired outcomes. First, such tools are 
often not trusted by their clinician us-
ers because they do not understand 
why the tool reached certain diagnoses 
or recommendations. Clinician dis-
trust may be especially likely in the 
BYOA situation where the algorithms 
patients access are unfamiliar to clini-
cians. Second, increasing patients’ di-
rect access to such tools can jeopardize 
patients’ trust in clinicians’ judgment 
and advice.11 One way to alleviate these 
concerns involves the use of explain-
able systems,1 focusing on both user 
types (patients and clinicians). Much 
of the research on explainability and 
interpretability of black-box systems 
has included visualization of neural 
networks, analyzing machine learning 
systems, and training easily interpre-
table systems to approximate black-
box systems. The intended audiences 
for these approaches are often comput-
er scientists. More work is needed on 
how explanations should be provided 
to clinicians (users who do not under-
stand the technology but are experts in 
the application domain) and patients 
(users lacking knowledge of technolo-
gy and application domain).

One potential way to make explain-
able systems more useful is with natu-
ral language-based explanation user 
interfaces, via embodied and non-em-
bodied conversational agents. In previ-
ous research,3 we found there are many 
complex and interacting human fac-
tors that affect non-expert user confi-
dence in a system, including percep-
tions of the understandability of the 
explanation, its adequacy, and how in-
telligent and friendly the system is. The 
importance of these factors likely dif-
fer based on user level of domain ex-
pertise, suggesting that different expla-
nations would be effective for patients 
and physicians. We need to further in-
vestigate the effects of different explan-
atory styles on patients and physicians 
in BYOA contexts in addition to im-
proving techniques for making black-
box algorithms more explainable and 
interpretable.

To align the information patients 
and clinicians are exposed to while 
considering the vast differences in 
their expertise and formal education, 
new tools should be developed provid-
ing patients a simplified version of the 
explainable systems clinicians use, as 

physical activity, and other factors in-
fluencing glucose levels, and provide 
data-intensive, AI-based recommenda-
tions on how to titrate the regimen, are 
in different stages of FDA approval (for 
example, DreaMed, Tidepool Loop), 
using “black box” technology—an al-
luring proposition for a clinical sce-
nario that requires identification of 
meaningful patterns in complex and 
voluminous data.

But how these AI-based insights are 
consumed by the patient and clinician 
is uncharted territory, with scant popu-
lation-level evidence to guide their use. 
Just as Bring Your Own Device can lead 
to incompatibility between institution-
al infrastructure and personal tools, 
with Bring Your Own Algorithm in 
healthcare, patients and clinicians 
confront cases where the AI-based ad-
vice patients obtain on their own is in-
compatible with best practice clinical 
guidelines, the clinician’s judgment, 
or in some cases, with prior models or 
algorithms used for similar medical 
cases.2 Navigating the conflicting rec-
ommendations from population-level 
guidelines and individualized, algo-
rithmic recommendations generated 
through a combination of advanced 
medical testing, patient-generated 
data, and AI-based systems is a chal-
lenge for which both clinicians and pa-
tients are unprepared.

The potential for unproductive con-
testability,7 where the clinician chal-
lenges the machine recommendations 
that are available to the patient, is con-
cerning because the patient’s involve-
ment may transform potentially pro-
ductive differences in perspective (for 
example, clinicians thinking more 
deeply due to algorithmic advice that 
differs from their intuition) into per-
sonalized conflict that threatens the 
perceived expertise of the clinician and 
patient-clinician trust, and may gener-
ate uncertainty or worry for the patient. 
Yet contestability is likely because the 
machine learning models are fallible 
and sensitive to bias in training, and 
patients often lack the broader medi-
cal context within which to evaluate the 
algorithmic advice. As a result, the 
emerging BYOA reality alters clini-
cians’ role, emphasizing their ability to 
effectively interact with patients and 
curate, reconcile and communicate al-
ternative interpretations of the infor-

mation and recommendation made by 
algorithmic advice tools.

While a wealth of information can 
help educate patients about their 
health and medical options, patients 
often lack the more abstract overarch-
ing background that is needed to effi-
ciently interpret the medical informa-
tion now available to them, leading to 
misunderstandings or errors that clini-
cians must correct or reconcile. Trou-
blingly, new tools and misguided inter-
pretation of data can erode patients’ 
trust in clinicians and the medical ad-
vice they provide when the AI-based 
tools offer alternative or conflicting di-
agnoses, advice, or courses of treat-
ment.

How We Can Manage 
This New Reality
As BYOA profoundly alters patient-cli-
nician-information-interpretation re-
lationships, new thinking is required 
to best harness computing in a clinical 
interaction context. We see three com-
plementary approaches to potential 
solutions, bringing together new com-
puting-based tools and organizational 
practices, as described here.

The use of “black-box” tools for di-
agnoses and recommendation by pa-
tients and clinicians begets two unde-

To complement 
the development 
of patient and 
clinician-facing 
explainable systems, 
new occupations 
may be needed 
to serve as curators 
and communication 
bridges between 
patients, medical 
information, 
and clinicians.
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well as tools and features that can help 
users determine the reliability of the 
algorithms used. Such new tools and 
features will help enhance patients’ 
and clinicians’ trust in the algorithms 
and understanding of their limita-
tions, mitigate potentially unproduc-
tive contestability, and help establish a 
common ground for patient-clinician 
interaction and enhanced patient trust 
in clinicians.

To complement the development of 
patient and clinician-facing explain-
able systems, new occupations may be 
needed to serve as curators and com-
munication bridges between patients, 
medical information, and clinicians. 
Just as new technologies in the past of-
ten led to the emergence of new occu-
pational categories and the elimina-
tion of others,6 BYOA may demand new 
work functions whose training and 
day-to-day operation will integrate 
medical knowledge, basic understand-
ing of machine learning, communica-
tion skills and information and cura-
tion savvy. These new healthcare team 
members will be trained to engage 
with patients around shared BYOA and 
explainable systems in ways that are 
empowering to patients without threat-
ening clinicians. Their inclusion in a 
patient-focused healthcare environ-
ment will be a boon to overburdened 
and increasingly burned-out clini-
cians10 who struggle to cope with grow-
ing demands on their time.

A complementary approach treats 
increased patient interaction with self-
diagnosis and advice tools as an oppor-
tunity to engage patients in designing 
future tools. BYOA systems can be a 
clinical healthcare goal rather than an 
unplanned outcome of consumer prod-
uct availability, making the interaction 
between patients, clinicians, informa-
tion, and interpretation better managed 
and more effective. Just as companies 
benefit from the insights of lead users8 
who bring important user perspective 
and novel ideas to the design of tools 
companies develop, BYOA tools could 
benefit from patient-clinician design 
collaborations, in which the needs, ex-
pectations, and knowledge gaps of pa-
tients will come in close contact with 
the clinicians, designers, and medical 
informaticists who develop better—and 
better understood—future tools. In the 
spirit of user-in-the-loop patient-cen-

tered co-design,9 patient-clinician-de-
signer co-design of algorithmic advice 
tools would focus on the design of a cus-
tomizable tool whose advice content 
properties and presentation are adjust-
able to different personas and user pref-
erences, and levels of computer and vi-
sualization literacy. Following such 
co-design, the adjustment of algorith-
mic advice tools could ultimately be 
made by the clinician, the patient, or in 
consultation between them. Such pa-
tient-in-the-loop design processes, in 
which patients and clinicians interact 
around developing BYOA prototypes, 
could help mitigate misguided or wrong 
patient self-diagnosis and data inter-
pretation, and the stress and anxiety 
they can provoke.

A New Era of Computing 
in Healthcare
Computing has a rich history of trans-
forming healthcare: from medical im-
aging to electronic health records to 
expert systems, computing has been 
facilitating major shifts in healthcare 
practices and tools of the trade. With 
data-intensive and AI-based comput-
ing tools increasingly made available 
directly to patients, computing is once 
again transforming healthcare, but 
this time transforming the medical 
expert profession and the relationship 
between patients and their healthcare 
providers. This transformation poses 
a number of challenges to clinicians 
that require new thinking about the 
emerging patient-clinician-informa-
tion-interpretation relationships. In 
this Viewpoint we outline some of the 
key characteristics of this transfor-
mation, and possible ways to address 
the challenges. We acknowledge that 
potential solutions may require the 
development of new tools and roles, 
which may lead to new challenges, 
such as the need to integrate new tools 
into clinicians’ workflow. We therefore 
emphasize the need for a combination 
of technological and organizational 
perspectives in scoping and develop-
ing such tools and workflows, to en-
sure any solution will conform to the 
Hippocratic Oath principle of “first, do 
no harm.” 
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WHEN I JOINED Amazon in 1998, the company had 
a single U.S.-based website selling only books and 
running a monolithic C application on five servers, 
a handful of Berkeley DBs for key/value data, and a 
relational database. That database was called “ACB” 
which stood for “Amazon.Com Books,” a name that 
failed to reflect the range of our ambition. In 2006, 
acmqueue published a conversation between Jim Gray 
and Werner Vogels, Amazon’s CTO, in which Vogel 
explained that Amazon should be viewed not just as an 
online bookstore but as a technology company. In the 
intervening 14 years, Amazon’s distributed systems, 
and the patterns used to build and operate them, have 
grown in influence. In this follow-up conversation, 
Vogel and I pay particular attention to the lessons to 
be learned from the evolution of a single distributed 
system—Simple Storage Service (S3)—that was publicly 
launched close to the time of that 2006 conversation.

—Tom Killalea

TOM KILLALEA: In your keynote at the 
AWS re:Invent conference in December 
2019, you said that in March 2006 when 
it launched, S3 was made up of eight 
services, and by 2019 it was up to 262 
services. As I sat there I thought that’s a 
breathtaking number, and it struck me 
that very little has been written about 
how a large-scale, always-on service 
evolves over a very extended period of 
time. That is a journey that would be of 
great interest to our software practitio-
ner community. This is evolution at a 
scale that is unseen and certainly hasn’t 
been broadly discussed. 

WERNER VOGELS: I absolutely agree 
that this is unparalleled scale. Even 
today, even though there are Internet 
services these days that have reached 
incredible scale—I mean look at Zoom, 
for example [this interview took place 
over Zoom]—I think S3 is still two or 
three generations ahead of that. And 
why? Because we started earlier; it’s just 
a matter of time, and at the same time 
having a strict feedback loop with your 
customers that continuously evolves 
the service. Believe me, when we were 
designing it, when we were building it, 
I don’t think that anyone anticipated 
the complexity of it eventually. I think 
what we did realize is that we would not 
be running the same architecture six 
months later, or a year later. 

So, I think one of the tenets up front 
was don’t lock yourself into your archi-
tecture, because two or three orders of 
magnitude of scale and you will have 
to rethink it. Some of the things we did 
early on in thinking hard about what an 
evolvable architecture would be—some-
thing that we could build on in the fu-
ture when we would be adding function-
ality to S3—were revolutionary. We had 
never done that before. 

Even with Amazon the Retailer, we 
had unique capabilities that we want-
ed to deliver, but we were always quite 
certain where we wanted to go. With 
S3, nobody had done that before, and 
remember when we were in the room 
designing it, [AWS Distinguished En-
gineer] Al Vermeulen put a number on 
the board: the number of objects that 
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we would be storing within six months.
KILLALEA: I remember this conversa-

tion.
VOGELS: We put two additional zeroes 

at the end of it, just to be safe. We blew 
through it in the first two months.

A few things around S3 were unique. 
We launched with a set of ten distrib-
uted systems tenets in the press release. 
(See sidebar, “Principles of Distributed 
System Design.”)

That was quite unique, building a ser-
vice that was fundamentally sound such 
that you could evolve on top of it. I think 
we surprised ourselves a bit.

The eight services were really just 
the fundamental pieces to get, put, and 
manage incoming traffic. Most impor-
tantly, there are so many different te-
nets that come with S3, but durability, 
of course, trumps everything. The elev-
en 9s (99.999999999%) that we promise 
our customers by replicating over three 
availability zones was unique. Most of 
our customers, if they have on-premises 
systems—if they’re lucky—can store 
two objects in the same data center, 
which gives them four 9s. If they’re re-
ally good, they may have two data cen-
ters and actually know how to replicate 
over two data centers, and that gives 
them five 9s. But eleven 9’s, in terms of 
durability, is just unparalleled. And it 
trumps everything. The need for dura-
bility also means that for example, one 
of the eight microservices would be the 
one that continuously checks all the ob-
jects, all the CRCs (cyclic redundancy 
checks), and there are trillions and tril-
lions of objects by now. There’s a worker 
going around continuously checking in 
case an object had some bit rot or some-
thing like that. 

One of the biggest things that we 
learned early on is—and there’s this 
quote that I use—”Everything fails, all 
the time.” Really, everything fails, all 
the time, in unexpected ways, things 
that I never knew. Bit flips in memory, 
yes. You need to protect individual data 
structures with a CRC or checksum on 
it because you can’t trust the data in it 
anymore. TCP (Transmission Control 
Protocol) is supposed to be reliable and 

not have any flips in bits, but it turns out 
that’s not the case.

KILLALEA: Launching with distribut-
ed-systems tenets was unique. Fourteen 
years later, would the tenets be differ-
ent? There’s this expectation that tenets 
should be evergreen; would there be ma-
terial changes?

VOGELS: Not these; these are truly fun-
damental concepts that we use in dis-
tributed systems. The ten tenets were 
separate from S3, stating that this is how 
you would want to build distributed sys-
tems at scale. We just demonstrated that 
S3 is a really good example of applying 
those skills. 

Some of the other tech companies 
that were scaling at the same time, search 
engines and so on, in general had only 
one task, such as do search really well. 
In the case of Amazon the Retailer, we 
had to do everything: robotics, machine 
learning, high-volume transaction pro-
cessing, rock-solid delivery of Web pages, 
you name it. There isn’t a technology in 
a computer science textbook that wasn’t 
pushed to the edge at Amazon.com. We 
were operating at unparalleled scale, 

with really great engineers—but they 
were practical engineers—and we made 
a change before building S3 to go back to 
fundamentals, to make sure that what we 
were building was fundamentally sound 
because we had no idea what it was going 
to look like in a year. For that we needed 
to have a really solid foundation.

KILLALEA: One of the keys to the suc-
cess of S3 was that, at launch, it was as 
simple as it possibly could be, offering 
little more than GetObject and PutOb-
ject. At the time that was quite contro-
versial, as the offering seemed almost 
too bare bones. With the benefit of hind-
sight, how do you reflect on that con-
troversy, and how has that set up S3 to 
evolve since then? You mentioned evolv-
able architecture.

VOGELS: List is the other one that goes 
with Get and Put, prefixed List.

KILLALEA: Right. Could it possibly 
have been simpler at launch?

VOGELS: It was slightly controversial, 
because most technology companies at 
the time were delivering everything and 
the kitchen sink, and it would come with 
a very thick book and 10 different part-
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nesses on top of you, and you can’t just 
pull the plug on something because you 
don’t like it anymore or think that some-
thing else is better. 

You have to be really consciously 
careful about API design. APIs are forev-
er. Once you put the API out there, may-
be you can version it, but you can’t take 
it away from your customers once you’ve 
built it like this. Being conservative and 
minimalistic in your API design helps 
you build fundamental tools on which 
you may be able to add more function-
ality, or which partners can build layers 
on top of, or where you can start putting 
different building blocks together. That 
was the idea from the beginning: to be 
so minimalistic that we could allow our 
customers to drive what’s going to hap-
pen next instead of us sitting in the back 
room thinking, “This is what the world 
should look like.”

KILLALEA: The idea of being minimal-
istic in defining an MVP (minimum vi-
able product) has gained broad adop-
tion now, but S3 at launch pushed it to 
the extreme. In those early days there 
was some discussion around which per-
sistence service the AWS team should 
bring to market first: an object store or 
a key-value store or a block store. There 
was a sense that eventually each would 
be out there, but there’s a necessary se-
quencing in a small team. Launching 
S3 first was done very intentionally, with 
EBS (Elastic Block Store), for example, 
following in August 2008. Can you share 
with us the rationale?

VOGELS: Quite a bit of that is learning 
from how we had built systems our-
selves, where a key-value store was the 
most crucial. After our “mishap” with 
one of our database vendors in Decem-
ber 2004, we decided to take a deep look 
at how we were using storage, and it 
turned out that 70 percent of our usage 
of storage was key-value. Some of those 
values were large, and some were really 
small. One of those drove in the direc-
tion of Dynamo, in terms of small keys, a 
table interface, things like that, and the 
other one became S3, with S3 more as a 
blob and bigger value store, with some 
different attributes.

One of the big winners in the early 
days of S3 was direct HTTP access to 
your objects. That was such a winner 
for everyone because now suddenly 
on every Web page, app, or whatever, 
you could pull your object in just by us-

ners that would tell you how to use the 
technology. We went down a path, one 
that Jeff [Bezos] described years before, 
as building tools instead of platforms. A 
platform was the old-style way that large 
software platform companies would use 
in serving their technology. 

If you would go from Win32 to .NET, 
it was clear that the vendor would tell 
you exactly how to do it, and it would 
come with everything and the kitchen 
sink—not small building blocks but 
rather, “This is how you should build 
software.” 

A little before we started S3, we began 
to realize that what we were doing might 
radically change the way that software 
was being built and services were being 
used. But we had no idea how that would 
evolve, so it was more important to 
build small, nimble tools that custom-
ers could build on (or we could build on 
ourselves) instead of having everything 
and the kitchen sink ready at that par-
ticular moment. It was not necessarily a 
timing issue; it was much more that we 
were convinced that whatever we would 
be adding to the interfaces of S3, to the 
functionality of S3, should be driven by 
our customers—and how the next gen-

eration of customers would start build-
ing their systems. 

If you build everything and the kitch-
en sink as one big platform, you build 
with technology that is from five years 
before, because that’s how long it takes 
to design and build and give everything 
to your customers. We wanted to move 
much faster and have a really quick feed-
back cycle with our customers that asks, 
“How would you develop for 2025?”

Development has changed radically 
in the past five to ten years. We needed 
to build the right tools to support that 
rate of radical change in how you build 
software. And with that, you can’t pre-
dict; you have to work with your custom-
ers, to wait to see how they are using your 
tools—especially if these are tools that 
have never been built before—and see 
what they do. So, we sat down and asked, 
“What is the minimum set?”

There’s one other thing that I want to 
point out. One of the big differences be-
tween Amazon the Retailer and AWS in 
terms of technology is that in retail, you 
can experiment the hell out of things, 
and if customers don’t like it, you can 
turn it off. In AWS you can’t do that. 
Customers are going to build their busi-

Amazon used the following principles of distributed system design to meet Amazon S3 
requirements:2

 ˲ Decentralization. Use fully decentralized techniques to remove scaling bottlenecks 
and single points of failure.

 ˲ Asynchrony. The system makes progress under all circumstances.

 ˲ Autonomy. The system is designed such that individual components can make deci-
sions based on local information.

 ˲ Local responsibility. Each individual component is responsible for achieving its con-
sistency; this is never the burden of its peers.

 ˲ Controlled concurrency. Operations are designed such that no or limited concurrency 
control is required.

 ˲ Failure tolerant. The system considers the failure of components to be a normal mode 
of operation and continues operation with no or minimal interruption.

 ˲ Controlled parallelism. Abstractions used in the system are of such granularity that 
parallelism can be used to improve performance and robustness of recovery or the in-
troduction of new nodes.

 ˲ Decompose into small, well-understood building blocks. Do not try to provide a single 
service that does everything for everyone, but instead build small components that can 
be used as building blocks for other services.

 ˲ Symmetry. Nodes in the system are identical in terms of functionality, and require no 
or minimal node-specific configuration to function.

 ˲ Simplicity. The system should be made as simple as possible, but no simpler.

Principles of Distributed 
System Design
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ing HTTP. That was unheard of. Maybe 
there were things at the beginning that 
we thought would be more popular and 
that didn’t turn out to be the case—for 
example, the BitTorrent interface. Did it 
get used? Yes, it did get used. But did it 
get used massively? No. But we launched 
FTP access, and that was something that 
people really wanted to have. 

So, sometimes it seems like not very 
sexy things make it, but that’s really 
what our customers are used to using. 
Again, you build a minimalistic inter-
face, and you can build it in a robust 
and solid manner, in a way that would 
be much harder if you started adding 
complexity from day one, even though 
you know you’re adding something that 
customers want.

There were things that we didn’t 
know on day one, but a better example 
here is when we launched DynamoDB 
and took a similar minimalistic ap-
proach. We knew on the day of the 
launch that customers already wanted 
secondary indices, but we decided to 
launch without it. It turned out that 
customers came back saying that they 
wanted IAM (Identity and Access Man-
agement)—access control on individual 
fields within the database—much more 
than they wanted secondary indices. 
Our approach allows us to reorient the 
roadmap and figure out the most im-
portant things for our customers. In the 
DynamoDB case it turned out to be very 
different from what we thought.

KILLALEA: I think that much of this 
conversation is going to be about evolv-
ability. As I listened to you at re:Invent, 
my mind turned to Gall’s Law: “A com-
plex system that works is invariably 
found to have evolved from a simple 
system that worked. A complex system 
designed from scratch never works and 
cannot be patched up to make it work. 
You have to start over with a working 
simple system.” How do you think this 
applies to how S3 has evolved?

VOGELS: That was the fundamental 
thinking behind S3. Could we have 
built a complex system? Probably. But 
if you build a complex system, it’s much 
harder to evolve and change, because 
you make a lot of long-term decisions 
in a complex system. It doesn’t hurt that 
much if you make long-term decisions 
on very simple interfaces, because you 
can build on top of them. Complex sys-
tems are much harder to evolve. 

Let me give you an example. One of 
the services added to S3 was auditing 
capability—auditing for whether your 
objects are still fresh and alive and not 
touched, or whatever. That was the first 
version of auditing that we did. Then we 
started to develop CloudTrail (launched 
in November 2013), which had to be in-
tegrated into S3. If you’ve built a com-
plex system with all of these things in a 
monolith or maybe in five monoliths, 
that integration would be a nightmare, 
and it would definitely not result in a de-
sign that you are comfortable with evolv-
ing over time.

Mai-Lan Tomsen Bukovec [vice presi-
dent, AWS Storage] has talked about a 
culture of durability. For example, within 
S3, durability trumps everything, even 
availability. Imagine if the service were 
to go down: You cannot lose the objects. 
Your data cannot disappear; maybe it 
takes you five minutes to get access to it 
again, but your objects should always be 
there. Mai-Lan’s team has a culture of du-
rability, which means that they use tools 
such as TLA+ to evaluate their code to see 
whether its algorithms are doing exactly 
what they’re supposed to be doing. 

Now let’s say, to make it simple, 
you have a 2,000-line algorithm. That’s 
something you can evaluate with for-
mal verification tools; with 50,000 lines, 
forget about it. Simple building blocks 
allow you to have a culture that focuses 
exactly on what you want to do, wheth-
er it’s around auditing or whether it’s 
around using TLA+ or durability reviews 
or whatever. Everything we change in S3 
goes through a durability review, mak-
ing sure that none of these algorithms 
actually does anything other than what 
we want them to do.

KILLALEA: With full-blown formal veri-
fication?

VOGELS: Here’s a good example in the 
context of S3. If you look at libssl, it has 
a ridiculous number of lines of code, 
with something like 70,000 of those in-
volved in processing TLS. If you want to 
create vulnerabilities, write hundreds 
of thousands of lines of code. It’s one of 
the most vulnerable access points in our 
systems.

KILLALEA: I know that there’s a plug 
for S2N coming.

VOGELS: Yes, so we wrote S2N, which 
stands for signal-to-noise, in 5,000 
lines. Formal verification of these 5,000 
lines can tell exactly what it does. Now 

everything on S3 runs on S2N, because 
we have way more confidence in that li-
brary—not just because we built it our-
selves but because we use all of these 
additional techniques to make sure we 
can protect our customers. There is end-
to-end encryption over every transfer we 
do. In how you use encrypted storage, do 
you want us to create the keys? Do you 
want to bring the keys and give them to 
us? Do you want to bring the keys and 
put them in a KMS (key management 
service)? Or do you want to completely 
manage your keys? I’m pretty sure that 
we started off with one, and customers 
started saying, “But that, and that, and 
that.” You need those too. 

If you build this as an evolvable ar-
chitecture with small microservices, you 
can still allow encryption at rest just to 
do its job, and then you can think about 
how to start adding other services that 
may do other things—like life-cycle 
management from S3 down to Glacier. 
If this object hasn’t been touched in 30 
days, move it to reduced instance stor-
age; and if it then hasn’t been touched 
for another two months, automatically 
move it to Glacier. 

KILLALEA: You launched S3 Object Ver-
sioning in February 2010. How did that 
fit into the evolving expectations of the 
service, how customers wanted to use 
it, and the architectural demands that 
posed?

VOGELS: It was mostly a back-and-
forth with our customer base about 
what would be the best interface—re-
ally listening to people’s requirements. 
And to be honest, immutability was a 
much bigger requirement than having 
a distributed lock manager, which is 
notoriously hard to build and operate. 
It requires a lot of coordination among 
different partners, and failure modes 
are not always well understood. 

So, we decided to go for a simpler so-
lution: object versioning, officially called 
S3 Object Lock. There are two things 
that you can do to a locked object. First, 
once you create it you can only change 
it, which in the world of blockchain and 
things like that is a very interesting con-
cept. You can also set two attributes on 
it: one is the retention period (for exam-
ple, this cannot be deleted for the com-
ing 30 days); and another is LegalHold, 
which is independent of retention pe-
riods and basically says that this object 
cannot be deleted until an authorized 
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sic building blocks. So, to build a data 
lake, you need to put a whole bunch of 
these things together. What you see now 
is that people are building solutions to 
give you a data lake.

We have to remember that S3 is used 
for so much more than that, whether it’s 
a content lake with massive video and 
audio files, or a data lake where people 
are storing small files, or maybe it’s a 
data lake where people are doing ge-
nomics computation over it. One of our 
customers is sequencing 100 million 
human genomes. One human genome 
is 100 GB; that’s just raw data—there’s 
nothing else there, so a lot of things have 
to happen to it. In life sciences, files are 
getting huge. If I look at the past, or if I 
look at that set of customers that start to 
collect that set of data, whether it’s struc-
tured or unstructured data, quite a few 
of them are starting to figure out how 
to apply machine learning to their data. 
They are not really there yet, but they 
may want to have the data stored there 
and start making some use of Redshift 
or EMR or Kinesis or some other tools 
to do more traditional approaches to 
analytics. Then they might be prepared 
for a year from now when they’ve trained 
their engineers and are ready to apply 
machine learning to these datasets.

These datasets are getting so large—
and I’m talking here about petabytes or 
hundreds of petabytes in a single data 
file—and requirements are shifting 
over time. When we designed S3, one 
of its powerful concepts was separating 
compute and storage. You can store the 
hell out of everything, but your compute 
doesn’t need to scale with it, and can be 
quite nimble in terms of compute. If you 
store more, you don’t need more EC2 
(Elastic Compute Cloud) instances. 

With datasets becoming larger and 
larger, it becomes more interesting to 
see what can be done inside S3 by bring-
ing compute closer to the data for rela-
tively simple operations. For example, 
we saw customers retrieving tens if not 
hundreds of petabytes from their S3 
storage, then doing a filter on it and 
maybe using five percent of the data in 
their analytics. That’s becoming an im-
portant concept, so we built S3 Select, 
which basically does the filter for you at 
the lowest level and then moves only the 
data that you really want to operate on. 

Similarly, other things happened in 
our environment that allowed us to ex-

user explicitly takes an action on it. 
It turns out that object versioning is 

extremely important in the context of 
regulatory requirements. You may need 
to be able to tell your hospital or regula-
tory examiners that this object is being 
kept in live storage for the coming six 
months, and then it is moved to cold 
storage for the 30 years after. But being 
able to prove to the regulator that you are 
actually using technology that will still 
be alive in 30 years is quite a challenge, 
and as such we’ve built all of these addi-
tional capabilities in there. 

KILLALEA: The absence of traditional 
explicit locking has shifted responsibil-
ity to developers to work around that in 
their code, or to use versioning. That was 
a very intentional decision.

VOGELS: It was one of these techniques 
that we used automatically in the 1980s 
and 1990s and maybe in the early 2000s—
the distributed lock managers that came 
with databases and things like that. You 
might have been using a relational da-
tabase because that was the only tool 
you had, and it came with transactions, 
so you used transactions, whether you 
needed them or not. We wanted to think 
differently about an object store, about 
its requirements; and it turns out that 
our approach gave customers the right 
tools to do what they wanted to do, un-
less they really wanted lock and unlock, 
but that’s not something that can scale 
easily, and it’s hard for our customers to 
understand. We went this different way, 
and I’ve not heard a lot of complaints 
from customers.

KILLALEA: S3 launched more than four 
years before the term data lake was first 
used in a late 2010 blog post by James 
Dixon.5 S3 is used by many enterprise 
data lakes today. If they had known what 
was coming, would it have been helpful 
or distracting for the 2006 S3 team to 
try to anticipate the needs of these data 
lakes?

VOGELS: We did a number of things 
in the early days of AWS in general—it 
has nothing to do necessarily with S3—
where there are a few regrets. For exam-
ple, I am never, ever going to combine 
account and identity at the same time 
again. This was something we did in the 
early days; we didn’t really think that 
through with respect to how the system 
would evolve. It took us quite a while ac-
tually to rip out accounts. An account is 
something you bill to; identity is some-

thing you use in building your systems. 
These are two very different things, but 
we didn’t separate them in the early 
days; we had one concept there. It was 
an obvious choice in the moment but 
the wrong choice.

Here is another interesting example 
with S3. It’s probably the only time we 
changed our pricing strategy. When we 
launched S3, we were charging only for 
data transfer and data storage. It turned 
out that we had quite a few customers 
who were storing millions and millions 
of thumbnails of products they were sell-
ing on eBay. There was not much stor-
age because these thumbnails were re-
ally small, and there wasn’t much data 
transfer either, but there were enormous 
numbers of requests. It made us learn, 
for example, when you design interfaces, 
and definitely those you charge for, you 
want to charge for what is driving your 
own cost. One of the costs that we didn’t 
anticipate was the number of requests, 
and request handling. We added this lat-
er to the payment model in S3, but it was 
clearly something we didn’t anticipate. 
Services that came after S3 have been 
able to learn the lessons from S3 itself.

Going back to the concept of a data 
lake, I wouldn’t do anything else actu-
ally, except for those two things, mostly 
because I think we have created the basic 
building blocks since S3 serves so much 
more than data lakes. There are a few in-
teresting parts, in terms of the concepts 
in data lakes, where I think S3 works well 
under the covers, but you need many 
more components to build a data lake. 
In terms of building a data lake, for ex-
ample, Glue is an equally important ser-
vice that sits next to S3, discovers all of 
your data, manages your data, lets you 
decide who has access to which data, 
and whether you need to pull this from 
on-premises, or does it need to come out 
of a relational database, and all of these 
kinds of things. 

It turns out that you need a whole 
lot of components if you really want to 
build a mature data lake. It’s not just 
storing things in S3. That’s why we built 
Lake Formation. One of the things you 
see happening both at AWS and with 
our partners is that now that we have 
this massive toolbox—175 different 
services—they’ve always been intended 
as small building blocks. This makes 
them sometimes hard to use because 
they’re not really solutions, they’re ba-
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tend S3. In the Lambda and Serverless 
components, the first thing we did was 
fire up a Lambda function when a file ar-
rives in S3. The ability to do event-driven 
triggering and extend S3 with your own 
functions and capabilities without hav-
ing to run EC2 instances made it even 
more powerful, because it’s not just 
our code that runs there, it’s your code. 
There’s a whole range of examples where 
we go under the covers of S3 to run some 
compute for you in case you want that.

KILLALEA: This concept of extensibility 
is really key in terms of the lessons that 
our readers could take away from this 
journey. I know there were some exam-
ples starting with bare bones in the case 
of S3 and learning from the requests of a 
few very early and demanding adopters 
such as Don MacAskill at SmugMug and 
Adrian Cockcroft, who at the time was at 
Netflix. Are there other examples of situ-
ations where customer requests made 
you pop open your eyes and say, “That’s 
interesting; I didn’t see that coming,” 
and it became a key part of the journey?

VOGELS: There are other examples 
around massive high-scale data access. 
To get the performance they needed out 
of S3, some customers realized that they 
had to do some randomization in the 
names. They would pre-partition their 
data to get the performance they were 
looking for, especially the very high-vol-
ume access people. 

It’s now been three years since we 
made significant changes in how parti-
tioning happens in S3, so that this pro-
cess is no longer needed. If customers 
don’t do pre-partitioning themselves, 
we now have the opportunity to do par-
titioning for them through observability. 
We observe what’s happening and may 
do very quick rereplication, or reparti-
tioning, to get the right performance to 
our customers who in the past had to fig-
ure it out by themselves. 

With our earliest customers, we 
looked at that particular behavior and 
realized we had to fix this for them. In-
deed, people like Don [MacAskill] have 
been very vocal but also very smart tech-
nologists. Such developers knew exactly 
what they wanted to build for their busi-
nesses, and I think we thrived on their 
feedback. 

Today it may be, for example, tele-
medicine, which needs HIPAA (Health 
Insurance Portability and Accountabil-
ity Act) compliance and other regulatory 

requirements; it needs to be sure about 
how the data is stored and so on. We’ve 
started to build on this so that we could 
easily use a microservices architecture 
to test for auditors whether we are meet-
ing HIPAA or PCI DSS (Payment Card In-
dustry Data Security Standard) or anoth-
er compliance specification in realtime. 

Amazon Macie, for example, is one of 
these services. The capabilities sit in S3 
to review all of your data, discover which 
is personally identifiable information, 
intellectual property, or other things, 
and we can use machine learning to dis-
cover this. Why? Every customer is dif-
ferent. It’s not just discovering what they 
tell you they have; it’s discovering the 
access patterns to the data, and when 
we see a change in the access patterns 
to your data that may signal a bad actor 
coming in. We could build all of these 
things because we have this microser-
vices architecture; otherwise, it would 
be a nightmare.

KILLALEA: In a 2006 conversation for 
acmqueue with Jim Gray, you talked 
about how the team “is completely re-
sponsible for the service—from scoping 
out the functionality, to architecting it, 
to building it, and operating it. You build 
it, you run it. This brings developers into 
contact with the day-to-day operation 
of their software.”6 I know that you re-
member that conversation fondly. That 
continues to be among our most widely 
read articles even today. There’s univer-
sal relevance in so many of the concepts 
that came up in it.

VOGELS: That conversation with Jim 
was great. It wasn’t so much about AWS. 
It was much more about retail, about 
experimentation, and making sure that 
your engineers who are building cus-
tomer-facing technology are not sitting 
in the back room and handing it off to 
someone else, who is then in contact 
with the customers. If your number-one 
leadership principle is to be customer 
obsessed, then you need to have that 
come back into your operations as well. 
We want everybody to be customer ob-
sessed, and for that you need to be in 
contact with customers. I do also think, 
and I always joke about it, that if your 
alarm goes off at 4 am, there’s more mo-
tivation to fix your systems. But it allows 
us to be agile, and to be really fast. 

I remember during an earlier period 
in Amazon Retail, we had a whole year 
where we focused on performance, es-

We wanted to think 
differently about an 
object store, about 
its requirements; 
and it turns out that 
our approach gave 
customers the right 
tools to do what 
they wanted to do.
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and in fact was quite a trailblazer when it 
came to agile adoption across Amazon. 

VOGELS: Yes.
KILLALEA: And the “You build it, you 

run it” philosophy that you discussed 
with Jim applied to the developers on 
the S3 team in 2006. They all knew each 
of those initial eight services intimately 
and would have been in a position to 
take a first pass at debugging any issue. 
As the complexity of a system increases, 
it becomes harder for any individual en-
gineer to have a full and accurate model 
of that system. Now that S3 is not a sin-
gle team but a big organization, how can 
an engineer reason with and model the 
whole?

VOGELS: As always, there’s technology, 
there’s culture, and there’s organiza-
tion. The Amazon culture is well known, 
technology we don’t need to talk that 
much about, so it’s all about organiza-
tion. Think about the kinds of things 
we did early on at Amazon, with the cre-
ation of the culture around principal 
engineers. These are people who span 
more than one service, people who have 
a bigger view on this, who are responsi-
ble for architecture coherence—not that 
they tell other people what to do, but at 
least they have the knowledge.

If you have a team in S3 that is respon-
sible for S3 Select, that is what they do. 
That’s what you want. They may need to 
have deep insight in storage technology, 
or in other technologies like that, or even 
in the evolution of storage technologies 
over time, because the way that we were 
storing objects in 2006 is not the same 
way we’re storing objects now. But we 
haven’t copied everything; you can’t sud-
denly start copying exabytes of data be-
cause you feel that some new technology 
may be easier to use. There is some grav-
ity with the decisions that you make as 
well, especially when it comes to storage.

Principal engineers, distinguished 
engineers—these are roles that have 
evolved over time. When I joined, we 
didn’t have a distinguished engineer. 
Over time we started hiring more senior 
leaders, purely with the goal not neces-
sarily of coding on a day-to-day basis, but 
sort of being the advisor to these teams, 
to multiple teams. You can’t expect the 
S3 Select team to have sufficient insight 
into exactly what the auditing capabili-
ties of Macie are, but you do need to have 
people in your organization who are al-
lowed to roam more freely on top of this.

pecially at the 99.9 percentile, and we 
had a whole year where we focused on re-
moving single points of failure, but then 
we had a whole year where we focused 
on efficiency. Well, that last one failed 
completely, because it’s not a customer-
facing opportunity. Our engineers are 
very well attuned to removing single 
points of failure because it’s good for 
our customers, or to performance, and 
understanding our customers. Becom-
ing more efficient is bottom-line driven, 
and all of the engineers go, “Yes, but we 
could be doing all of these other things 
that would be good for our customers.”

KILLALEA: Right. That was a tough pro-
gram to lead.

VOGELS: That’s the engineering cul-
ture you want. Of course, you also 
don’t want to spend too much money, 
but I remember that bringing prod-
uct search from 32 bits to 64 bits im-
mediately resulted in needing only a 
third of the capacity, but, most impor-
tantly, Amazon engineers are attuned 
to what’s important to our customers. 
That comes back to our technology 
operational model as well; of course, 
DevOps didn’t exist before that. All of 
these things came after that.

Probably one of the reasons that that 
acmqueue article is popular is because it 
was one of the first times we talked about 
this. The reaction was similar when we 
wrote the Dynamo paper.4 The motiva-
tion for writing it was not really to pro-
mote Amazon but to let engineers know 
what an amazing environment we had 
to build the world’s largest scalable dis-
tributed systems, and this was even be-
fore AWS. One of my hardest challenges, 
yours as well in those days, was hiring. 
You couldn’t hire engineers because, 
“Why, you’re a [expletive] bookshop!” 
I know from myself as an academic, I 
almost wouldn’t give a talk at Amazon. 
Why? “A database and a Web server, how 
hard can it be?” 

It wasn’t until we started talking 
about these kinds of things publicly 
that the tide started to shift in our ability 
not only to hire more senior engineers, 
but also to have people excited about 
it: “If you want to build really big stuff, 
you go to Amazon.” I think now with 
AWS, it’s much easier; everybody un-
derstands that. But in those days, it was 
much harder.

KILLALEA: That initial S3 team was a 
single agile team in the canonical sense, 

With datasets 
becoming larger 
and larger, it 
becomes more 
interesting  
to see what can be 
done inside S3  
by bringing 
compute closer  
to the data  
for relatively  
simple operations.
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Our decentralized nature makes it 
easy to move fast within the particular 
area of responsibility of your team; the 
downside of decentralization is coordi-
nation. Now suddenly, you need to invest 
in coordination because these teams are 
small and nimble and agile and fast-
moving, and they don’t have additional 
people to help with coordination. 

In the past at Amazon we had a few of 
these cases; when Digital (for example, 
Kindle or Amazon Video) wanted to add 
something to the order pipeline, a physi-
cal delivery address was required. There 
was no way around it. They would walk 
to the 80 different ordering teams and 
say, “We need to change this.” The or-
dering teams would respond that they 
hadn’t budgeted for it. One of the conse-
quences was we allowed duplication to 
happen. We allowed the Digital team to 
build their own order pipeline for speed 
of execution. There are advantages; oth-
erwise, we wouldn’t be doing it. There 
are disadvantages as well.

Sharing knowledge, principal engi-
neers and distinguished engineers help 
with this. But sometimes people go to 
the wiki and read about your old API, not 
knowing that it’s the old API, and then 
start hammering your service through 
the old API that you thought you had 
deprecated.

Information sharing, coordination, 
oversight, knowing what else is going 
on and what are the best practices that 
some of the other teams have devel-
oped—at our scale, these things become 
a challenge, and as such you need to 
change your organization, and you need 
to hire into the organization people who 
are really good at I won’t say oversight 
because that implies that they have de-
cision control, but let’s say they are the 
teachers.

KILLALEA: Approachability is a key 
characteristic for a principal engineer. 
Even if junior engineers go through a de-
sign review and learn that their design 
is terrible, they should still come away 
confident that they could go back to that 
same principal engineer once they be-
lieve that their reworked design is ready 
for another look.

VOGELS: Yes.
KILLALEA: Could you talk about par-

titioning of responsibility that enables 
evolution across team boundaries, 
where to draw the boundaries and to 
scope appropriately?

VOGELS: I still think there are two other 
angles to this topic of information shar-
ing that we have always done well at 
Amazon. One, which predates AWS of 
course, is getting everybody in the room 
to review operational metrics, or to re-
view the business metrics. The database 
teams may get together on a Tuesday 
morning to review everything that is 
going on in their services, and they will 
show up on Wednesday morning at the 
big AWS meeting where, now that we 
have 175 services not every service pres-
ents anymore, but a die is being rolled.

KILLALEA: Actually I believe that a 
wheel is being spun.

VOGELS: Yes. So, you need to be ready 
to talk about your operational results of 
the past week. An important part of that 
is there are senior people in the room, 
and there are junior folks who have 
just launched their first service. A lot of 
learning goes on in those two hours in 
that room that is probably the highest-
value learning I’ve ever seen. The same 
goes for the business meeting, whether 
it’s Andy [Jassy, CEO of AWS] in the 
room, or Jeff [Bezos, CEO of Amazon] or 
[Jeff] Wilke [CEO of Amazon Worldwide 
Consumer]; there’s a lot of learning go-
ing on at a business level. Why did S3 
delete this much data? Well, it turns out 
that this file-storage service that serves 
to others deletes only once a month, and 
prior to that they mark all of their ob-
jects (for deletion). 

You need to know; you need to un-
derstand; and you need to talk to others 
in the room and share this knowledge. 
These operational review and business 
review meetings have become extremely 
valuable as an educational tool where 
the most senior engineers can shine in 
showing this is how you build and oper-
ate a scalable service.

KILLALEA: Fourteen years is such a 
long time in the life of a large-scale ser-
vice with a continuously evolving archi-
tecture. Are there universal lessons that 
you could share for service owners who 
are much earlier in their journey? On 
S3’s journey from 8 to 262 services over 
14 years, any other learnings that would 
benefit our readers?

VOGELS: As always, security is number 
one. Otherwise, you have no business. 
Whatever you build, with whatever you 
architect, you should start with security. 
You cannot have a customer-facing ser-
vice, or even an internally facing service, 

without making that your number-one 
priority.

Finally, I have advice that is twofold. 
There’s the Well-Architected Frame-
work, where basically over five different 
pillars we’ve collected 10 or 15 years of 
knowledge from our customers as to 
what are the best practices.3 The Well-Ar-
chitected Framework deals with opera-
tions, security, reliability, performance, 
and cost. For each of those pillars, you 
get 100 questions that you should be 
able to answer yourself for whatever 
you’re building. For example, “Are you 
planning to do key rotation?” Originally 
our solutions architects would do this 
review for you, but with millions of cus-
tomers, that doesn’t really scale. We’ve 
built a tool for our customers so that 
they can do it in the console. Not only 
that, but they can also see across mul-
tiple of their projects what may be com-
mon deficiencies in each and every one 
of those projects. If you’re not doing key 
rotation in any of them, maybe you need 
to put a policy in place or educate your 
engineers.

Second, and this is much more de-
veloper-oriented, is the Amazon Build-
ers’ Library.1 That’s a set of documents 
about how we built stuff at Amazon. One 
of the most important ones is cell-based 
architecture: How do you partition your 
service so that the blast radius is as min-
imal as possible? How do you do load 
shedding? All of these things that we 
struggled with at Amazon the Retailer—
and came up with good solutions for—
we now make available for everybody to 
look at.

KILLALEA: Thank you Werner; it’s been 
wonderful to catch up with you.

VOGELS: Tom, it’s been a pleasure talk-
ing to you. 
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From thingamabobs to rockets,  
3D printing takes many forms.

BY JESSIE FRAZELLE

POPULAR CULTURE USES the term 3D printing 
as a synonym for additive manufacturing 
processes. In 2010, the American Society 
for Testing and Materials group ASTM 
F42—Additive Manufacturing—came up 
with a set of standards to classify additive 

manufacturing processes into seven categories. 
Each process uses different materials and machine 
technology, which affects the use cases and 
applications, as well as the economics. I went down 
a rabbit hole researching the various processes in 
my hunt to buy the best 3D printer. You can read my 
reviews on my blog. In this article, I will share a bit of 
what I learned about each process, as well as some of 
the more interesting use cases I found along the way.

Additive manufacturing has a variety of use cases 
ranging from thingamabobs to jewelry to metal parts 
for complex systems to even immense, exciting 
things like building a boat7 or rockets to go into 
space. Yes, you read that right, both Relativity Space 

and Launcher Space are using additive 
manufacturing to build rockets that 
launch satellites (or other cargo) into 
space. Relativity Space even built its 
own additive manufacturing machine, 
named Stargate, for this purpose, while 
Launcher partnered with Additive 
Manufacturing Customized Machines 
on its engine, E-2.

It’s amazing to see the scale and va-
riety of different use cases for additive 
manufacturing processes. By using ad-
ditive manufacturing, companies and 
individuals can go from idea to creation 
faster than having to involve a third-
party manufacturing partner. The dif-
ferentiation in all the various processes 
enables choosing a process that works 
best with what you intend to create. 
Let’s continue to dive into each process! 

Material Extrusion
Material extrusion is the most com-
monly available and least expensive 
type of 3D printing technology. It rep-
resents the largest installed base of 3D 
printers globally. In material extrusion 
an object is built by melting and ex-
truding a thermoplastic polymer fila-
ment in a predetermined path, layer by 
layer. Imagine building an object using 
only a tube of toothpaste. You would 
slowly build the walls of the object by 
putting layers of toothpaste on top of 
each other. Material extrusion works in 
a similar way.

The most common applications for 
material extrusion are electrical hous-
ings, form and fit testings, jigs and fix-
tures, and investment casting patterns. 
The technology commonly used for 
material extrusion is known as fused 
deposition modeling, or FDM.

Fused deposition modeling. FDM, 
also known as FFF (fused filament fabri-
cation), works with a range of standard 
thermoplastic filaments, such as ABS 
(acrylonitrile butadiene styrene), PLA 
(polylactic acid), PET (polyethylene tere-
phthalate), TPU (thermoplastic polyure-
thane), nylon, and their various blends. 

FDM works in the following way:
1. First, a spool of thermoplastic 

filament is loaded into the printer. 
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Once the nozzle has heated to the cor-
rect temperature, the filament is fed to 
the extrusion head and into the nozzle, 
where it melts.

2. Then the extrusion head is con-
nected to a three-axis system that al-
lows it to move in the X, Y, and Z di-
mensions. The melted material is 
extruded in thin strands and deposited 
layer by layer in predetermined loca-
tions, where it cools and solidifies. The 
cooling process can be accelerated by 
using fans attached to the extrusion 
head if the device supports it.

3. Filling an area requires multi-
ple passes, similar to coloring with a 
marker. When a layer is complete, the 
build platform moves down or the ex-
trusion head moves up, depending on 
the device, and a new layer is depos-
ited. This process is repeated until the 
object is completed.

This process tends to result in FDM 
objects having visible layer lines, un-
less smoothed, possibly showing inac-
curacies around complex features. The 
toothpaste analogy holds true here, as 
it would have visible layer lines as well.

While FDM is traditionally used for 
plastics, Markforged uses a combina-
tion of FDM and MIM (metal injection 
molding) for its Metal X printers. These 
machines can print metal and carbon-
fiber parts. They use two filament mate-
rials—a bound metal powder filament 
and a ceramic release material—to 
create the part in a material extrusion 
process. The part then gets washed to 
break down the polymer binding ma-
terial. Finally, the part is transformed 
from a lightly bound metal powder part 
to a full metal part via sintering. Each 
step uses a different machine, and the 
parts require supports, structures that 

hold the parts and provide strength 
and resistance against forces like grav-
ity for the object being printed. This 
demonstrates that you are not tied to 
a given process but can use aspects 
of each of these processes to fulfill a 
given use case. Markforged claims its 
process is safer and more cost efficient 
than using a loose metal powder.

Vat Photopolymerization
Photopolymerization is a common ap-
proach used by additive technologies 
to build an object one layer at a time. 
It occurs when a photopolymer resin 
is exposed to light of a specific wave-
length, causing a chemical reaction 
that makes it turn solid. Vat refers to 
inducing this chemical reaction re-
peatedly in a vat to create a solid object. 

Vat polymerization processes are ex-
cellent at producing objects with fine 
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An SLA object has high resolu-
tion and accuracy, clear details, and 
a smooth surface finish. SLA is quite 
versatile and can be applied to many 
different use cases since photopoly-
mer resin formulations have a wide 
range of optical, mechanical, and 
thermal properties to match those of 
standard, engineering, and industrial 
thermoplastics.

Formlabs uses a bottom-up orien-
tation for its 3D printers. It is com-
mon for desktop 3D printers to take 
this approach.

Direct light processing. DLP is 
nearly identical to SLA, except it uses a 
digital light projector screen to flash a 
single image of each layer all at once. 
Each layer is composed of square pixels, 
called voxels, since the projector is a 
digital screen. In a way, it is similar 
to an eight-bit ancestor of SLA in the 
same way that eight-bit drawings have 
more defined individual square pixels. 
Since each layer is exposed all at once, 
DLP can have faster print times com-
pared with SLA, which solidifies a layer 
in cross sections.4

Continuous direct light processing. 
CDLP, also known as CLIP (continuous 
liquid interface production), produces 
objects in the same way as DLP but 
relies on the continuous motion of the 
build plate on the Z-axis. This results in 
faster build times because the printer 
is not required to stop and separate 
the part from the build plate after each 
layer is produced.

Powder Bed Fusion
PBF technologies produce a solid part 
using a thermal source that induces fu-
sion, sintering, or melting between the 
particles of a plastic or metal powder 
one layer at a time. Most PBF technolo-
gies have mechanisms for spreading 
and smoothing thin layers of powder 
as a part is constructed, resulting in 
the final component being encapsu-
lated in powder after the build is com-
pleted. The most common applica-
tions are functional objects, complex 
ducting (hollow designs), and low-run 
parts production.

The main variations in PBF tech-
nologies come from different energy 
sources, such as lasers or electron 
beams, and the powders used in the 
process, such as plastics or metals. Poly-
mer-based PBF technologies allow for 

details and smooth surface finishes. 
This makes them ideal for jewelry, low-
run injection molding, dental applica-
tions, and medical applications such 
as hearing aids. The main limitation of 
vat polymerization is the brittleness of 
the produced objects. For this reason it 
is not suitable for mechanical parts.

Stereolithography. SLA was one of 
the world’s first 3D printing technolo-
gies, invented by Charles Hull in 1984.3 
SLA 3D printers use a laser to cure liq-
uid resin into hardened plastic.

SLA machines have two main set-
ups: top-down and bottom-up. These 
refer to the orientation of the laser and 
the part as it is being printed. Each ap-
proach has pros and cons, depending 
on the use case.

In a top-down setup, the laser source 
is above the tank and the part is built 
facing up. The build platform begins at 
the very top of the resin vat and moves 
downward after every layer. A top-down 
machine can handle very large build 
sizes and is faster than bottom-up ma-
chines, but it costs more and requires a 
specialist to operate. Also keep in mind 
that changing material in a top-down 
orientation printer requires emptying 
the whole tank, which can be time con-
suming and inefficient.

In a bottom-up machine, the light 
source comes from beneath the resin 
tank and the part is built facing upside 
down. The tank has a transparent bot-
tom with a silicone coating that allows 
the light of the laser to pass through 
but prevents the cured resin from stick-
ing to it. After every layer, the cured 
resin is detached from the bottom of 
the tank, as the build platform moves 
upward. This is known as the peeling 
step. A bottom-up machine is lower 
cost and more widely available but has 
a smaller build size and material range 
than a top-down setup. Bottom-up also 
requires more post-processing, a result 
of the extensive use of supports.8

The SLA process follows these steps:
1. First, a liquid photopolymer is 

filled into a vat or tank.
2. A concentrated beam of ultraviolet 

light or a laser is focused onto the sur-
face of the vat or tank. The beam or laser 
creates each layer of the desired 3D ob-
ject using cross-linking or by degrading 
the polymer at a specific location. This 
step is repeated layer by layer until the 
3D object is built to completion.

It’s amazing to 
see the scale 
and variety and 
different use 
cases for additive 
manufacturing 
processes. 
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innovation in that there is no need 
for support structures. This makes 
creating objects with complex geom-
etries easier.

Both metal and plastic PBF objects 
typically are strong and stiff, with me-
chanical properties that are compara-
ble to, or sometimes even better than, 
the bulk material. There is a range of 
post-processing methods available 
that can give objects a very smooth fin-
ish. For this reason, PBF is often used 
to manufacture functional metal parts 
for applications in the aerospace, auto-
motive, medical, and dental industries.

The limitations of PBF tend to be 
surface roughness and shrinkage or 
distortion during processing, as well as 
the challenges that arise from powder 
handling and disposal.

Selective laser sintering. SLS is the 
most common additive manufactur-
ing technology for industrial applica-
tions. The technology originated in the 
late 1980s at the University of Texas at 
Austin.6 An SLS 3D printer uses a high-
powered CO2 laser to fuse small parti-
cles of polymer powder. 

The SLS process follows these steps:
1. First, a bed is filled with powder. 
2. The inside of the printer is then 

heated to near the powder’s melting 
point. This allows the laser to effectively 
finish what the heat started and sinter, 
or coalesce, the powdered material to 
create a solid structure. This step is re-
peated, layer by layer, until the object 
is completed.

3. Finally, the object, still encased in 
loose powder, is cleaned with brushes 
and pressurized air. 

In contrast to SLA and FDM, SLS does 
not require an object to have support 
structures. This is because the unfused 
powder supports the part during print-
ing. This makes SLS ideal for objects 
with complex geometries, including in-
terior features, undercuts, and negative 
features. Parts produced with SLS print-
ing typically have excellent mechanical 
characteristics, meaning they are very 
strong. Objects with thin walls cannot 
be printed because there is a minimum 
1mm limitation, and thin walls in large 
models may warp after cooling down.

The most common material for 
selective laser sintering is polyamide 
(nylon), a popular engineering thermo-
plastic with great mechanical proper-
ties. Nylon is lightweight, strong, and 

flexible, as well as stable against im-
pact, chemicals, heat, UV light, water, 
and dirt. Alumide, a blend of gray alu-
minum powder and polyamide, and 
rubberlike materials can also be used.

The combination of low cost per 
part, high productivity, and estab-
lished materials make SLS a popular 
choice among engineers for functional 
prototyping and a cost-effective alter-
native to injection molding for limited-
run or bridge manufacturing.

Selective laser melting and direct 
metal laser sintering. Both SLM and 
DMLS produce objects via a method 
similar to SLS. Unlike SLS, however, 
SLM and DMLS are used in the produc-
tion of metal parts. SLM fully melts the 
powder, while DMLS heats the powder 
to near melting temperatures until it 
chemically fuses. In practice, SLM and 
DMLS are functionally the same.1

Unlike SLS, SLM and DMLS require 
support structures to compensate 
for the high residual stresses gener-
ated during the build process. Support 
structures help to limit the possibility 
of warping and distortion. DMLS is the 
most well-established metal additive 
manufacturing process and has the 
largest installed base. 

Electron beam melting. EBM uses 
a high-energy beam rather than a la-
ser to induce fusion between particles 
of metal powder. A focused electron 
beam scans across a thin layer of pow-
der, which causes localized melting 
and solidification over a specific cross-
section. An advantage of electron beam 
systems is that they produce less resid-
ual stress in objects, meaning there is 
less need for support structures. EBM 
also uses less energy and can produce 
layers quicker than SLM and DMLS. 
The minimum feature size, powder 
particle size, layer thickness, and sur-
face finish, however, are typically lower 
quality than SLM and DMLS. EBM re-
quires the objects to be produced in a 
vacuum, and the process can be used 
only with conductive material.2

Multijet fusion. MJF is essentially 
a combination of the SLS and mate-
rial-jetting technologies. A carriage 
with nozzles, similar to those used in 
inkjet printers, passes over the print 
area, depositing a fusing agent on a 
thin layer of plastic powder. Simulta-
neously, a detailing agent that inhib-
its sintering is printed near the edge 

of the part. A high-power infrared ra-
diation energy source then passes over 
the build bed and sinters the areas 
where the fusing agent was dispensed, 
while leaving the rest of the powder 
untouched. The process repeats until 
the object is completed.

Material Jetting
Of all the additive manufacturing pro-
cesses, material jetting is most com-
parable to the inkjet printing process. 
In the same way that an inkjet printer 
places ink layer by layer onto a piece 
of paper, material jetting deposits 
material onto the build surface. The 
layer is then cured or hardened us-
ing ultraviolet light. This is repeated 
layer by layer until the object is com-
pleted. Since the material is deposited 
in drops, the materials are limited to 
photopolymers, metals, or waxes that 
cure or harden when exposed to UV 
light or elevated temperatures. 

Material jetting is ideal for realistic 
prototypes, providing excellent detail, 
high accuracy, and smooth surface fin-
ish. Material jetting allows a designer 
to use multiple colors and multiple 
materials in a single run. This makes 
the process great for low-run injection 
molds and medical models. It also al-
lows support structures to be printed 
from a dissolvable material that is eas-
ily removed after building. The main 
drawbacks of material-jetting tech-
nologies are the high cost and brittle 
mechanical properties of the UV-acti-
vated photopolymers.

Nanoparticle jetting. NPJ is a pro-
cess in which a liquid containing metal 
nanoparticles or support nanoparti-
cles is loaded into the printer via a car-
tridge. The liquid is then jetted, similar 
to an inkjet printer, onto a build tray 
through thousands of nozzles in ex-
tremely thin layers of droplets. High 
temperatures inside the building 
chamber cause the liquid to evaporate, 
leaving behind a metal object.

Drop-on-demand. DOD material jet-
ting printers have two print jets: one to 
deposit the build material, typically a 
wax-like liquid, and another for a dis-
solvable support material. Similar to 
material extrusion, a DOD printer fol-
lows a predetermined path and depos-
its material in a pointwise fashion to 
build layers of an object. This machine 
also employs a fly-cutter, a single-point 
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bond different materials, build at a fast 
rate, and make large objects practically, 
while requiring relatively little energy 
since the metal is not melted.

The Future
The ability to go from a digital file to a 
physical object rapidly with many dif-
ferent materials allows you to create 
something you could only imagine in 
your wildest dreams. Additive manu-
facturing enables individuals and 
companies to create without having 
to involve third-party manufacturers, 
enabling them to go from idea to pro-
totype much faster. Additive manufac-
turing is even being used to go to space. 
We have just begun to imagine all the 
applications for additive manufac-
turing. Stay tuned to see what people 
build in the future.
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cutting tool, that skims 
the build area after each 
layer to ensure a per-
fectly flat surface before 
printing the next layer. 
DOD technology is typi-
cally used to produce 
waxlike patterns for lost-

wax casting (used to duplicate a metal 
sculpture cast from an original sculp-
ture) and mold-making applications.9

Binder Jetting
A binder jetting process, also referred 
to as 3DP, uses two materials: a powder 
and a binder. The binder, which is typi-
cally a liquid, acts as the adhesive for 
the powder. A print head, much like 
that in an inkjet printer, moves hori-
zontally across the x and y axes to de-
posit alternating layers of the powder 
and the binder. The platform holding 
the bed of powder, which the object 
is printed on, lowers as each layer is 
printed. This is repeated until the ob-
ject is completed. Like SLS, the object 
does not need support structures since 
the powder bed acts as support. The 
powder materials can be either ceram-
ic-based such as glass or gypsum, or 
metal such as stainless steel.

Ceramic-based binder jetting, 
which uses a ceramic powder as the 
material, is best for aesthetic applica-
tions that need intricate designs such 
as architectural models, packaging, 
molds for sand casting, and ergonomic 
verification. It is not intended for func-
tional prototypes, as the objects cre-
ated are quite brittle. 

Metal binder jetting, which uses a 
metal powder as the material, is well 
suited for functional components and 
more cost effective than SLM or DMLS 
metal parts. The downside, however, is 
the metal parts have poorer mechani-
cal properties.

The same people who created binder 
jetting also created Desktop Metal, a 3D 
printer system using this technology.

Direct Energy Deposition
DED creates objects by melting powder 
material as it is deposited, similar to 
material extrusion. It is predominantly 
used with metal powders or wire and is 
often referred to as metal deposition 
since it is exclusive to metals. DED re-
lies on dense support structures, which 
are not ideal for creating parts from 

scratch. This makes it best suited for 
repairing or adding material to existing 
objects such as turbine blades. 

Metal direct energy is what Relativ-
ity Space uses to print its rocket parts. 
Because of the size of the parts it needs 
to build, it uses a custom machine.

Laser powder forming. Laser pow-
der forming is also known by its propri-
etary name, LENS (Laser Engineered 
Net Shaping), developed at Sandia 
National Labs. The process uses a de-
position head that consists of a laser 
head, powder-dispensing nozzles, and 
inert gas tubing. The deposition head 
melts the powder as it is ejected from 
the nozzles to build an object layer by 
layer. The laser creates a melt pool on 
the build area, and powder is sprayed 
into the pool, where it is melted and 
then solidified.

Electron beam additive manufac-
turing. EBAM uses an electron beam to 
create metal objects by welding togeth-
er metal powder or wire. In contrast to 
laser powder forming, which uses a la-
ser, electron beams are more efficient 
and operate under a vacuum that was 
originally designed for use in space.5

Sheet Lamination
Sheet lamination processes include 
LOM (laminated object manufactur-
ing) and UAM (ultrasonic additive 
manufacturing). You might be famil-
iar with LOM—it is basically the same 
technology used by the laminator you 
may have used as a child. To laminate 
a piece of paper, you place the paper 
in a laminator pouch composed of 
two types of plastic: PET (polyethylene 
terephthalate) on the outer layer and 
EVA (ethylene-vinyl acetate) on the in-
ner layer. A heated roller then adheres 
the two sides of the pouch together 
so the paper is fully encased in plas-
tic. The same basic process is used to 
build objects.

UAM, on the other hand, builds met-
al objects by fusing and stacking metal 
strips, sheets, or ribbons. The layers are 
bound together using ultrasonic weld-
ing. The process is done on a machine 
able to CNC (computer numerical con-
trol) mill the workpiece as the layers 
are built. The process requires removal 
of the unbound metal, often during 
the welding process. UAM uses metals 
such as aluminum, copper, stainless 
steel, and titanium. The process can 
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Cryptography is concerned with the construction of schemes that withstand 
any abuse. A cryptographic scheme is constructed so as to maintain a desired 
functionality, even under malicious attempts aimed at making it deviate from its 
prescribed behavior. The design of cryptographic systems must be based on firm 
foundations, whereas ad hoc approaches and heuristics are a very dangerous way 
to go. These foundations were developed mostly in the 1980s, in works that are all 
co-authored by Shafi Goldwasser and/or Silvio Micali. These works have transformed 
cryptography from an engineering discipline, lacking sound theoretical foundations, 
into a scientific field possessing a well-founded theory, which influences practice as 
well as contributes to other areas of theoretical computer science.

This book celebrates these works, which 
were the basis for bestowing the 2012 A.M. 
Turing Award upon Shafi Goldwasser and 
Silvio Micali. A significant portion of this 
book reproduces some of these works, 
and another portion consists of scientific 
perspectives by some of their former 
students. The highlight of the book is 
provided by a few chapters that allow the 
readers to meet Shafi and Silvio in person. 
These include interviews with them, their 
biographies and their Turing Award lectures.

http://books.acm.org
http://store.morganclaypool.com/acm
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P ER HAPS IN NO other technology has there been so 
many decades of large year-over-year improvements 
as in computing. It is estimated that a third of all 
productivity increases in the U.S. since 1974 have 
come from information technology,a,4 making it one of 
the largest contributors to national prosperity.

The rise of computers is due to technical successes, 
but also to the economics forces that financed 
them. Bresnahan and Trajtenberg3 coined the term 
general purpose technology (GPT) for products, like 
computers, that have broad technical applicability 
and where product improvement and market growth 

a Their analysis excludes the farming sector.

could fuel each other for many decades. 
But, they also predicted that GPTs could 
run into challenges at the end of their 
life cycle: as progress slows, other tech-
nologies can displace the GPT in par-
ticular niches and undermine this eco-
nomically reinforcing cycle. We are 
observing such a transition today as im-
provements in central processing units 
(CPUs) slow, and so applications move 
to specialized processors, for example, 
graphics processing units (GPUs), which 
can do fewer things than traditional uni-
versal processors, but perform those 
functions better. Many high profile appli-
cations are already following this trend, 
including deep learning (a form of ma-
chine learning) and Bitcoin mining.

With this background, we can now 
be more precise about our thesis: “The 
Decline of Computers as a General Pur-
pose Technology.” We do not mean 
that computers, taken together, will 
lose technical abilities and thus ‘for-
get’ how to do some calculations. We 
do mean that the economic cycle that 
has led to the usage of a common com-
puting platform, underpinned by rap-
idly improving universal processors, is 
giving way to a fragmentary cycle, 
where economics push users toward 
divergent computing platforms driven 
by special purpose processors.

The Decline 
of Computers 
as a General 
Purpose 
Technology 

DOI:10.1145/3430936

Technological and economic forces are now 
pushing computing away from being general 
purpose and toward specialization.

BY NEIL C. THOMPSON AND SVENJA SPANUTH

 key insights
 ˽ Moore’s Law was driven by technical 

achievements and a “general purpose 
technology” (GPT) economic cycle 
where market growth and investments 
in technical progress reinforced  
each other. These created strong 
economic incentives for users to 
standardize to fast-improving CPUs, 
rather than designing their own 
specialized processors.

 ˽ Today, the GPT cycle is unwinding, 
resulting in less market growth and 
slower technical progress.

 ˽ As CPU improvement slows, economic 
incentives will push users toward 
specialized processors, which threatens 
to fragment computing. In such a 
computing landscape, some users will 
be in the ‘fast lane,’ benefiting from 
customized hardware, and others will 
be left in the ‘slow lane,’ stuck on CPUs 
whose progress fades.

http://dx.doi.org/10.1145/3430936
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those designed to be ‘universal,’ were in 
practice tailored for specific algorithms 
and were difficult to adapt for others. 
For example, although the 1946 ENIAC 
was a theoretically universal computer, 
it was primarily used to compute artil-
lery range tables. If even a slightly differ-
ent calculation was needed, the com-
puter would have to be manually 
re-wired to implement a new hardware 
design. The key to resolving this prob-
lem was a new computer architecture 
that could store instructions.10 This ar-
chitecture made the computer more 
flexible, making it possible to execute 
many different algorithms on universal 
hardware, rather than on specialized 
hardware. This ‘von Neumann architec-
ture’ has been so successful that it con-
tinues to be the basis of virtually all uni-
versal processors today.

The ascent of universal processors. 
Many technologies, when they are in-
troduced into the market, experience a 
virtuous reinforcing cycle that helps 
them develop (Figure 1a). Early adopt-
ers buy the product, which finances 
investment to make the product bet-
ter. As the product improves, more 
consumers buy it, which finances the 
next round of progress, and so on. 
For many products, this cycle winds 
down in the short-to-medium term as 

Figure 1. The historical virtuous cycle of universal processers (a) is turning into a fragmentation cycle (b).

product improvement becomes too 
difficult or market growth stagnates.

GPTs are defined by the ability to 
continue benefiting from this virtuous 
economic cycle as they grow—as uni-
versal processors have for decades. The 
market has grown from a few high-val-
ue applications in the military, space, 
and so on, to more than two billion PCs 
in use worldwide.38 This market growth 
has fueled ever-greater investments to 
improve processors. For example, Intel 
has spent $183 billion on R&D and new 
fabrication facilities over the last de-
cade.c This has paid enormous divi-
dends: by one estimate processor per-
formance has improved about 400,000x 
since 1971.8

The alternative: Specialized proces-
sors. A universal processor must be 
able to do many different calculations 
well. This leads to design compromises 
that make many calculations fast, but 
none optimal. The performance penal-
ty from this compromise is high for ap-
plications well suited to specialization, 
that is those where:

 ˲ substantial numbers of calcula-
tions can be parallelized

 ˲ the computations to be done are 
stable and arrive at regular intervals 
(‘regularity’)

 ˲ relatively few memory accesses are 
needed for a given amount of computa-
tion (‘locality’)

 ˲ calculations can be done with fewer 
significant digits of precision.15

In each of these cases, specialized 
processors (for example, Application-
specific Integrated Circuits (ASICs)) or 
specialized parts of heterogeneous 
chips (for example, I.P. blocks) can 

c Calculated as 2008–2017 R&D and additions to 
PPE spending.

This fragmentation means that parts 
of computing will progress at different 
rates. This will be fine for applications 
that move in the ‘fast lane,’ where im-
provements continue to be rapid, but 
bad for applications that no longer get 
to benefit from field-leaders pushing 
computing forward, and are thus con-
signed to a ‘slow lane’ of computing im-
provements. This transition may also 
slow the overall pace of computer im-
provement, jeopardizing this important 
source of economic prosperity.

Universal and Specialized Computing
Early days—from specialized to uni-
versal. Early electronics were not uni-
versal computers that could perform 
many different calculations, but dedi-
cated pieces of equipment, such as 
radios or televisions, designed to do 
one task, and only one task. This spe-
cialized approach has advantages: de-
sign complexity is manageable and the 
processor is efficient, working faster 
and using less power. But specialized 
processors are also ‘narrower,’ in that 
they can be used by fewer applications.

Early electronic computers,b even 

b In this article, the term “computer” describes both, 
devices with solely a universal processor and 
those that also contain specialized functionality.

Technology
advances

Finances innovation More new users adopt

Technology advances
slow

Financing innovation 
is harder

Fewer new users 
adopt

(a) (b)

Technical specifications of a CPU compared to a GPU.

Processor Model
Calculations 
in parallelii  Speed

Memory 
Bandwidth

Access to  
Level 1 Cache

CPU Intel Xeon  
E5-2690v4

28 2.6–3.5 GHz 76.8 GB/s 5–12  
clock cyclesi 

GPU NVIDA P100 3,584 1.1 GHz 732 GB/s 80 clock cycles

i Data from Intel and NVIDIA data sheets, ‘Access to L1 Cache’ from Giles5appx

ii Approximated by number of threads for CPU and number of CUDA cores for GPU.



MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     67

contributed articles

Figure 2. Rate of improvement in microprocessors, as measured by (a) Annual performance 
improvement on the SPECint benchmark,7appx and (b) Annual quality-adjusted price decline.1appx 

(IoT), and cloud/supercomputing, are 
becoming more specialized. Of these, 
PCs remain the most universal. In 
contrast, energy efficiency is more im-
portant in mobile and IoT because of 
battery life, and thus, much of the cir-
cuitry on a smartphone chip,34 and 
sensors, such as RFID-tags, use spe-
cialized processors.5,7

Cloud/supercomputing has also be-
come more specialized. For example, 
2018 was the first time that new addi-
tions to the biggest 500 supercomput-
ers derived more performance from 
specialized processors than from uni-
versal processors.11

Industry experts at the Internation-
al Technology Roadmap for Semicon-
ductors (ITRS), the group which coor-
dinated the technology improvements 
needed to keep Moore’s Law going, 
implicitly endorsed this shift toward 
specialization in their final report. 
They acknowledged the traditional 
one-solution-fits-all approach of 
shrinking transistors should no longer 
determine design requirements and 
instead these should be tailored to 
specific applications.16

The next section explores the effect 
that the movement of all of the major 
computing platforms toward specialized 
processors will have on the economics of 
producing universal processors.

The Fragmentation of a General 
Purpose Technology
The virtuous cycle that underpins 
GPTs comes from a mutually reinforc-
ing set of technical and economic forces. 
Unfortunately, this mutual reinforce-
ment also applies in the reverse direc-

60%

50%

40%

30%

20%

10%

0%
1994–2003 2003–2011

(a)
Microprocessor performance 

improvement

(b) 
Microprocessor performance 

per dollar improvement

2011–2015 2015–2018

52%

23%

12%
4%

60%

50%

40%

30%

20%

10%

0%
1994–2004 2004–2008 2008–2013

48%

29%

8%

perform better because custom hard-
ware can be tailored to the calculation.24

The extent to which specialization 
leads to changes in processor design 
can be seen in the comparison of a typi-
cal CPU—the dominant universal pro-
cessor—and a typical GPU—the most-
common type of specialized processor 
(see the accompanying table).

The GPU runs slower, at about a third 
of the CPU’s frequency, but in each 
clock cycle it can perform ~100x more 
calculations in parallel than the CPU. 
This makes it much quicker than a CPU 
for tasks with lots of parallelism, but 
slower for those with little parallelism.d

GPUs often have 5x–10x more mem-
ory bandwidth (determining how 
much data can be moved at once), but 
with much longer lags in accessing 
that data (at least 6x as many clock cy-
cles from the closest memory). This 
makes GPUs better at predictable cal-
culations (where the data needed from 
memory can be anticipated and 
brought to the processor at the right 
time) and worse at unpredictable ones.

For applications that are well-
matched to specialized hardware (and 
where programming models, for ex-
ample CUDA, are available to harness 
that hardware), the gains in perfor-
mance can be substantial. For exam-
ple, in 2017, NVIDIA, the leading man-
ufacturer of GPUs, estimated that 
Deep Learning (AlexNet with Caffe) got 
a speed-up of 35x+ from being run on a 
GPU instead of a CPU.27 Today, this 
speed-up is even greater.26

Another important benefit of spe-
cialized processorse is that they use 
less power to do the same calculation. 
This is particularly valuable for appli-
cations limited by battery life (cell 
phones, Internet-of-things devices), 
and those that do computation at 
enormous scales (cloud computing/
datacenters, supercomputing). 

As of 2019, 9 out of the top 10 most 
power efficient supercomputers were 
using NVIDIA GPUs.37

d Of course, many tasks will have multiple parts, 
some parallelizable and some not.  In which 
case, speed-ups will be constrained by Am-
dahl’s Law.

e For brevity we will use the term “specialized 
processors” throughout this article to refer 
both to stand-alone processors as well as spe-
cialized functionality on heterogeneous chips 
(for example, I.P. blocks)

Specialized processors also have 
important drawbacks: they can only 
run a limited range of programs, are 
hard to program, and often require a 
universal processor running an oper-
ating system to control (one or more 
of) them. Designing and creating spe-
cialized hardware can also be expen-
sive. For universal processors, their 
fixed costs (also called non-recurring 
engineering costs (NRE)) are distrib-
uted over a large number of chips. In 
contrast, specialized processors often 
have much smaller markets, and thus 
higher per-chip fixed costs. To make 
this more concrete, the overall cost to 
manufacture a chip with specialized 
processors using leading-edge tech-
nology is about $80 millionf (as of 
2018). Using an older generation of 
technology can bring this cost down to 
about $30 million.23

Despite the advantages that special-
ized processors have, their disadvan-
tages were important enough that 
there was little adoption (except for 
GPUs) in the past decades. The adop-
tion that did happen was in areas 
where the performance improvement 
was inordinately valuable, including 
military applications, gaming and 
cryptocurrency mining. But this is 
starting to change.

The state of specialized processors 
today. All the major computing plat-
forms, PCs, mobile, Internet-of-things 

f This true for the 16/14nm node size. Lithog-
raphy cost are by far the biggest cost compo-
nent of the manufacturing NRE.21 Other costs 
include labor and design tools, as well as IP 
licensing.
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ment in universal computers has been. 
To put these rates into perspective, if 
performance per dollar improves at 48% 
per year, then in 10 years it improves 50x. 
In contrast, if it only improves at 8% per 
year, then in 10 years it is only 2x better.

Fewer new users adopt. As the pace of 
improvement in universal processors 
slows, fewer programs with new func-
tionality will be created, and thus cus-
tomers will have less incentive to replace 
their computing devices. Intel CEO Krza-
nich confirmed this in 2016, saying that 
the replacement rate of PCs had risen 
from every four years to every 5–6 years.22 
Sometimes, customers even skip multi-
ple generations of processor improve-
ment before it is worth updating.28 This 
is also true on other platforms, for exam-
ple U.S. smartphones were upgraded on 
average every 23 months in 2014, but by 
2018 this had lengthened to 31 months.25

The movement of users from uni-
versal to specialized processors is cen-
tral to our argument about the frag-
mentation of computing, and hence 
we discuss it in detail. Consider a user 
that could use either a universal pro-
cessor or a specialized one, but who 
wants the one that will provide the best 
performance at the lowest cost.h Fig-
ures 3(a) and 3(b) present the intuition 
for our analysis. Each panel shows the 
performance over time of universal and 
specialized processors, but with differ-
ent rates at which the universal proces-
sor improves. In all cases, we assume 
that the time, T, is chosen so the higher 
price of a specialized processor is exact-
ly balanced out by the costs of a series of 
(improving) universal processors. This 
means that both curves are cost equiva-
lent, and thus superior performance 
also implies superior performance-per-
dollar. This is also why we depict the 
specialized processor as having con-
stant performance over this period. (At 
the point where the specialized proces-
sor would be upgraded, it too would get 
the benefit of whatever process im-
provement had benefited the universal 
processor and the user would again re-
peat this same decision process.)

A specialized processor is more at-

h Computing at larger scales (including the 
massive parallelism of current deep learning 
models) are scaled-up versions of this same 
problem, and the logic of our analysis (and 
thus our results) also carry over to them.

tion: if improvements slow in one part 
of the cycle, so will improvements in 
other parts of the cycle. We call this 
counterpoint a ‘fragmenting cycle’ be-
cause it has the potential to fragment 
computing into a set of loosely-related 
siloes that advance at different rates.

As Figure 1(b) shows, the fragment-
ing cycle has three parts:

 ˲ Technology advances slow
 ˲ Fewer new users adopt
 ˲ Financing innovation is more dif-

ficult
The intuition behind this cycle is 

straightforward: if technology ad-
vances slow, then fewer new users 
adopt. But, without the market growth 
provided by those users, the rising 
costs needed to improve the technol-
ogy can become prohibitive, slowing 
advances. And thus each part of this 
synergistic reaction further reinforces 
the fragmentation.

Here, we describe the state of each 
of these three parts of the cycle for 
computing and show that fragmenta-
tion has already begun.

Technology advancements slow. To 
measure the rate of improvement of 
processors we consider two key met-
rics: performanceg and performance-per-
dollar. Historically, both of these met-
rics improved rapidly, largely because 
miniaturizing transistors led to greater 
density of transistors per chip (Moore’s 
Law) and to faster transistor switching 
speeds (via Dennard Scaling).24 Unfor-
tunately, Dennard Scaling ended in 
2004/2005 because of technical chal-
lenges and Moore’s Law is coming to an 
end as manufacturers hit the physical 
limits of what existing materials and 
designs can do,33 and these limits take 
ever more effort to overcome.2 The loss 
of the benefits of miniaturization can 
be seen vividly in the slowdown of im-
provements to performance and per-
formance-per-dollar.

Figure 2(a), based Hennessy and Pat-
terson’s characterization of progress in 
SPECInt, as well as Figure 2(b) based on 
the U.S. Bureau of Labor Statistics’ pro-
ducer-price index, show how dramatic 
the slowdown in performance improve-

g While we have in mind a measure of per-
formance based on computational power/
speed, this model is actually more general 
and could refer to other characteristics (for 
example, energy efficiency).

GPTs are defined 
by the ability to 
continue benefiting 
from this virtuous 
economic cycle 
as they grow—
as universal 
processors have for 
decades. 
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specialization.k

Financing innovation is harder. In 
2017, the Semiconductor Industry Asso-
ciation estimated that the cost to build 
and equip a fabrication facility (‘fab’) for 
the next-generation of chips was rough-
ly $7 billion.35 By “next-generation,” we 
mean the next miniaturization of chip 
components (or process ‘node’).

The costs invested in chip manufac-
turing facilities must be justified by 
the revenues that they produce. Per-
haps as much as 30%l of the industry’s 
$343 billion annual revenue (2016) 
comes from cutting-edge chips. So 

k In the online appendix (https://doi.org/ 
10.1145/3430936)  we also consider how these 
values change with code development costs.

l $23 billion of Foundry revenue (TSMC and 
GlobalFoundries) can be attributed to leading-
edge nodes.36 Assuming the majority (90%) 
of Intel’s ($54 billion) and Samsung’s ($40 
billion) total revenues12 derives from leading-
edge nodes, yields an upper bound of $108 bil-
lion/$343 billion≈30%.

tractive if it provides a larger initial 
gain in performance. But, it also be-
comes more attractive if universal pro-
cessor improvements go from a rapid 
rate, as in panel (a), to a slower one, as 
in panel (b). We model this formally by 
considering which of two time paths 
provides more benefit. That is, a spe-
cialized processor is more attractive if

Where universal and specialized 
processors deliver performancei Pu, 
and Ps, over time T, while the univer-
sal processor improves at r.j We pres-
ent our full derivation of this model in 
the online appendix (https://doi.
org/10.1145/3430936). That derivation 
allows us to numerically estimate the 
volume needed for the advantages of 
specialization to outweigh the higher 
costs (shown in Figure 3(c) for a slow-
down from 48% to 8% in the per-year 
improvement rate of CPUs).

Not surprisingly, specialized pro-
cessors are more attractive when they 
provide larger speedups or when their 
costs can be amortized over larger vol-
umes. These cutoffs for when special-
ization becomes attractive change, 
however, based on the pace of im-
provement of the universal processors. 
Importantly, this effect does not arise 
because we are assuming different 
rates of progress between specialized 
and universal processors overall—all 
processors are assumed to be able to 
use whatever is the cutting-edge fabri-
cation technology of the moment. In-
stead, it arises because the higher per-
unit NRE of specialized processors 
must be amortized and how well this 
compares to upgrading universal pro-
cessors over  that period.

A numerical example makes clear the 

i Here we assume that the cost of the CPU run-
ning the OS and controlling the specialized 
processor(s) does not materially affect this 
calculation.  Relaxing that assumption would 
not change our model but would require in-
corporating of these costs into the specialized 
processor parameter estimates.

j In practice, manufacturers do not update con-
tinuously, but in large steps when they release 
new designs. Users, however, may experience 
these jumps more continuously since they 
tend to constantly refresh some fraction of 
their computers. The continuous form is also 
more mathematically tractable.

importance of this change. At the peak 
of Moore’s Law, when improvements 
were 48% per year, even if specialized 
processors were 100x faster than univer-
sal ones, that is,  =100 (a huge differ-
ence), then ~83,000 would need to be 
built for the investment to pay off. At 
the other extreme, if the performance 
benefit were only 2x, ~1,000,000 would 
need to be built to make specialization 
attractive. These results make it clear 
why, during the heyday of Moore’s Law, 
it was so difficult for specialized proces-
sors to break into the market.

However, if we repeat our processor 
choice calculations using an improve-
ment rate of 8%, the rate from 2008–
2013, these results change markedly: 
for applications with 100x speed-up, 
the number of processors needed falls 
from 83,000 to 15,000, and for those 
with 2x speed-up it drops from 
1,000,000 to 81,000. Thus, after univer-
sal processor progress slows, many 
more applications became viable for 

Figure 3. Optimal processor choice depends on the performance speed-up that the special-
ized processor provides, as well as the rate of improvement of the universal technology.

Time

t0 T

Performance

Time

t0 T

Performance

(a)

Illustration of processor choice trade-off when 
universal processor improvement rate is (a) fast or (b) slow

(b)

Universal Processor Universal better
Specialized better

Specialized
Processor

(c)
Model predictions for when specialization is preferred 

CPU improvement rate per year
dark blue = 8% (slow), light blue = 48% (fast)

Specialize

Specialize
if CPU

progress
is slow

Don’t Specialize

1,000,000

800,000

600,000

400,000

200,000

0
1.0 1.6 2.5 4 6 10

Speedup From Specialization

V
ol

u
m

e

16 25 40 63 100

https://doi.org/10.1145/3430936
https://doi.org/10.1145/3430936
https://doi.org/10.1145/3430936
https://doi.org/10.1145/3430936


70    COMMUNICATIONS OF THE ACM   |   MARCH 2021  |   VOL.  64  |   NO.  3

contributed articles

Figure 4. Deteriorating economics of chip manufacturing.

2016m,35), which allowed semiconduc-
tor manufacturers to amortize fixed 
costs across greater volumes. The re-
mainder of the large gap between fixed 
costs rising 13% annually and the mar-
ket growing 5% annually, would be ex-
pected to lead to less-competitive play-
ers leaving the market and remaining 
players amortizing their fixed costs over 
a larger number of chips.

As Figure 4(b) shows, there has in-
deed been enormous consolidation in 
the industry, with fewer and fewer com-

m We implicitly assume that this is also the rate 
of growth for the leading-edge nodes. In prac-
tice it may be somewhat lower, which would 
only accentuate our point.
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panies producing leading-edge chips. 
From 2002/2003 to 2014/2015/2016, the 
number of semiconductor manufactur-
ers with a leading-edge fab has fallen 
from 25 to just 4: Intel, Taiwan Semi-
conductor Manufacturing Company 
(TSMC), Samsung and GlobalFound-
ries). And GlobalFoundries recently 
announced that they would not pur-
sue development of the next node.6

We find it very plausible this con-
solidation is caused by the worsening 
economics of rapidly rising fixed 
costs and only moderate market size 
growth. The extent to which market 
consolidation improves these eco-
nomics can be seen through some 
back-of-the-envelope calculations. If 
the market were evenly partitioned 
amongst different companies, it would 
imply a growth in average market 
share from 4% = 100%

25  in 2002/2003 to 
25% = 100%

4  in 2014/2015/2016. Expressed 
as a compound annual growth rate, 
this would be 14%. This means that 
producers could offset the worsening 
economics of fab construction through 
market growth and taking the market 
share of those exiting (13%<5%+14%).

In practice, the market was not even-
ly divided, Intel had dominant share. As 
a result, Intel would not have been able 
to offset fixed cost growth this way.n 
And indeed, over the past decade, the 
ratio of Intel’s fixed costs to its variable 
costs has risen from 60% to over 100%.o 
This is particularly striking because in 
recent years Intel has slowed the pace 
of their release of new node sizes, 
which would be expected to decrease 
the pace at which they would need to 
make fixed costs investments.

The ability for market consolida-
tion to offset fixed cost increases can 
only proceed for so long. If we project 
forward current trends, then by 2026 
to 2032 (depending on market growth 
rates) leading-edge semiconductor 
manufacturing will only be able to 
support a single monopolist manu-
facturer, and yearly fixed costs to build 
a single new facility for each node 
size will be equal to yearly industry 

n Despite their rate of change being less favor-
able, Intel’s large market share meant that 
they started from a lower base, so they re-
mained highly competitive.

o Calculated from Intel financial statements, with 
fixed costs as R&D + Property, Plant and Equip-
ment, and variable costs as cost of goods sold.

revenues are substantial, but costs 
are growing. In the past 25 years, the 
investment to build leading-edge fab 
(as shown in Figure 4a) rose 11% per 
year (!), driven overwhelmingly by li-
thography costs. Including process-
development costs into this estimate 
further accelerates cost increases to 
13% per year (as measured for 2001 to 
2014 by Santhanam et al.32). This is 
well known by chipmakers who quip 
about Moore’s “second law”: the cost 
of a chip fab doubles every four years.9

Historically, the implications of 
such a rapid increase in fixed cost on 
unit costs was only partially offset by 
strong overall semiconductor market 
growth (CAGR of 5% from 1996–
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Who gets left behind. Applications 
that do not move to specialized proces-
sors will likely fail to do so because they:

 ˲ Get little performance benefit,
 ˲ Are not a sufficiently large market 

to justify the upfront fixed costs, or
 ˲ Cannot coordinate their demand.

Earlier, we described four character-
istics that make calculations amenable 
to speed-up using specialized proces-
sors. Absent these characteristics, 
there are only minimal performance 
gains, if any, to be had from specializa-
tion. An important example of this is 
databases. As one expert we inter-
viewed told us: over the past decades, it 
has been clear that a specialized pro-
cessor for databases could be very use-
ful, but the calculations needed for da-
tabases are poorly-suited to being on a 
specialized processor.

The second group that will not get 
specialized processors are those 
where there is insufficient demand to 
justify the upfront fixed costs. As we 
derived with our model, a market of 
many thousands of processors are 
needed to justify specialization. This 
could impact those doing intensive 
computing on a small scale (for exam-
ple, research scientists doing rare cal-
culations) or those whose calculations 
change rapidly over time and thus 
whose demand disappears quickly.

A third group that is likely to get left 
behind are those where no individual 
user represents sufficient demand, 
and where coordination is difficult. 
For example, even if thousands of 
small users would collectively have 
enough demand, getting them to col-
lectively contribute to producing a spe-
cialized processor would be prohibi-
tively difficult. Cloud computing 
companies can play an important role 
in mitigating this effect by financing 
the creation of specialized processors 
and then renting these out.q

Will technological improvement bail 
us out? To return us to a convergent cy-
cle, where users switch back to univer-
sal processors, would require rapid im-
provement in performance and/or 
performance-per-dollar. But technologi-
cal trends point in the opposite direc-
tion. For example on performance, it is 

q Already, Google provides TPUs on its cloud,13 
and Amazon Web Services (and others) pro-
vide GPUs.1

revenues (see endnote for detailsp). 
We make this point not to argue that 
in late 2020s this will be the reality, 
but precisely to argue that current 
trends cannot continue and that with-
in only about 10 years(!) manufactur-
ers will be forced to dramatically slow 
down the release of new technology 
nodes and find other ways to control 
costs, both of which will further slow 
progress on universal processors.

The fragmentation cycle. With each 
of the three parts of the fragmentation 
cycle already reinforcing each other, 
we expect to see more and more users 
facing meager improvements to uni-
versal processors and thus becoming 
interested in switching to specialized 
ones. For those with sufficient de-
mand and computations well-suited 
to specialization (for example, deep 
learning), this will mean orders of 
magnitude improvement. For others, 
specialization will not be an option 
and they will remain on universal pro-
cessors improving ever-more slowly.

Implications
Who will specialize. As shown in Figure 
3(c), specialized processors will be ad-
opted by those that get a large speedup 
from switching, and where enough pro-
cessors would be demanded to justify 
fixed costs. Based on these criteria, it is 
perhaps not surprising that big tech 
companies have been amongst the first 
to invest in specialized processors, for 
example, Google,19 Microsoft,31 Baidu,14 
and Alibaba.29 Unlike the specialization 
with GPUs, which still benefited a broad 
range of applications, or those in crypto-
graphic circuits, which are valuable to 
most users, we expect narrower special-
ization going forward because only small 
numbers of processors will be needed 
to make the economics attractive.

We also expect significant usage 
from those who were not the original 
designer of the specialized processor, 
but who re-design their algorithm to 
take advantage of new hardware, as 
deep learning users did with GPUs.

p Assumes new facilities are needed every 
two years; 30% of market sales go to leading 
edge chips; and 13% annual increase in fixed 
costs.  2026: 0% market growth / 2032: 5% 
market growth. We (conservatively) assume 
all market demand can be met with a single 
facility. If more than that is needed, the date 
moves earlier.

It is expected the 
final benefits from 
miniaturization will 
come at a price 
premium, and are 
only likely to be paid 
for by important 
commercial 
applications. 



72    COMMUNICATIONS OF THE ACM   |   MARCH 2021  |   VOL.  64  |   NO.  3

contributed articles

that are largely distinct and will provide 
fewer benefits to each other. Moreover, 
because this cycle is self-reinforcing, it 
will perpetuate itself, further fragment-
ing general purpose computing. As a 
result, more applications will split off 
and the rate of improvement of univer-
sal processors will further slow.

Our article thus highlights a crucial 
shift in the direction that economics is 
pushing computing, and poses a chal-
lenge to those who want to resist the 
fragmentation of computing. 
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expected that the final benefits from 
miniaturization will come at a price pre-
mium, and are only likely to be paid for 
by important commercial applications. 
There is even a question whether all of 
the remaining, technically-feasible, min-
iaturization will be done. Gartner pre-
dicts that more will be done, with 5nm 
node sizes being produced at scale by 
2026,18 and TSMC recently announced 
plans for a $19.5B 3nm plant for 2022.17 
But many of the interviewees that we 
contacted for this study doubt were skep-
tical about whether it would be worth-
while miniaturizing for much longer.

Might another technological im-
provement restore the pace of universal 
processor improvements? Certainly, 
there is a lot of discussion of such tech-
nologies: quantum computing, carbon 
nanotubes, optical computing. Unfor-
tunately, experts expect that it will be at 
least another decade before industry 
could engineer a quantum computer 
that is broader and thus could poten-
tially substitute for classical universal 
computers.30 Other technologies that 
might hold broader promise will likely 
still need significantly more funding to 
develop and come to market.20

Conclusion
Traditionally, the economics of com-
puting were driven by the general pur-
pose technology model where univer-
sal processors grew ever-better and 
market growth fuels rising investments 
to refine and improve them. For de-
cades, this virtuous GPT cycle made 
computing one of the most important 
drivers of economic growth.

This article provides evidence that 
this GPT cycle is being replaced by a frag-
menting cycle where these forces work 
to slow computing and divide users. We 
show each of the three parts of the frag-
mentation cycle are already underway: 
there has been a dramatic and ever-grow-
ing slowdown in the improvement rate 
of universal processors; the economic 
trade-off between buying universal and 
specialized processors has shifted dra-
matically toward specialized proces-
sors; and the rising fixed costs of build-
ing ever-better processors can no longer 
be covered by market growth rates.

Collectively, these findings make it 
clear that the economics of processors 
has changed dramatically, pushing 
computing into specialized domains 

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/the-
decline-of-computers
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DESPITE IN CREAS IN G AWAREN ES S  and efforts made to 
attract women to computing, they are still poorly 
represented in information technology (IT) careers.16 
The number of females graduating with an IT degree 
has consistently declined since 1984 when women 
were 34% of computer science graduates and they

currently account for less than 20% of 
IT graduates in many countries.8,14,15 
These figures are replicated in the IT 
industry where women currently con-
stitute a small part of the work-
force—24% in the U.S., 18% in the 
U.K., and 28% in Australia.5,6 This lack 
of diversity in IT has repercussions 
for organizations and for society. 
There is increasing evidence that di-
versity in the workplace has a positive 
influence on productivity.2,6 For ex-
ample, Herring13 reports that organi-
zations with high levels of gender di-
versity in teams have higher sales 
revenues, more customers and great-

er profitability than companies with 
predominantly male teams.

Finding capable and confident peo-
ple with IT skills is very difficult, and 
many employers struggle to recruit 
employees, particularly as the talent 
pool is restricted by the lack of quali-
fied women. Encouraging more wom-
en into IT university courses would 
lead to an increase in both the size 
and diversity of a country’s skilled 
workforce and address the growing 
shortfall of IT professionals in the in-
dustry. Women’s participation in the 
field could also lead to monetary ben-
efits. For example, in the European 
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Event attendance and influence on enrolling in a computing-like degree.

Initiative Description Geographic Coveragea

Bebras An international competition for students in Year 3–12 to promote 
students’ computational thinking.

National/International

Big Day In A conference organized by university students for Year 9–12 
students interested in careers in ICT and technology.

NSW, Vic, QLD, WA

Career Fairs Career fairs to display different career opportunities to senior 
secondary students.

National

Club Kidpreneur/name change to 
Entropolis HQ

A program aimed to encourage Years 5–10 students in entrepre-
neurial thinking and improve knowledge about finances, business 
acumen and other skills.

National

Code Club Coding club for children aged 9–13 years run by volunteers. National/International

Code Like a Girl A social enterprise to develop girls aged 8–12 programming skills 
through a three-day camp.

National

CoderDojo Computer programming clubs for students aged between 7 and 
17.

QLD, NSW, VIC, WA/International

Computer Games Boot Camp An industry engagement event for students in Years 9–12 to learn 
about how games are designed and developed with insights into 
IT career paths.

VIC

ECOMAN Aims to familiarize students about business concepts by using  
a business simulation program.

QLD

Endeavour Workshop and a design expo aiming to familiarize students  
with engineering.

VIC

E.X.I.T.E. - Exploring Interests in 
Technology and Engineering

Camps for girls in Years 8–10 aimed to increase students’  
interest in STEM. They also explore the opportunities of contributing 
to the community and being creative in technology and  
engineering careers.

QLD, VIC, NSW/International

Females in Technology and Telecommu-
nications

A network aiming to inspire and to support women in technology 
and communications.

National

FIRST LEGO League Children in Years 4–9 solve real-world projects. In the process 
they have to build a robot and program it using LEGO® Mind-
storms to solve an annual challenge.

National/International

FIRST Robotics Competition Students in Years 9–12 design, build, program an industrial robot 
and compete against other teams to solve an annual challenge.

National/International

Girl GeekAcademy - #MissMakesCode #MissMakesCode is an initiative to build confidence and 
self-efficacy in the areas of algorithmic thinking, programming 
and coding for young girls aged 5–8 years.

VIC/NSW

Girl Power in engineering & IT program This program is specifically for girls and targets Year 9 students 
to attend a 3-day camp. In the following year, the students 
undertake work experience and in Year 11 and 12 the participants 
are given university student mentors.

VIC

Girls Programming Network A program run by girls for girls as a one-day workshop. As part of 
the workshop, they develop games, mobile apps and learn about 
digital media and encourage high school girls to attend.

NSW

Hour of code Events during which the students code. National/International

ACT = Australian Capital Territory; NSW = New South Wales; NT = Northern Territory; QLD = Queensland;  
VIC = Victoria; SA = South Australia; TAS = Tasmania; WA = Western Australia.

a Where the initiatives were online and there were no restrictions to where the participants  
need to be in order to enroll they are marked as national in the table.

female participation at the university 
level11 (and few have been successful). 
In the U.S., the Computer Science de-
gree at Carnegie Melon University 
reached almost 50% in 2016, 2017, and 
20189 and Harvey Mudd College in-
creased its enrollment of women pur-
suing a Computer Science degree from 
10% in 2006 to 40% in 2012.1 Frieze and 
Quesenberry9 attributed the success to 
not changing the curriculum to be fe-

male-friendly but rather doing chang-
es that improve the curriculum for ev-
eryone, changing the culture and 
institutional support for different pro-
grams. IT classes provided by the Uni-
versity of Cincinnati in the U.S. have 
also influenced some of the female 
students to register for the university’s 
IT courses.10 Others3,4 show that inte-
grating creative expression in comput-
er science units can help attract and 

Union, it is estimated that existing ini-
tiatives8 will improve women’s partici-
pation in STEM-related fields and this 
will result in a 610–820 billion euros 
increase in the GDP.7 Except for mon-
etary benefits, narrowing the gender 
gap in STEM could also improve sci-
ence and society.8

While many approaches have been 
widely implemented, many others 
have failed to systematically improve 
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Event attendance and influence on enrolling in a computing-like degree. (cont’d.)

Initiative Description Geographic Coveragea

Indigenous Girls STEM Academy Coding clubs, competitions and scholarship for high achieving 
indigenous girls in Years 8–11 to succeed in STEM careers.

NSW/WA & QLD

Computational and Algorithmic Thinking 
(CAT) | AMT

This is a one-hour problem-solving competition aimed at students in 
Years 5–12 is designed to promote different ways of thinking 
including computational and algorithmic skills.

National

Informatics Olympiad The Australian Informatics Olympiad (AIO) is an open national 
computer programming competition held annually for students up 
to year 10 and senior students up to Year 12. The top four students 
in Australia will be asked to represent Australia at the 
International Olympiad

National/International

(BrainSTEM) Innovation Challenge Students in Years 9 or 10 are paired with a mentor and they work 
together for 12 weeks in a STEM related research environment.

VIC

Minecraft Competition Competition aiming to engage youth with social “hot trends.” It aims 
to sparks creativity and collaboration by embracing new technology.

National

NCSS Challenge Aimed at students in Years 5–12, to undertake this competition with 
training running for five weeks to learn or further develop their 
programming experience.

National

NCSS Summer School A 10-day summer school holiday intensive program aimed at Year 11 
students going into Year 12 to develop their skills in programming, 
robotics and Web design.

National

RACQ Technology Challenge 
Maryborough

Students compete and learn the use of technology and teamwork by 
building a vehicle.

VIC

Robocup Junior Aims to introduce RoboCup Junior to primary and secondary school 
children to encompass engineering and IT skills.

QLD, NSW, VIC, WA, SA, TAS, ACT/
International

Robogals Program aimed at primary and secondary school girls with the aim 
to improve their participation and confidence to work in engineering, 
science and technology,

QLD, NSW, VIC, WA, SA, ACT/
International

RoboGirlsb Female robotics competition aimed at girls. -

(Australian) STEM Video Game 
Challenge

Aimed at students in Years 5–12 this challenge aims to address 
students’ perceptions of STEM subjects.

National

SuperDaughter Day Girls aged 5–12 years of age participate in hands on activities, 
including virtual and augmenting reality, app design, technology and 
wearables along with their parents. They also meet role models 
from industry.

National/International

Tech Girls are Superheroes Girls aged between 7–17 years of age compete by solving a problem 
through the development of a mobile app and a business plan.

National & New Zealand

Tech School experience/workshop Hands-on workshops on engineering and IT for school students. VIC

Women in Technology Supports women on all career stages from female students to 
women already working in the field.

QLD

Young ICT Explorers A competition which students from Years 3–12 work on an IT 
project of their choice. The students showcase their projects which 
are judged according to the following criteria: Creativity and 
Innovation, Quality and Completeness, Level of Difficulty and 
Documentation.

National

ACT = Australian Capital Territory; NSW = New South Wales; NT = Northern Territory; QLD = Queensland;  
VIC = Victoria; SA = South Australia; TAS = Tasmania; WA = Western Australia.

a Where the initiatives were online and there were no restrictions to where the participants  
need to be in order to enroll they are marked as national in the table.

b Possibly the same initiative as Robogals.

Methodology
The authors researched existing pro-
grams and initiatives aimed at promot-
ing IT in Australia. A total of 36 initia-
tives were identified, some aimed only 
at girls while others were aimed at both 
male and female. A brief description of 
each initiative and geographic coverage 
is presented in the accompanying ta-
ble. This is not an exhaustive list of ini-
tiatives. To avoid some influential pro-

retain more students. For example, the 
Technology, Arts, & Media degree at 
the University of Colorado, Boulder 
achieved a 44.8% female enrollment3 
and Computing in Arts at the College 
of Charleston attracted and retained 
46% female students.4

These initiatives are a positive step 
toward understanding how to address 
some of the issues that cause the low 
enrollment of women in IT units. In 

contrast to these studies, this article 
focuses on existing programs and ini-
tiatives in Australia. We examine how 
female students enrolled in IT-relat-
ed degrees perceived these initiatives. 
The need for further research in this 
area is highlighted also by Tims,19 
who mentions that despite the multi-
tude of initiatives and sustained ef-
forts from many organizations, prog-
ress is slow.
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found that any of these initiatives moti-
vated them to enroll in a computing de-
gree. The open-ended questions were 
analyzed using thematic analysis.12

Participants
A total of 119 participants who identi-
fied themselves as females completed 
the survey. Among these, we eliminated 
the ones who did not fully complete the 
questionnaires, and the ones who lived 
in Australia for less than one year and 
did not complete their secondary edu-
cation in Australia. They were eliminat-
ed as they were very likely not exposed 
to the programs. This led to 108 partici-
pants included in the analysis. Our final 

sample size included 8% of students 
that have completed their secondary 
education abroad but have lived in Aus-
tralia for more than one year.

Most of the participants lived in Aus-
tralia all their life (72%) and all of them 
were first-year undergraduate students 
enrolled in an IT degree (for example, 
Computer Science, Business Informa-
tion Systems). Although we did not plan 
for it, our sample size included partici-
pants completing their education 
across eight Australian states and Ter-
ritories. We had more participants 
from Victoria and New South Wales 
than other states, but these are also the 
most populated states in Australia.

grams being missed during our 
research, the participants were also 
asked to provide further details about 
other programs they were involved in.

Data is collected through the use of a 
questionnaire. These were distributed 
to first-year female students enrolled in 
computing-related degrees in Austra-
lia. The questionnaire uses a combina-
tion of closed and open-ended ques-
tions. The participants were asked 
demographic questions (for example, 
in which state they lived during high 
school) and were asked to state what 
initiatives they participated in (if any) 
during high school. Furthermore, they 
were asked to expand whether they 

Event attendance and influence on enrolling in a computing-like degree.

(1) Percentage of participants that attended the event;  
(2) Among those who participated in the event, percentage that 
felt influenced or potentially influenced by the event to enroll in a 
computing like degree;  
(3) Among those that participated in the event, percentage who felt 
that the event did not have a role in their enrollment in a computing 
related degree.
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and the Australian Academy of Science 
which has provided information about 
some of the different initiatives run-
ning in Australia. 
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Findings
Exposures to programs. Our partici-
pants were exposed to a variety of pro-
grams (on average being exposed to 
5.4 programs). The accompanying fig-
ure presents on the left-hand side the 
programs the participants had en-
gaged with. Also, the participants 
mentioned two other programs not in-
cluded in our questionnaire. The most 
exposed program (on the same level to 
Career Fairs) was Women in Technol-
ogy to which 36% of the participants 
took part in. This was followed by Big 
Day In and Females in Technology 
both with 24%, Code like a Girl (23%) 
and Code Club (23%).

Influential programs. The second 
aim of our study was to determine 
whether the participants perceived 
these programs as being useful in influ-
encing them to enroll in computing/IT 
type degrees. The participants had 
mixed feelings about the programs but 
overall, they have influenced many of 
the participants. Some of the partici-
pants felt strongly about the influence 
the programs had while others felt that 
the programs probably had some influ-
ence or at least motivated them to find 
more about the field. Others felt that 
there were other factors (for example, 
current workplace) that influenced 
them and not necessarily the programs. 
We grouped all the replies into positive 
and negative ones. As the participation 
in the programs was not uniform, the 
figure presents the replies relative to the 
number of participants in the program.

The most influential program for 
our participants was Women in Tech. A 
total of 50% of the participants in the 
study and program mentioned that 
they were influenced or probably influ-
enced by this program. This was fol-
lowed closely by Females in Technology 
and Telecommunications (48%). Al-
though programs dedicated to females 
only have been perceived as the most 
influential, other programs such as 
Code Club and Computer Games Boot 
Camp also ranked highly.

Moving Forward
This article adds further insights into 
how programs and interventions influ-
ence female students’ decision to en-
roll in IT-related degrees. A survey was 
targeted at first-year female students to 
report on which, if any, outreach pro-

grams influenced their decision to en-
roll in an IT degree. We found there 
was no single model of intervention 
and that different programs influenced 
different people. This variety of offer-
ings contributed to attracting a diverse 
pool of students. Notably, those pro-
grams aimed specifically at females 
were perceived to potentially have 
more influence on the decision to en-
roll in an IT degree. This does not ne-
gate the influence of mixed gender pro-
grams but does highlight the 
importance of having programs aimed 
only at female students alongside more 
generalized outreach programs. [Addi-
tionally, students had often participat-
ed in more than one program and fur-
ther research in determining how they 
personally rank the effectiveness of dif-
ferent programs and why they attended 
them is required.

Further studies are also needed to 
confirm whether these findings can be 
replicated more broadly and with an ex-
haustive list of existing initiatives. For 
example, this study only addresses the 
perceptions of current female IT stu-
dents and does not consider how other 
students, who may not have been suc-
cessful in enrolling in an IT degree, per-
ceived the value of the programs. A fur-
ther factor of interest is whether 
positive participation in these pro-
grams is instrumental in the decision 
to study IT or whether participation af-
firms an existing intention.Finally, this 
study included initiatives at both na-
tional and state level. The most popular 
initiatives were those delivered at a na-
tional level which are more widely of-
fered, although we have no evidence 
that availability affects the findings. 
Further research is needed to deter-
mine the common and unique charac-
teristics of each of these initiatives, how 
they were advertised and what support 
was made available to schools to en-
courage attendance. This would enable 
more effective targeting of initiatives to 
overcome the perennial problem of re-
cruiting women into IT programs.
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THIS ARTICLE PRESENTS a large-scale automated 
analysis of gender trends in the authorship of Computer 
Science literature. Specifically, we aim to address the 
following questions:

˲  How is gender balance among authors changing 
over time?

˲  When might gender parity be reached among 
authors?

˲  How is gender associated with co-authorship?
˲  And how does Computer Science compare against 

other fields of study?
We answer these questions by performing an 

automated study of literature metadata from scientific 
conferences and journals, using data from 

the Semantic Scholar academic search 
engine.a Our study incorporates meta-
data from 11.8M Computer Science 
publications. To provide a basis for 
comparison, we also analyze more 
than 140M articles from other fields of 
study. Our results demonstrate that al-
though progress has been made, there 
is still a significant gap in gender repre-
sentation among Computer Science 
authors. Continued delay in address-
ing the gender gap may perpetuate im-
balances for generations to come.

Data
Our analysis was performed over the 
Semantic Scholar literature corpus.2 
The corpus contains publications be-
tween 1940 and the end of November 
2019, and associated metadata such as 
title, abstract, authors, publication 
venue, and year of publication. Meta-
data in Semantic Scholar are derived 
from academic publishers, as well as 
scientific repositories such as arXiv, 
DBLP, and PubMed. We use the 19 
fields of study defined by Microsoft Ac-
ademic,25 which are integrated with Se-
mantic Scholar data. Table 1 shows the 
distribution of articles used in our 
analysis by field of study.

The author list is extracted from all 
publications and compiled into a list of 
first names. We use Gender APIb to per-
form gender lookup for each name. 
Gender API is a large online database of 
name-gender relationships derived by 
linking publicly available governmen-
tal data with social media profiles in 

a https://www.semanticscholar.org/
b https://gender-api.com/
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Under optimistic projection models, gender 
parity is forecast to be reached after 2100.
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 key insights
 ˽ If current trends hold, gender parity 

among Computer Science authors  
will not be reached in a century.

 ˽ Computer Science lags behind 
other fields of study in equal gender 
representation among authors.

 ˽ Given the magnitude and trends 
associated with this gender gap, policy 
changes may be necessary to address 
these disparities in the short term.
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various countries. For each name, Gen-
der API outputs the predicted binary 
gender (female or male), along with the 
accuracy associated with the prediction 
and the number of samples used to ar-
rive at that determination. We exclude 
authors for whom first names are miss-
ing, and for whom only first initials are 
available. We also filter out first names 
that occur less than 10 times in our 
overall corpus, to reduce the number of 
API calls to manageable numbers.

Because many names are ambiguous 
with respect to gender, we use the accu-
racy returned by Gender API to repre-
sent the gender of each author as a dis-
tribution over male and female 
probabilities. For example, Gender 
API estimates the first name Matthew 
to be male with an accuracy score of 
100, the maximum. The name Taylor, 
however, is estimated to be female but 

only receives an accuracy score of 55. 
These accuracies are used to generate 
two probabilities for each name, (m, f), 
where m is the probability of the asso-
ciated author being perceived as male, 
and f is the probability of the associat-
ed author being perceived as female, 
where m + f = 1. In this example, each 
author named Matthew will be repre-
sented with the probability tuple (1.0, 
0.0), and each author named Taylor 
will be represented as (0.45, 0.55).

We acknowledge that gender iden-
tity is fluid and nonbinary. However, 
for the sake of this large-scale study, we 
adopt a simplified view of gender as a 
probability distribution over two gen-
ders, relying on first names as a proxy 
for the author’s perceived gender (as 
opposed to self-reported gender). We 
use Gender API’s results as an estima-
tion of authors’ perceived binary gen-

der, and use these estimates to gener-
alize over our corpus. We are not 
making claims about any author’s true 
self-reported gender.

Analyses
We perform two types of analysis on this 
data. First, we analyze publication 
trends, examining the number and pro-
portion of female authors over time. To 
identify when gender parity may be 
reached, we project the proportion of 
female authors based on trends from 
the last 50 years (since 1970). In this ar-
ticle, we define parity as the proportion 
of female authors falling within 10% of 
0.5, within the range of 0.45–0.55. We 
also study trends in co-authorship be-
havior as reflected in our data.

Authorship analysis. Most articles are 
authored by more than one individual. 
For the purposes of our analysis, each 
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ber of female author-article units divided 
by the total number of author-article 
units for the corresponding year. We 
compute projections by performing an 
autoregressive integrated moving aver-
age (ARIMA) analysis, a widely used and 
established method for creating time 
series forecasting models.4 ARIMA is an 
autoregressive forecasting technique, 
which means it uses historical values in 
a time series to predict current and fu-
ture values. We use the auto ARIMA 
function in the R “forecast” package,14 
which automates the selection of ARI-
MA model order, with a preference for 
simple models with lower order.

We assume that the growth in female 
author proportion observes logistic be-
havior. The proportion of female authors 
is necessarily constrained between 0 
and 1, and logistic growth assumes that 
a stable equilibrium will eventually be 
reached. We tested other fit functions 
(linear and exponential; see Appendix 
C at https://doi.org/10.1145/3430803 
for details), but found them to be less 
suitable; the root-mean-squared-er-
ror (RMSE) of the logistic fit is lower 
than that of these other curve types 
when fitting to the growth curves of 
each field of study.

To perform the fit, we first apply ,  
the inverse of the α-scaled sigmoid (or 
logit) function σα (x) = α/(1+exp(−x)), 
to map the gender proportion into 
the real number line so that the data 
is more amenable to linear approxi-
mation. We call α the expected equi-
librium proportion parameter. This 
transform generates , 
where Ft is the proportion of female 
authors per year. We then fit a nonsea-
sonal ARIMA model with parameters p, 
d, and q for the transformed process yt 
represented by the following equation:

  (1)

where B is the backshift operator, 
which shifts by one to the previous 
time point, and εt is zero-centered, nor-
mally distributed noise.14

Finally, we obtain the forecast in the 
original domain using a sigmoid trans-
form over the projected values, applying 
σα to yt for t > 2019. We sample α from the 
range [0.3, 1.0] so that σα has minimum 
and maximum values of 0 and α, respec-
tively. This constrains the projected val-
ues to be between 0 and some expected 

equilibrium proportion defined by α. 
The 80% and 95% confidence intervals of 
the prediction are computed from aver-
aging the projection confidence over 
10000 iterations of model fitting.

The range for α is defined based on 
the space of likely equilibrium propor-
tions, as estimated based on trends 
observed in various fields of study 
(see Figure 4). Note that α represents 
the proportion of female authors we 
expect in the long run. An equilibrium 
proportion of 0.5 indicates that we 
expect the authorship makeup to even-
tually stabilize at around 50% men and 
50% women. An equilibrium propor-
tion of 0.9 indicates that we expect 
the authorship makeup to eventually 
stabilize at around 10% men and 90% 
women. As we will elaborate later, 
we perform a sensitivity analysis to 
determine the effect of the selected α 
parameter on the year in which parity 
is expected to be reached.

Co-authorship analysis. Co-authorship 
is computed for each unique pair of 
author-article pairs for each article. If an 
article has n authors,  co-author pairs 
are generated. Given one co-author pair 
(n1, n2) and associated gender probabili-
ties n1 → (m1, f1) and n2 → (m2, f2), we com-
pute three probabilities, pmm, pmf, and pff, 
corresponding to the gender combina-
tions, that is., between two male authors, 
a male and a female author, and two 
female authors, respectively:

  (2)

where pmm + pmf + pff = 1. The numbers of 
each type of co-author pair for each year 
are computed by summing over the 
above probabilities over all co-author-
ship pairs of that year.

We then assess the number of same- 
gender and different-gender collabora-
tions over time. The results are mea-
sured as a deviation from the expected, 
where the expected co-authorships are 
determined by sampling from the num-
bers of female and male authors active 
in a given year, assuming the same 
number of collaborations per year as 
observed in our data. The total number 
of extra or missing collaborations is 
computed as the difference between the 
observed counts of each type of collabo-
ration and the expected value. To show 

author-article pair is treated as one unit. 
An article with a single author yields one 
author-article unit; an article with three 
authors yields three author-article units, 
etc. In Computer Science, the average 
number of authors is approximately 2.3 
per article. However, average authors per 
article have increased from approxi-
mately 1.5 per article in 1970 to approxi-
mately 3.0 in the past several years, 
which reflects patterns observed by other 
researchers.11 Appendix B (available on-
line at https://doi.org/10.1145/3430803)  
provides further discussion of this shift 
in relation to concurrent increases in 
author count in other fields.

The proportion of female authors 
over time is used to project the trend to-
ward gender parity. The number of fe-
male authors in a given year is comput-
ed as the sum of probabilities f over the 
author-article units of that year, and the 
number of male authors is correspond-
ingly generated as the sum of probabili-
ties m. The proportion of female authors 
for each year Ft is computed as the num-

Table 1. Corpus statistics for different 
fields of study.

Field of  
study

Total  
articles

Total  
author-  
article 
units

Average  
authors  

per 
article

Art 5.3M 7.4M 1.4

Biology 15.1M 55.2M 3.7

Business 3.7M 5.8M 1.6

Chemistry 14.7M 48.6M 3.3

Computer  
Science

11.8M 27.3M 2.3

Economics 3.8M 6.4M 1.7

Engineering 10.1M 20.9M 2.1

Environmental 
Science

2.0M 4.6M 2.3

Geography 4.0M 7.3M 1.8

Geology 3.2M 8.4M 2.6

History 6.0M 8.2M 14

Materials  
Science

7.4M 21.7M 2.9

Mathematics 5.5M 10.9M 2.0

Medicine 32.4M 111.9M 3.4

Philosophy 2.8M 3.9M 1.4

Physics 7.8M 31.0M 4.0

Political 
Science

4.9M 6.8M 1.4

Psychology 7.0M 14.7M 2.1

Sociology 4.6M 6.3M 1.4

Total 152.1M 407.2M 2.7

https://doi.org/10.1145/3430803
https://doi.org/10.1145/3430803
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and expected collaborations of each 
type since 1990.c In this time period, 
there are more same-gender co-author-
ships than would be expected, and fewer 
cross-gender co-authorships than would 
be expected. In recent years, around 
50000 cross-gender co-authorships per 
year were missing when compared to 
expected numbers.

The observed to expected ratio 
shows both optimistic and pessimis-
tic collaboration trends. Although 
both men and women are more likely 
to co-author with authors of their 
own gender (positive O/E), the degree 
of same-gender bias is declining 

c We show collaboration counts after 1990 be-
cause there is higher data volume in this period 
of time.

rates of change, we also compute the 
ratio between observed and expected 
collaborations (O/E) of each type.

Results
Here, we discuss the main findings of 
our study.

Gender API results. The 152.1M arti-
cles in our corpus resulted in 407.2M 
author-article units. Of these author 
units, 14.5M lack first names, 110.0M 
have only a first initial, and 5.7M have a 
first name that occurs less than 10 times 
in the corpus. These author units are 
removed from further analysis. The 
remaining 277.0M author units are 
associated with 521K unique first 
names. We query these 521K names in 
Gender API, and acquire gender infor-
mation for 351K; 170K names have 
insufficient information and are 
excluded from analysis. Of the 11.8M 
articles in Computer Science and the 
27.3M author-article units therein, 
24.1M authors have valid first names, 
and 16.9M author-article units (61.8%) 
resulted in associated gender infor-
mation, which is higher coverage 
compared to authors in other fields 
(we acquire gender information for 
approximately 50.4% of authors across 
all fields).

Gender trends among authors. Figure 
1 shows that the overall author count in 
Computer Science has increased sub-
stantially over the last several decades, 
as the field has experienced significant 
growth. The total number of author-arti-
cle units in 2018 is above 1.2M. The pro-
portion of female authors has also 
increased during this time.

Figure 2 shows the projected pro-
portion of female authors in Computer 
Science. Residuals of the ARIMA fit 
line over the logit-transformed data 
appear normally distributed and are 
not significant under the Shapiro-Wilk 
Normality Test.24 The proportion of 
female authors in Computer Science is 
predicted to reach 0.45 around 2124, 
more than 100 years from now. The 
upper bound of the 95% CI reaches 
0.45 in 2065, and the lower bound of 
the 95% CI reaches 0.45 beyond the 
range of our projection. Appendix A 
(available online at https://doi.org/ 
10.1145/3430803) provides further dis-
cussion on model choice and the sen-
sitivity of ARIMA projections to the 
choice of the equilibrium parameter.

We also make the somewhat con-
cerning observation that the rate of 
growth in female author proportion 
has slowed in recent years, visible in 
Figures 2 and 4. Our projection makes 
the optimistic assumption that the 
proportion will continue to grow 
towards or beyond parity, but the data 
may suggest otherwise. It remains to 
be seen whether a new trend is emerg-
ing that exhibits not an increase, but 
rather a leveling off or decrease in the 
proportion of female authors.

Association of gender and co-author-
ship. The numbers of same- (male-male 
or female-female) and cross-gender 
(male-female) co-authorships in 
Computer Science are computed for 
each year. Figure 3 shows the differ-
ence between the number of observed 

Figure 1. Gender of Computer Science authors over time, computed by averaging across 
gender probabilities in our dataset. 
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Figure 2. The proportion of female authors is projected using an ARIMA model assuming 
logistic growth toward equilibrium proportions in the range [0.3, 1.0]. Confidence intervals 
at 80% and 95% are shown.
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balance among authors is improving, 
progress is slower than we had hoped.

Limitations. Inferring gender 
from first names is imperfect, and all  
gender-inference tools are subject to 
biases. Several studies have described 
and measured the differences between 
these services.15,22 Based on results in 
Santamaría and Mihaljević,22 Gender 
API has the lowest overall error rate 
but was slightly biased toward under-
representation of females in their 
evaluation; in other words, the number 
of women estimated may be slightly 
lower than in reality. However, this bias 
may be offset by our sampling bias, 
because the population of CS authors 
is unlikely to be an unbiased sample of 
the general population, or the popula-
tion whose names were used to con-
struct the database behind Gender API. 
We attempt to mitigate some of these 
biases by treating the perceived gender 
as a probability distribution. One way 
to compute a more precise estimate 
is to weight the probabilities assigned 
by Gender API to each name using the 
prior probabilities of being a female or 
male CS author; this would likely pro-
duce a more pessimistic projection.

The proportion of authors in 
our corpus with high uncertainty in 
Gender API results has also grown 
over time. The average confidence 
of our gender predictions decreased 
from around 95% in 1970–2000 to 90% 
since 2005. We show and discuss this 

change in confidence in Appendix D 
(available online at https://doi.org/ 
10.1145/3430803). Although Gender 
API’s average prediction confidence in 
our corpus is still high, this trend may 
pose a challenge for similar analysis in 
the future. Upon inspection of the data, 
we attribute this to the growing num-
ber of East Asian authors publishing 
in recent years. East Asian first names, 
when romanized, are more gender 
ambiguous. Gender API outperforms 
other gender lookup services, but still 
has lower overall confidence on names 
of East Asian origin.22 In Mattauch et 
al.,18 the authors explicitly exclude all 
authors with East Asian names from 
their name list during analysis, yet this 
accounts for the removal of more than 
35% of their dataset. Rather than remov-
ing an entire group of authors from our 
data, we believe that representing each 
author name as a distribution of gender 
probabilities offsets some of the issues 
of increasing gender ambiguity in our 
corpus over time.

We also recognize the limitations of 
using author-article pairs as our units 
of measure. We do not distinguish 
between a person who is a single author 
on an article, and a person who co-
authors with many others. This biases 
our data by overweighting articles with 
more authors. Similarly, in our analysis 
of collaboration, we take each combina-
tion of authors for an article as a collab-
orating pair, which again overweights 

among female authors but poten-
tially increasing among male authors. 
At the same time, the cross-gender 
collaboration gap (O/E < 1.0) is still 
rather large, such that in recent years, 
only around 90% of expected cross-
gender collaborations are observed. 
In other words, although there are 
more opportunities for cross-gender 
collaboration in recent years (due to 
an increase in the number of female 
scientists working in the field), the 
observed number of cross-gender 
collaborations is still below what 
would be expected. Optimistically, 
these trends may be shifting in the 
recent past, with numbers from the 
last three years showing a shift 
toward more cross-gender co-author-
ship; although it is too early to say 
whether this tendency will preserve 
itself in the future.

Comparison of CS with other fields 
of study. Figure 4 shows the propor-
tion of female authors in 19 fields of 
study over the last 80 years. Computer 
Science is among the fields with the 
lowest female representation in recent 
years despite having relatively higher 
female representation in the middle of 
the 20th century.

Discussion
Our analysis of the Computer Science 
literature reveals the persistent pat-
terns of inequality in gender and aca-
demic authorship. Although gender 

Figure 3. The difference (left) and ratio (right) between observed and expected same- and cross-gender co-authorships in Computer 
Science since 1990. Marker size for the O/E ratio is proportional to the number of expected collaborations of that type in each year.
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Computer Science venues, which 
strongly correlated with increasing num-
bers of female Computer Science PhDs.8 
West et al.27 analyzed 1.8 million articles 
from JSTOR, a large multidisciplinary 
repository of academic literature, and 
revealed that although gender gaps are 
shrinking in academic publications, 
women were found to be  
significantly underrepresented as last 
and single authors. Elsevier, a large pub-
lisher of research articles, in an analysis 
of data from Scopus and ScienceDirect, 
reported the presence of gender imbal-
ance among authors and inconsistent 
trends toward equal representation in 
different fields.1 A study in 2018 con-
firmed continuing gender disparities 
among Nature Index journals, com-
monly considered some of the most rep-
utable sources of academic literature, 
and in particular, limited representation 
of women among last authors, who are 
often perceived as more senior.3 Our 
work demonstrates that the gender gap 
is persistent and relatively large among 
Computer Science authors, which is con-
sistent with the results of these studies.

A study of gender bias in authorship 
conducted by Holman et al.13 projected 
the closing of the gender gap in various 
fields based on recent trends. Through 
analyzing 9.1 million articles from 
PubMed, the authors projected that 

articles with more authors. In the 
Computer Science corpus, we observe 
an increase in the average authors per 
article over time, growing to approxi-
mately 3.0 authors per article in the last 
two years. However, Computer Science 
articles are still generally authored by 
smaller groups of individuals in the 
lower single digits, and we believe the 
bias introduced by our usage of author-
article pairs or collaborating author 
pairs to be minimal.

Each author on a publication is also 
weighted equivalently in our analysis. 
We acknowledge that this discounts 
the special recognition extended to 
first authors, last authors, and single 
authors; we point readers to previous 
studies that have already demonstrated 
the distinctions between these groups.27

Lastly, our projection of female 
author proportion uses data from the 
last 50 years to project more than 100 
years into the future. We understand 
the inaccuracies of making such an 
extensive forecast with limited data. 
The goal of our projection is not to pro-
vide a definitive answer to the question 
of when gender parity will be reached 
among Computer Science authors; 
rather, the projection signals that even 
under optimistic growth, the gender 
gap will likely not close in the near 
future without some form of 

community or external intervention. 
Observed recent trends also suggest 
that the increase in female representa-
tion among Computer Science authors 
may be slowing in the last five years. 
The long range forecasts we show may 
not adequately capture changes on this 
shorter time scale. Our forecasts also 
do not reflect changes that would result 
from newly introduced or as yet unim-
plemented interventions.

Prior work. Inequality in gender rep-
resentation is a well-documented and 
studied issue in academia. Studies have 
shown that existent and perceived gen-
der biases may affect many aspects of 
career and academic success, including 
but not limited to a woman’s choice of 
college major,21 crediting in scientific 
publications,10 access to mentor-
ship,9,20,23 rate of promotions,7 opportu-
nities for collaboration,1 as well as 
publishing and citation trends.18,19 All of 
these factors can lead to imbalanced 
representation of women in certain 
fields of study.

With the increasing digitization of 
scholarly communication and availabil-
ity of publication-related metadata, 
scholars have been able to better quan-
tify inequality in authorship. Cohoon et 
al.8 analyzed 86,000 ACM conference 
articles and showed increasing represen-
tation of women authors publishing at 

Figure 4. The proportion of female authors among 19 fields of study. Proportion is plotted if there are more than 1,000 author-article units 
for which we could obtain gender information in a particular year.
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Unless a major shift occurs that 
changes the gender makeup of the 
Computer Science community, the 
authorship gender gap will likely persist 
for a long time. Given the pervasiveness 
of computing technologies in our daily 
lives, it is of utmost importance that the 
researchers, designers, and builders of 
these technologies reflect the diversity 
of their users. Gender is one type of 
diversity among many that can be more 
easily assessed using the types of auto-
mated methods we employ. We hope 
that these findings will motivate mem-
bers of the community to reflect upon 
the causes of these disparities, and pro-
vide evidence to back up policy deci-
sions to change the status quo.
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gender parity would be reached in 
around 20 years in certain biomedical 
fields such as Molecular Biology, 
Medicine, or Biochemistry. Holman et 
al.’s analysis of a small corpus of 
Computer Science preprints from arXiv 
showed that gender parity in Computer 
Science will be reached in more than 100 
years from the present.13. Also corrobo-
rating our estimate is related work from 
Way et al.,26 which forecasts that gender 
parity in CS faculty hiring will be reached 
around 2075. Due to the long duration of 
faculty careers, parity in hiring would be 
expected to precede parity in publication 
and overall representation. Our results 
confirm and expand upon the results of 
this prior work. We use a significantly 
larger corpus of literature metadata to 
place the trends observed in Computer 
Science in the context of other fields of 
study. Additionally, we provide an assess-
ment of co-authorship trends, which 
demonstrate a gap in cross-gender 
collaborations among CS authors.

Major strides have been made to 
reduce gender disparities. The presence 
of an overall structure of sexism in aca-
demia continues to be debated,5,16,17 but 
many academic institutions recognize 
the issue and have sought to equalize 
admissions and hiring procedures. 
Evidence of movement toward more 
equitable representation in hiring and 
publication has been observed in some 
controlled settings.6,12,28 How these obser-
vations translate into systemic change 
remain to be seen. Our results suggest, 
however, that the current pace of change 
in Computer Science will not result in a 
rapid closing of the gender gap.

Conclusion
We performed a large-scale analysis of 
the Computer Science literature 
(11.8M articles) to evaluate gender 
trends among authors. Based on trends 
over the last 50 years, the proportion of 
female authors in Computer Science is 
forecast to reach parity beyond the end 
of this century, and under different 
assumptions, it may take far longer. In 
this regard, Computer Science trails 
other fields of study, where we may 
want to look for inspiration. We also 
observed lower than expected num-
bers of cross-gender collaborations, 
with a gap of approximately 50000 
cross-gender collaborations per year in 
the last several years.
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ALMOST EVERY DAY,  security firms and mass media 
report news about successful cyber attacks, which are 
growing in terms of complexity and volume. According 
to Industry Week, in 2018 spear-phishing and spoofing 
attempts of business emails increased of 70% and 
250%, respectively, and ransomware campaigns 
targeting enterprises had an impressive 350% growth.19 
In general, economic damages are relevant, as there 
is the need of detecting and investigating the attack 
as well as restoring the compromised hardware 
and software.15 To give an idea of the impact of the 
problem, the average cost of a data breach has risen 
from $4.9 million in 2017 to $7.5 million in 2018.19 To 
make things worse, attackers can now use a wide range 
of tools for compromising hosts, network appliances 
and Internet of Things (IoT) devices in a simple and 
effective manner, for example, via a Crime-as-a-Service 
business model.11

Usually, each cyber threat has its own degree of 
sophistication and not every attack has the same goal, 
impact, or extension. However, the literature agrees

that an attack can be decomposed into 
some general phases as depicted in 
Figure 1. As shown, the Tao of Network 
Security Monitoring subdivides the at-
tacks in to five stages6 and the Cyber 
Kill Chain in to seven stages,26 where-
as the ATT&CK framework proposes a 
more fine-grained partitioning.27 De-
spite the reference model, the first step 
always requires gathering information 
on the target and it is commonly de-
fined as “reconnaissance.” Its ultimate 
goals are the identification of weak 
points of the targeted system and the 
setup of an effective attack plan.

In general, reconnaissance relies 
upon a composite set of techniques 
and processes and has not to be con-
sidered limited to information char-
acterizing the target at a technologi-
cal level, such as, the used hardware 
or the version of software compo-
nents. Attackers also aim at collecting 
details related to the physical loca-
tion of the victim, phone numbers, 
names of the people working in the 
targeted organizations and their 
email addresses. In fact, any bit of 
knowledge may be used to develop a 
software exploit or to reveal weak-
nesses in the defensive systems.

Unfortunately, the evolution of the 
Internet, the diffusion of online social 
networks, as well as the rise of services 
for scanning smart appliances and IoT 
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 key insights
 ˽ An attack can be decomposed into some 

general phases. The first step always 
requires gathering information on the 
target, a.k.a. “reconnaissance.”

 ˽ There is a plethora of reconnaissance 
techniques available for an attacker and 
many of them do not even require a direct 
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 ˽ Counteracting reconnaissance attempts 
must be viewed within the framework  
of the “arms race” between attackers 
and defenders.
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nodes, lead to an explosion of sources 
that can make the reconnaissance 
phase quicker, easier, and more effec-
tive. This could also prevent contact 
with the victim or limit its duration, 
thus making it more difficult to detect 
early and block reconnaissance at-
tempts. Therefore, investigating the 
evolution of techniques used for cyber 
reconnaissance is of paramount im-
portance to deploy or engineer effec-
tive countermeasures. Even if the liter-
ature provides some surveys on some 
specific aspects of reconnaissance 
(see, for example, network scanning8 
and techniques exploiting social engi-
neering31) the knowledge is highly frag-
mented and a comprehensive review is 
missing. In this perspective, this paper 
provides a “horizontal” review of the 
existing reconnaissance techniques 
and countermeasures, while highlight-
ing emerging trends.

In this article, we introduce the clas-
sification and the evolution of the most 
popular reconnaissance methods. Then, 
we discuss possible countermeasures 
and present some future directions.

Classification and Evolution
In order to illustrate the most impor-
tant cyber reconnaissance techniques 
and portrait their evolution, we intro-
duce the following taxonomy com-
posed of four classes:

 ˲ Social Engineering: It groups meth-
ods for collecting information to de-
ceive a person or convincing him/her 
to behave in a desired manner.

 ˲ Internet Intelligence: It groups meth-
ods taking advantage of information 
publicly available in the Internet includ-
ing databases accessible via the Web.

 ˲ Network Information Gathering: It 
groups methods for mapping the net-
work (or computing) infrastructure of 
the victim.

 ˲ Side-Channels: It groups methods 
exploiting unintended information 
leaked by the victim.

Each class accounts for a given “de-
gree of interaction” with the victim, 
with the wide acceptation of how tight 
the coupling with the source of infor-
mation should be for the purpose of 
the reconnaissance. For instance, 
reading the computer screen requires 
to be near the victim, thus potentially 
having a physical interaction, whereas 
scanning his/her network can be done 

Figure 1. The most popular reference models used to decompose a cyber attack into phases. 
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Figure 2. Classification of the reconnaissance techniques and their organization according to 
the time of appearance and the required degree of interaction with the victim.

Lower

O
ld

er
T

im
e

N
ew

er

Degree of Interaction

Internet
Intelligence

Whois

Website

Google
Hacking Scanning

EM Emissions

Shoulder Surfing

Dumpster
Diving

Vishing

Phishing

Smishing

Social
Networks

Power
Consumption

Mapping
Virtual 

Resources

Fingerprinting

Enumeration

Traffic
Sniffing

Honeypot
Detection

Social Media

Shodan
Censys

ZoomEye

Network
Information

Gathering

Social Engineering

Side-Channels

Higher



MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     89

review articles

remotely. In addition, some side-
channels exploit a measurement that 
entails to be physically in a proximity 
to the target (for example, to measure 
the intensity of an electromagnetic 
field or the temperature of a heat 
source), while retrieving data from a 
social network does not require inter-
acting with an asset run or owned by 
the victim itself.

Clearly, planning sophisticated at-
tack campaigns or bypassing multiple 
security perimeters (for example, vir-
tualized services deployed within a De-
Militarized Zone) could require com-
bining methodologies belonging to 
different classes. The longer the at-
tacker actively interacts with the tar-
get, the higher the chance the attempt 
could be detected and neutralized. Un-
fortunately, the advent of social me-
dia, the progressive digitalization of 
many processes and workflows (as it 
happens in Industry 4.0 or in the 
smart-* paradigm), as well as the in-
creasing pervasive nature of search en-
gines, make the collection of data 
quicker and more effective. In this 
vein, Figure 2 proposes the taxonomy 
of reconnaissance techniques and it 
also emphasizes their temporal evolu-
tion and the required degree of inter-
action with the victim. We underline 
that the figure is intended to locate in 
time when methods firstly appeared 
and not how long they have been used 
(actually, the majority still is in the 
toolbox of attackers).

We now review the most important 
reconnaissance techniques proposed 
in the literature and observed in the 
wild, which are summarized and fur-
ther commented in the sidebar “Exam-
ples of Reconnaissance Techniques 
and Sources.”

Social engineering is probably the 
oldest family of techniques used for re-
connaissance and it is extraordinarily 
effective as it exploits the weakest link 
in security: humans. In essence, social 
engineering tries to manipulate and 
deceive victims by misusing their trust 
and convince them to share confiden-
tial information or to perform activi-
ties that can be useful to the attacker, 
for example, download and install a 
keylogger. It can also significantly de-
crease the time needed to gather infor-
mation and often requires minimal or 
none technical skills.31 The literature 

proposes several taxonomies for social 
engineering attacks,31 but the simplest 
subdivision considers two main 
groups: human-based requiring a direct 
or in person interaction, and technolo-
gy-based where the physical presence 
of the attacker is not needed. Human-
based techniques are the oldest and 

include methods like impersonation, 
dumpster diving or shoulder surfing. 
Even if still used, technology-based 
mechanisms today appear to be more 
popular and include methods like 
phishing and spam, or for tricking the 
user to install malware by using pop-
ups and ad hoc crafted email.

Social Engineering
Shoulder surfing: techniques where the attacker tries to determine confidential data by 
looking over the shoulders of the victim.
Dumpster diving: the practice of obtaining information from discarded material, such 
as documents, components of computing devices like hard drives and memory cards.
Phishing/Vishing/Smishing: the attacker tries to mislead the victim by impersonating a 
trustworthy entity by using email, VoIP, and Short Message Service.
Social Networks: the attacker utilizes social networks (for example, Facebook, 
LinkedIn, and Twitter) for gathering personal data or persuading the victim to reveal 
sensitive information or accomplish certain actions.

Internet Intelligence
whois/rwhois: databases providing information about IP address range and 
Autonomous Systems used by the victim.
Website: HTML pages can contain a very large and composite set of data. For the case 
of corporate websites, available information concerns employees, contact details, 
position within the organization, just to mention some. Comments left in HTML are 
another valuable source of information. 
Google Hacking (Google Dorking): techniques utilizing advanced operators of Google 
to reveal potential security vulnerabilities and/or configuration errors of hardware and 
devices managed by the victim.
Social Media: a source of reconnaissance data where an attacker can collect personal 
information about the victim in order to learn, for instance, his/her habits, hobbies, likes 
and dislikes, with the aim of creating a more complete profile of the targeted person. 
Shodan/Censys/ZoomEye: specific search engines indexing detailed technical data 
about different types of devices and network appliances. 

Network Information Gathering
(Port) Scanning: methods for probing devices to establish whether on the targeted host 
there are open ports and exploitable services.
(OS/application) Fingerprinting: techniques for recognizing the operating system and/
or applications utilized on the targeted device. A host can be stimulated with certain 
network traffic and replies are analyzed to guess the OS and/or installed applications.
(Network/Device) Enumeration: the systematic process for discovering hosts/servers/
devices within the targeted network that are publicly exposed by the victim.
Traffic Sniffing: an attacker infers information about the victim network by collecting 
(sniffing) traffic or via monitoring tools. 
Honeypot Detection: a set of techniques allowing the attacker to recognize whether 
the compromised machine is real or virtual. Typically, such methods rely on the 
detailed analysis of the behavior of the breached host (execution delays) or network 
configurations (MAC address, ARP and RARP entries, and so on).

Side-Channels
EM Emissions/Power Consumption: side-channels can be used to infer the signals 
leaked from screens, printers, or keyboards, to retrieve sensitive information. The most 
relevant physical quantities observed to set the side-channels are electromagnetic 
emissions or the power consumption of targeted devices.
Mapping Virtual Resources: side-channels are used to map a cloud infrastructure in 
order to establish if services are virtualized/containerized or to perform other types 
of attacks like co-resident threats. Typically, this class of side-channels operates in a 
completely remote manner.

Examples of 
Reconnaissance 
Techniques and Sources
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attacker can gather important data 
like employee names, email address-
es, telephone numbers or the physi-
cal address of the target, which can 
be used to perform social engineer-
ing or drive other threats. Personal 
bits of information can be also “fused” 
and enriched with data collected from 
online social networks. For instance, 
upon retrieving the hierarchy of the 
company and the list of the employ-
ees, the attacker can move to Face-
book or LinkedIn to launch phishing 
or vishing attacks.12

Search engines are central for Inter-
net intelligence, since they can limit 
the interaction between the attacker 
and the victim, thus making the data 
gathering phase difficult to detect. For 
instance, the attacker might craft some 
scripts to perform screen scraping di-
rectly from a website close to the victim 
hence leaving some traces in the log of 
the Web server. However, cached ver-
sions of the webpage provided by ser-
vices like Google or the Internet Ar-
chivea can be used to avoid traces of the 
reconnaissance attempt.

Apart from details that can be re-
trieved in an organic manner from in-
dexed pages (for example, hobbies, 
owned books and records or visited 
stores), search engines can be also 
used to perform more fine-grained in-
telligence activities. Google Hacking23 
is one of the most popular techniques 
and it exploits advanced operators to 
perform narrow and precise queries 
mainly to reveal security breaches or 
configuration errors. For instance, the 
attacker can use operators like “inurl” 
to search within URLs. Google can 
then be queried with “inurl:/hp/device/
this.lcdispatcher” to discover details 
on a printer model to reveal potential 
vulnerabilities or search for a pre-
cooked exploit. Another possible re-
connaissance mechanism mixes the 
aforementioned technique for 
“Googling the Internet,” that is, using 
search engines to gather information 
on endpoints involved in a communi-
cation without the need of collecting 
or analyzing network traffic.38

Public databases and sources. The va-
riety of public records available online 
is another important source of infor-
mation. In fact, every IP address and 

a https://archive.org/web/

Another important goal of social en-
gineering is to get information about 
the victim or enrich (uncomplete) bits 
of information gathered with other 
techniques, for example, compile a 
custom dictionary to force the pass-
word for a username/email observed 
on a website. With the high exposure of 
people to several communication 
channels and the variety of social me-
dia services, an attacker has a wide ar-
ray of opportunities to craft reconnais-
sance campaigns, as he/she can use 
face-to-face, telephone/VoIP, or instant 
messaging services, as well as online 
scams and fake identity attacks on on-
line social networks. Such risks are ex-
acerbated by the Bring Your Own De-
vice paradigm, which makes it more 
difficult for an enterprise to control 
laptops, phones, and smart devices of 
their employees or to enforce access 
rules to shared resources like work-
spaces, wikis, forums, and websites.

Internet intelligence. Searching for 
publicly available information in the 
Internet is probably the first step that 
any attacker performs. The number of 
sources that can now be queried makes 
it possible to retrieve a huge amount of 
apparently insignificant fragments, 
which can become very informative if 
properly combined. In this perspec-
tive, Internet intelligence is the “offen-
sive” subgroup of Open Source INTelli-
gence (OSINT) and it is specialized and 
limited to the information available on 
the Internet and its services, such as 
the Web, public databases, specialized 
scanning services to map IoT nodes, 
and geographical or geo-referenced 
sources. Fortunately, the General Data 
Protection Regulation partially miti-
gated such a risk since the access to 
many public databases within the Eu-
ropean Union is restricted. Internet In-
telligence can be also used to perform 
passive footprinting, that is, the collec-
tion of publicly available information 
to identify a hardware and/or software 
infrastructure. In the following, we will 
discuss the main usage trends of Inter-
net Intelligence.

Web sources. The increasing perva-
sive nature of the Web and the evolu-
tion of search engines surely added 
new and powerful options into the 
toolbox of attackers. Typically, a recon-
naissance campaign starts from the 
website of the victim. In this way, the 

The increasing 
pervasive nature 
of the Web and the 
evolution of search 
engines surely 
added new and 
powerful options 
into the toolbox of 
attackers. 
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domain name should be registered in 
a public database, which can also con-
tain a contact address and a telephone 
number. Some hints on the “layout” of 
the network of the victim can be in-
ferred without needing to directly 
scan hosts or appliances. By querying 
the American Registry for Internet 
Numbers,b it is possible to obtain the 
complete block of IP addresses as-
signed to the target. The Domain Name 
System can provide a wealth of details 
on the adopted addressing scheme and 
naming strategy. Other sources used 
for reconnaissance are the whois and 
rwhois,c which can provide IP address 
blocks and details on the autonomous 
system of the victim.

Public scanning services. As hinted, a 
large part of the success of an attack de-
pends on identifying vulnerabilities 
within the targeted network/system. Un-
til few years ago, this required perform-
ing a direct scan toward hosts, network 
devices, and software components or be-
ing able to collect network traffic, for ex-
ample, via sniffers. To mitigate the direct 
exposure, a possible technique uses a 
botnet of zombies, that is, a network of 
compromised hosts under the control 
of the attacker. Zombies can then be 
used as proxies.13,16 Even if this ap-
proach may prevent to trace back the 
source of the scan/attack, still the at-
tempt can be spotted or hindered. In 
this vein, a recent trend changed the 
situation, especially if the reconnais-
sance campaign targets IoT devices or 
smart settings like Heating, Ventilation 
and Air Conditioning. In fact, the avail-
ability of tools like Shodan,d Censys,e 
and ZoomEyef imposed a paradigm 
shift to reconnaissance. Roughly, such 
services automatically scan the whole 
IPv4 public addressing space in a dis-
tributed and random manner and of-
fer the obtained knowledge (for exam-
ple, used hardware, open ports, or 
types of service delivered) via search-
engine-like interfaces or ad-hoc Appli-
cation Programming Interfaces. See the 
sidebar “Example of Shodan Query and 
Related Intelligence” for an example us-
age of Shodan for Internet intelligence. 

b www.arin.net
c whois.icann.org/en
d www.shodan.io
e censys.io
f www.zoomeye.org

Similarly to search engines used to in-
dex the Web, also in this case, attack-
ers can gather data without directly 
contacting the targeted device and 
compile a list of potential targets/vic-
tims in a quick and easy manner: liter-
ature often defines this as “contactless 
active reconnaissance.”29

A recent trend in contactless active re-
connaissance combines different pub-
licly available sources. As an example, 
data collected via Censys can be merged 
together with the National Vulnerability 
Databaseg to improve the accuracy of dis-
covering known vulnerabilities.29

Network information gathering. 
When the data publicly available is not 
sufficient, the attacker needs to directly 
interact with the infrastructure of the vic-
tim. The most popular class of tech-
niques is the one named “network scan-
ning” and enables to map a remote 
network or identify the used operating 
systems and applications. Typically, net-
work scanning techniques are divided in 
two main groups: passive and active.8 In 
passive scanning, the attacker infers in-
formation about the network by moni-
toring traffic. To this aim, sniffers can be 
deployed to capture and inspect flows, 
and the most popular tools are tcpdumph 
and Wireshark.i This may also require 

g nvd.nist.gov
h www.tcpdump.org
i www.wireshark.org

“mirroring” ports of a network appli-
ance in order to duplicate the traffic. In-
stead, in active scanning, information is 
collected by intentionally generating 
and sending specific packets (also called 
probes) to the network device under in-
vestigation and by analyzing its re-
sponses. We point out that while per-
forming scanning, attackers should 
stay “under the radar” to prevent de-
tection due to anomalous traffic. For 
example, generating too many ICMP 
packets or incomplete TCP connec-
tions can be spotted with Intrusion 
Detection Systems (IDS) and fire-
walls.8 Scanning can be done at differ-
ent levels of the protocol stack. Here, 
we present the most popular recon-
naissance techniques for network in-
formation gathering grouped accord-
ing to their scope.

Network and device enumeration.
Two important parts of activities re-
lated to network information gather-
ing, are network enumeration for dis-
covering hosts and servers and device 
enumeration for identifying IoT nodes 
and other devices that are exposed by 
the victim. Despite using services like 
Shodan, the attacker may need to 
“manually” search for devices, for in-
stance, due to the use of private IPv4 
addressing schemes or to check the 
consistency of earlier information. 
The enumeration of network elements 
and devices is usually performed via 

Example of Shodan Query 
and Related Intelligence

http://www.arin.net
http://whois.icann.org/en
http://www.shodan.io
http://censys.io
http://www.zoomeye.org
http://nvd.nist.gov
http://www.tcpdump.org
http://www.wireshark.org
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used to disseminate incorrect infor-
mation, thus (partially) voiding the 
reconnaissance phase. Therefore, be-
ing able to detect confinement in a 
virtual/fictitious space is a core skill 
expected for the development of suc-
cessful threats.21 To this aim, the at-
tacker could check for the presence of 
TUN/TAP devices or specific entries in 
the ARP cache in order to have signa-
tures to discriminate between real or 
virtual settings.17 Another mecha-
nism takes advantage of the “fair” be-
havior of the honeypot, which im-
pedes the node to harm a third-party 
entity. Thus, the attacker can try to 
compromise a host and launch some 
offensive patterns. According to the 
outcome, he/she can understand 
whether the node is real or fictitious.39

Side-channels. Firstly envisaged by 
Lampson,22 the term side-channel usu-
ally defines attacks to deduce sensi-
tive information by abusing unfore-
seen information leakages from 
computing devices. An interesting re-
search direction started in the 1990s20 
with physical side-channels targeting 
cryptographic algorithms and their 
implementation. In essence, by in-
specting apparently unrelated quanti-
ties, for example, the time needed to 
encrypt a message, the power con-
sumed by a host or the electromagnetic 
field produced by the CPU of the de-
vice, attackers were able to infer infor-
mation on the used algorithms and 
keys, thus making it feasible to exfil-
trate encryption keys or conduct proba-
bilistic guesses. Thus, in its original vi-
sion, a side-channel required a high 
degree of interaction with the victim.

This class of techniques is en vogue 
again especially for reconnaissance 
purposes. For instance, it has been 
proven that information or signals 
leaked from screens,14 printers,4 and 
keyboards7 can be used to retrieve log-
in credentials or cryptographic keys. 
Other types of side-channels are be-
coming increasingly used, especially 
those allowing the attacker to control 
sensors located in close proximity of 
the target or to infer keyboard inputs on 
touchscreens,34 for example, to exploit 
fingerprints left by user to guess the 
used unlock patterns or the PIN code.3 
Owing to the high interconnected and 
virtual nature of modern hardware 
and software, side-channels attacks 

traffic analysis. However, the increas-
ing diffusion of wireless technologies 
like WiFi, Bluetooth, and ZigBee to 
connect smart things like lightbulbs, 
various sensors, intelligent sockets 
and locks, makes the advent of a new 
form of techniques à la wardriving 
(that is, searching and marking for 
wireless signals for future exploita-
tion). For instance, due to an improp-
er configuration of wireless access 
points, the electromagnetic signal 
may be “leaking” outside the physical 
perimeter controlled by the victim, 
hence the malicious entity can expand 
his/her potential attack surface. For 
the purpose of scanning such a bal-
kanized technological space, tools es-
pecially designed for IoT reconnais-
sance are becoming available. For 
instance,33 proposing a passive tool 
for scanning multiple wireless tech-
nologies. An interesting idea is the use 
of the observed traffic to go beyond 
the enumeration of devices by classi-
fying the type of the IoT node (for ex-
ample, a camera or a smart speaker) 
and its state (for example, a smart 
switch is turned on or off). This can 
endow the attacker with very precise 
reconnaissance information.

Port scanning and fingerprinting. 
Methods defined as port scanning are 
designed to probe devices to deter-
mine whether there are open ports and 
exploitable services. Even if the litera-
ture abounds of methods, the most 
popular take advantage of the differ-
ent behaviors of the three-way-hand-
shake procedure of the TCP. Port scan-
ning can then discover whether a 
remote TCP port is open by trying to 
send SYN/ACK packets, establishing a 
complete transport connection, or 
abort the process in the middle.8 Its 
main limitation is the need to main-
tain a large amount of TCP connec-
tions, thus causing transmission bot-
tlenecks or exhausting the resources 
of the used machine. Consequently, 
the scanning rate is decreased and the 
reconnaissance attempt could be de-
tected. A recent trend exploits distrib-
uted frameworks able to reduce both 
the scanning time and anomalous re-
source usages that could lead to iden-
tifying the attacker.25

Scanning can be also used to recog-
nize the guest OS or the applications 
available in the target nodes. This is 

known as fingerprinting and may be 
implemented both via active and pas-
sive methods. For the case of OS fin-
gerprinting, the main technique ex-
ploits the fact that the network stack 
of each OS exhibits minor differences 
when replying to well-crafted probe 
packets (for example, the initial se-
quence number of the TCP segments, 
the default TTL value for ICMP pack-
ets, among others).8 Such artifacts can 
be utilized to remotely determine the 
type and version of the OS of the in-
spected device. Application finger-
printing uses a slightly different tech-
nique. In this case, the attackers take 
advantage of a “banner,” which is a 
sort of preamble information that a 
server-side application sends before 
accepting a client. By stimulating a 
host with connection requests, they 
can harvest banners to reveal details 
on the active applications and services 
(for example, the version of the soft-
ware can be used to determine the 
known vulnerabilities). A typical tool 
used for active scanning in network 
information gathering is nmap.j

Application-level reconnaissance. 
The class of techniques named appli-
cation-level reconnaissance is recently 
gaining attention, especially to infer 
some high-level features of the target-
ed host. To this aim, the attacker can 
utilize scanning tools to reveal certain 
weak points of the victim network. 
Possible examples of such tools are 
commercial suites like Nessus,k 
Acunetix,l and Vulnersm or opensource 
solutions like IVREn and Vega.o Anoth-
er idea exploits probes to quantify the 
degree of protection of the victim. In 
this case, the attacker can use the tim-
ing of responses obtained to under-
stand whether an antivirus is working 
on the targeted machine or if its signa-
tures are updated.2

Honeypot detection. Honeypots are 
increasingly used to collect informa-
tion on malware to organize suitable 
defense techniques or counterat-
tacks, especially in case of botnets. 
From an attacker point of view, they 
represent a hazard since they can be 

j nmap.org
k www.tenable.com/products/nessus
l www.acunetix.com
m vulners.com
n ivre.rocks
o subgraph.com/vega

http://nmap.org
http://www.tenable.com/products/nessus
http://www.acunetix.com
http://vulners.com
http://ivre.rocks
http://subgraph.com/vega


MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     93

review articles

can be also operated in a completely 
remote manner, thus preventing the 
contact with the victim. For instance, 
they can be used to map a cloud infra-
structure to understand whether ser-
vices are virtualized or containerized 
or to perform cache-timing attacks.30 
To sum up, the use of a side-channel is 
a double-edged sword as it could re-
quire some physical proximity and 
this may increase the risk of exposure 
of the attacker, thus the value of the 
obtained information should be care-
fully evaluated.

Countermeasures
As has already happened in many other 
fields of cybersecurity, counteracting 
reconnaissance must be viewed within 
the framework of the “arms race” be-
tween attackers and defenders. Un-
fortunately, due to the availability of a 
composite amount of techniques, it is 
very difficult to completely prevent an 
attacker from inspecting a target. Over 
the years, countermeasures evolved 
and Figure 3 portraits a classification 
(also in this case, techniques have been 
located in the graph according to their 
estimated initial appearance).

As depicted, the evolution in the 
development of countermeasures ex-
perienced three main époques. In the 
earliest, the prime method aims at 
training and raising awareness of us-
ers as to reduce the effectiveness of 
social engineering or prevent the 
leakage of sensitive information. To 
complete this, constant auditing/
monitoring campaigns of the infor-
mation publicly available in the In-
ternet should be performed on a reg-
ular basis. The paradigm shift 
happened when the design of coun-
termeasures moved from considering 
primarily the technology rather than 
the human. The first wave deals with 
reactive countermeasures and aims at 
directly responding to a specific re-
connaissance technique, for instance, 
scanning or sniffing. The more recent 
trend deals with proactive counter-
measures: in this case, the attacker is 
disturbed or hindered on a constant 
basis, for example, by deliberately dis-
seminating misleading data.

Human-based countermeasures. 
To mitigate the bulk of information 
that can be gathered via social engi-
neering, including those available in 

the Internet, an effective approach 
aims at reducing the impact of indi-
viduals by proper training and educa-
tion.35 Specifically, training may limit 
the exposure to social engineering 
techniques by explaining to users 
what kind of information can be pub-
licly shared and how. Training can be 
also beneficial for technical staff that 
can learn the tools used by an attacker 
to reveal security breaches and design 
workarounds.

In parallel, security experts should 
perform public information monitor-
ing on a continuous basis, that is, per-
form a sort of “protective” OSINT. Ob-
tained data can be used again to 
instruct users and technicians. More 
importantly, public information moni-
toring can help assess the degree of se-
curity of the target, sanitize data leaks, 
as well as feed more sophisticated 
countermeasures.18

Reactive technology-based counter-
measures. As hinted, reactive counter-
measures are the direct response against 
reconnaissance attempts, including 
those exploiting side-channels. The 
main limitation of the approach is that 
if the threat evolves in time, the defen-
sive mechanism has to be adjusted to 
stay effective. The review of the main 
reactive methods is as follows.

Sniffing and scanning prevention. 
The literature showcases several ap-
proaches to limit the ability of an at-
tacker to sniff traffic for learning the 
configuration and the properties of 
the network.36,37 The common idea is 
to discover whether a wired/wireless 

network interface card is set to promis-
cuous mode, that is, all the received 
frames are passed to the higher layers 
of the protocol stack despite the host is 
not the intended destination. To this 
aim, two main techniques exist: chal-
lenge-based36 and measurement-based.37 
In challenge-based methods, the de-
fender provokes a reply from the (sup-
posed) sniffing machine by using ad-
hoc crafted network traffic (typically, 
packets with a forged MAC address). 
In measurement-based methods, a 
host suspected to be controlled by the 
attacker is flooded with suitable traffic 
patterns. In both cases, the provided 
answer or its temporal evolution will 
help the defender to identify the re-
connaissance attempt. Alas, the con-
tinuous development of hardware and 
OSs reduces the effectiveness of such 
techniques, mainly due to the need of 
having updated templates to compare 
the received traffic.9

Lastly, the advent of automatic and 
efficient scanning services like 
Shodan revamped the importance of 
carefully designing the addressing 
scheme to be used. In fact, IoT and 
smart devices could take advantage of 
IPv6 both in terms of end-to-end 
transparency and difficulties in per-
forming a brute-force scan to the entire 
address space. However, IPv6 can di-
rectly expose portions of the network, 
thus the use of private IPv4 schemes 
jointly with Network Address Transla-
tion is a common and early front line 
defense technique.28 Nevertheless, 
classical techniques (like firewalls and 

Figure 3. Classification and evolution of the reconnaissance countermeasures.
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of a firewall can be sensed by inspect-
ing delay and the inter-packet time 
statistics, thus suitable buffering 
techniques could prevent to leak such 
an information.

Proactive technology-based coun-
termeasures. Proactive solutions have 
been proposed to anticipate attackers 
by constantly shifting or poisoning 
the information that can be learned 
during the reconnaissance phase. 
The literature reports two main class-
es of techniques.

Moving Target Defense (MTD)24 is a 
recent class of approaches aiming at 
recovering from the current asymme-
try between attackers and defenders. 
In essence, MTD can limit the expo-
sure of the victim by dynamically vary-
ing the configuration of network and 
nodes in order to make the leaked 
data unstable or outdated. The price 
to be paid is in terms of overheads ex-
perienced by the defender and legiti-
mate users, for example, delays need-
ed to change configurations and 
temporary device unavailability due 
to reassignments of addresses. As a 
possible example of production-qual-
ity MTD mechanisms, Dynamic Net-
work Address Translation24 allows in-
terfering with malicious scanning 
phases by replacing TCP/IP header 
information while assuring service 
availability. Another method to pro-
tect cloud environments is to modify 
the scheduler to randomly allocate 
virtual machines and prevent co-resi-
dency attacks and side-channels be-
tween VMs running on the same 
physical machine.5

Cyber deception. Another emerging 
proactive cyber defense technology is 
Cyber Deception (CD). In this case, 
the defender provides to attackers 
misleading information in order to 
deceive them.40 A possible approach 
deals with the manipulation of the 
network traffic to deliver the attack-
er a virtual, yet useless, network to-
pology.1 Differently from MTD, a 
mechanism based on CD does not 
continuously transform the defend-
ed deployment. Rather, it aims at 
distracting the attacker away from 
the most critical parts or to route and 
confine him/her within a honeypot or 
a honeynet. While a honeypot tries to 
lure the attacker into a single, deliber-
ately vulnerable system, a honeynet 

IDS)8 should still be considered prime 
countermeasures against port scan-
ning and fingerprinting attempts. Fi-
nally, recent approaches focus also 
on analyzing backscatter traffic, that 
is, network traffic generated by unal-
located or unused IP addresses in a 
near real-time manner. Such methods 
can be used to identify reconnais-
sance campaigns in industrial control 
systems scenarios.10

Side-channels sanitization. To limit 
the exposure to side-channels, both 
hardware and software countermea-
sures have been proposed to “sani-
tize” the behaviors responsible for 
leaking data.32 Hardware mechanisms 
include, among others, techniques to 
limit the signal leakage by utilizing 
Faraday-cage-like packaging, mini-
mize the number of metal parts of a 
component, or make the circuitry less 
power consuming to tame EM emis-
sions. For the case of software coun-
termeasures, we mention tools to ran-
domize the sequences of operation or 
table lookups as well as mechanisms 
to avoid specific instructions patterns 
as to prevent the CPU/GPU radiating 
distinguishable EM patterns that act 
as a signature.

Side-channels also let attackers 
map virtual resources in cloud data-
centers or honeypots. Since the cache 
architecture or the timing behaviors 
are often abused for this purpose, 
many countermeasures focus on 
modifying the underlying OS to intro-
duce time-padding (to assure that ex-
ecution time of a protected function 
is independent of any secret data the 
function operates on), cache cleans-
ing (to forbid obtaining the state of 
the cache after running the sensitive 
function), and dynamic partitioning 
methods (to protect resources of a 
trusted process from being accessed 
by an untrusted process during its ex-
ecution). Other possible countermea-
sures against side-channels can be 
deployed within the hypervisor or at 
the application level.5

Lastly, if side-channels are used to 
infer information through the net-
work, a prime solution is to use some 
form of traffic normalization. In this 
case, ambiguities of the flow that can 
be exploited to infer data are removed 
by suitable manipulation of Protocol 
Data Units. For instance, the presence 

Side-channels let 
attackers map 
virtual resources in 
cloud datacenters 
or honeypots. 
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works on a larger scale by “simulat-
ing” a whole subnetwork. Thus, ob-
serving the attacker operating in such 
a strictly controlled environment al-
lows to infer indicators of compromise 
that can be used both for anomaly de-
tection purposes as well as to protect 
the real network from information 
gathering attempts.

Proactive countermeasures are ex-
pected to evolve into solutions able to 
combine CD and MTD approaches.40 In 
such setups both techniques can be 
seen as complementary: MTD permits 
to adapt a system or a network to in-
crease its diversity and complexity, 
while CD directs adversaries into time-
consuming but pointless actions, thus 
draining their resources.

Conclusion and Outlook
This article has focused on the recon-
naissance phase, which is the basis for 
the totality of cybersecurity attacks.

As a general trend, the evolution of 
smart devices, social media, and IoT-
capable applications, boosted the 
amount of information that can be 
gathered by an attacker and also multi-
plied the communications paths that 
can be used to reach the victim. There-
fore, the potential attack surface ex-
ploitable for reconnaissance tech-
niques is expected to continue to grow, 
at least in the near future.

Regarding the development of 
countermeasures, defenders appear to 
be a step back with respect to attack-
ers. To fill such gap, countermeasures 
should aim to:

 ˲ strengthen training and monitor-
ing to also consider threats leveraging 
side-channels;

 ˲ evaluate how to incorporate results 
obtained via public sources into proac-
tive countermeasures;

 ˲ expand solutions exploiting cyber 
deception also to counterattack social 
engineering (for example, when an em-
ployee detects a scam attempt, he/she 
intentionally mislead the attacker) and 
side-channels (for example, by deliber-
ately leaking incorrect information);

 ˲ engineer a new-wave of reconnais-
sance-proof-by design services, for in-
stance, by minimizing the impact of 
the addressing scheme, the use of IoT 
and the exposition to scanning services 
like Shodan; and,

 ˲ re-think the concept of privacy in 

a more broad manner to also include 
protection mechanisms against ad-
vanced and malicious data gathering 
campaigns.
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P., Żórawski, P. Sniffing detection within the network: 
Revisiting existing and proposing novel approaches. 
In Proceedings of the 5G Network Security Workshop 
to be held jointly with the 14th Intern. Conf. on 
Availability, Reliability and Security, 2019.

10. Cabana, O., Youssef, A.M., Debbabi, M., Lebel, B., 
Kassouf, M., Agba, B.L. Detecting, fingerprinting and 
tracking reconnaissance campaignst industrial control 
systems. Detection of Intrusions and Malware, and 
Vulnerability Assessment, LNCS 11543 (June 2019) . 
R. Perdisci, C. Maurice, G. Giacinto, M. Almgren (Eds.). 
Springer, 89–108.

11. Caviglione, L., Wendzel, S., Mazurczyk, W. The future 
of digital forensics: Challenges and the road ahead. 
IEEE Security & Privacy 15, 6, (Nov./Dec. 2017), 12–17.

12. Caviglione, L., Coccoli, M. Privacy problems with Web 
2.0. Computer Fraud & Security 10 (2011), 16–19.

13. Collins, M., Shimeall, T., Faber, S., Janies, J., Weaver, 
R., Shon, M.D., Kadane, J. Using uncleanliness to 
predict future botnet addresses. In Proceedings 
of the 7th ACM SIGCOMM Internet Measurement 
Conference, 2007, 93–104.

14. Genkin, D., Pattani, M., Schuster, R., Tromer, E. 
Synesthesia: Detecting screen content via remote 
acoustic side channels. In Proceedings of the IEEE 
Symp. Security & Privacy, 2019

15. Goodman, M. Future Crimes. Anchor Books, New York, 
2016, ISBN 9780804171458.

16. Holz, T., Gorecki, C., Rieck, K., Freiling, F. Measuring 
and detecting fast-flux service networks. In 
Proceedings of the 15th Network and Distributed 
System Security Symp., 2008, 257–268.

17. Holz, T., Raynal, F. Detecting Honeypots and Other 
Suspicious Environments. In Proceedings of the 6th 
Annual IEEE SMC Information Assurance Workshop, 
2005, 29–36.

18. H2020 Project—Diversity Enhancements for Security 
Information and Event Management. Project 
Deliverable D4.1: Techniques and Tools for OSINT-

https://www.industryweek.com/technology-and-iiot/cyberattacks-skyrocketed-2018-are-you-ready-2019
https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html
https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html
https://attack.mitre.org/
https://www.industryweek.com/technology-and-iiot/cyberattacks-skyrocketed-2018-are-you-ready-2019
https://www.industryweek.com/technology-and-iiot/cyberattacks-skyrocketed-2018-are-you-ready-2019
http://disiem-project.eu/wp-content/uploads/2018/06/D4.1v2.pdf
http://disiem-project.eu/wp-content/uploads/2018/06/D4.1v2.pdf
https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html


96    COMMUNICATIONS OF THE ACM   |   MARCH 2021  |   VOL.  64  |   NO.  3

review articles

“Those who cannot remember the past  
are condemned to repeat it.”

—George Santayana

THE NOTION OF Knowledge Graph stems from 
scientific advancements in diverse research areas 
such as Semantic Web, databases, knowledge 
representation and reasoning, NLP, and machine 
learning, among others. The integration of ideas and 
techniques from such disparate disciplines presents 
a challenge to practitioners and researchers to know 
how current advances develop from, and are rooted in, 
early techniques.

Understanding the historical context and 
background of one’s research area is of utmost 
importance in order to understand the possible 
avenues of the future. Today, this is more important 
than ever due to the almost infinite sea of information 
one faces everyday. When it comes to the Knowledge 
Graph area, we have noticed that students and junior 
researchers are not completely aware of the source of 
the ideas, concepts, and techniques they command.

The essential elements involved in 
the notion of Knowledge Graphs can 
be traced to ancient history in the 
core idea of representing knowledge 
in a diagrammatic form. Examples in-
clude: Aristotle and visual forms of 
reasoning, around 350 BC; Lull and 
his tree of knowledge; Linnaeus and 
taxonomies of the natural world; and 
in the 19th. century, the works on for-
mal and diagrammatic reasoning of 
scientists like J.J. Sylvester, Charles 
Peirce and Gottlob Frege. These ideas 
also involve several disciplines like 
mathematics, philosophy, linguistics, 
library sciences, and psychology, 
among others.

This article aims to provide historical 
context for the roots of Knowledge 
Graphs grounded in the advancements 
of the computer science disciplines of 
knowledge, data, and the combination 
thereof, and thus, focus on the develop-
ments after the advent of computing in 
its modern sense (1950s). To the best of 
our knowledge, we are not aware of an 
overview of the historical roots behind 
the notion of knowledge graphs. We 
hope that this article is a contribution in 
this direction. This is not a survey, thus, 
necessarily does not cover all aspects of 
the phenomena and does not do a sys-
tematic qualitative or quantitative anal-
ysis of papers and systems on the topic.

This article is the authors’ choice of 
a view of the history of the subject with 

Knowledge 
Graphs
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Tracking the historical events that lead  
to the interweaving of data and knowledge.

BY CLAUDIO GUTIERREZ AND JUAN F. SEQUEDA

 key insights
 ˽ Data was traditionally considered a material 

object, tied to bits, with no semantics per se. 
Knowledge was traditionally conceived 
as the immaterial object, living only in 
people’s minds and language. The destinies 
of data and knowledge became bound 
together, becoming almost inseparable, 
by the emergence of digital computing in 
the mid-20th century.

 ˽ Knowledge Graphs can be considered 
the coming of age of the integration of 
knowledge and data at large scale with 
heterogeneous formats.

 ˽ The next generation of researchers 
should become aware of these 
developments. Both successful and 
not, these ideas are the basis of current 
technology and contain fruitful ideas to 
inspire future research.

http://dx.doi.org/10.1145/3418294
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a pedagogical emphasis directed par-
ticularly to young researchers. It pres-
ents a map and guidelines to navigate 
through the most relevant ideas, theo-
ries, and events that, from our perspec-
tive, have triggered current develop-
ments. The goal is to help understand 
what worked, what did not work, and 
reflect on how diverse events and re-
sults inspired future ideas.

For pedagogical considerations, we 
periodized the relevant ideas, tech-
niques, and systems into five themes: 
Advent, Foundations, Coming-of-Age, 
Web Era, and Large Scale.

They follow a timeline, although 
with blurry boundaries. The presenta-
tion of each period is organized along 
two core ideas—data and knowledge—
plus a discussion on data+knowledge 
showing their interplay. At the end of 
each section, we sketched a list of “re-
alizations” (in both its senses—of be-
coming aware of something, as well as 

achievements of something desired or 
anticipated), and “limitations” (or, im-
pediments) of the period. The idea is to 
motivate a reflection on a balance of 
the period. At the end of each section 
we include a paragraph indicating ref-
erences to historical and/or technical 
overviews on the topics covered.

Advent of the Digital Age
The beginnings are marked by the ad-
vent and spread of digital computers 
and the first programming languages 
(LISP, FORTRAN, COBOL, and ALGOL 
are among the most iconic) that gave 
rise to the digital processing of data at 
massive scale and the birth of a new 
area of science and technology, name-
ly, computer science. The following are 
five relevant threads of this era:

1. Automation of reasoning. After 
the first program to process complex 
information, “Logic Theorist” by 
Newell, Shaw, and Simon in 1956, 

they developed the “General Solving 
Program” in 1958, which illustrates 
well the paradigm researchers were 
after: “this program is part of a research 
effort by the authors to understand the 
information processes that underlie hu-
man intellectual, adaptive, and cre-
ative abilities.” And the goal was stat-
ed as follows: “to construct computer 
programs that can solve problems re-
quiring intelligence and adaptation, and 
to discover which varieties of these pro-
grams can be matched on human prob-
lem solving.” This was continued by 
several other developments in the au-
tomation of reasoning, such as Robin-
son’s Resolution Principle33 and 
Green and Raphael’s connection be-
tween theorem proving and deduction 
in databases by developing question-
answering systems.14 At the practical 
level there were manifold implemen-
tations of “reasoning” features. An 
example is Joseph Weizenbaum’s 
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such as Wordstar and VisiCalc, prede-
cessors of current personal word pro-
cessors and spreadsheets, were born. 
The increasing storage and processing 
power, as well as human expertise drove 
the need to improve how data should be 
managed for large companies.

Data. The growth in data processing 
needs brought a division of labor ex-
pressed in the notion of representation-
al independence. Programmers and ap-
plications could now “forget” how the 
data was physically structured in order 
to access data. This idea is at the core of 
Edgar Codd’s paper “A Relational Mod-
el of Data for Large Shared Data 
Banks”8 that describes the use of rela-
tions as a mathematical model to pro-
vide representational independence; 
Codd calls this “data independence.” 
This theory and design philosophy fos-
tered database management systems 
and modeling tools.

At the modeling level, Peter Chen in-
troduced a graphical data model in 
his paper “The Entity-Relationship 
Model: Toward a Unified View of 
Data,”7 which advocated modeling 
data based on entities and relation-
ships between them. Such ER models 
incorporated semantic information of 
the real world in the form of graphs. It 
is one of the early attempts to link a 
conceptual design with a data model—
in this case the relational data model.

At the system level, software appli-
cations were developed and imple-
mented to manage data based on the 
relational model, known as Relational 
Database Management Systems (RD-
BMS). Two key systems during this time 
were IBM’s System R, described in the 
paper “System R: Relational Approach 
to Database Management” (1976), and 
University of California at Berkeley’s 
INGRES, described in “The Design and 
Implementation of INGRES” (1976). 
These systems were the first to imple-
ment the “vision” of the relational 
model as described by Codd, including 
relational query languages such as SE-
QUEL and QUEL, which would lead to 
SQL, the most successful declarative 
query language in existence.

Knowledge. While the data stream 
was focusing on the structure of data 
and creating systems to best manage 
it, knowledge was focusing on the 
meaning of data. An early develop-
ment in this direction was the work of 

ELIZA, a program that could carry a 
dialogue in English on any topic, given 
it was programmed correctly.

2. Searching in spaces. Researchers 
recognized the process of searching in 
large spaces represented a form of “in-
telligence” or “reasoning.” Having an 
understanding of such space would 
ease searching. Sorting is a simple ex-
ample. Easily 25% of computer time 
until the 1970s was used in sorting data 
to make feasible any search proce-
dure.6 The very notion of search was 
well known to people working in data 
processing, even before the advent of 
computers. However, the idea of 
searching in diverse and complex spac-
es was new, such as search spaces aris-
ing in games (for example, chess, 
checkers, and Go). Dijkstra’s famous 
algorithm for finding shortests paths is 
from 1956, and its generalization A* is 
from 1968.19

3. Retrieving information from un-
structured sources. Once having the 
computational capabilities, one can 
get data from sources beyond tradi-
tional structured data. The ideas go 
back to V. Bush’s report “As We May 
Think” but were developed systemati-
cally in the 1950s.11 A milestone was 
Bertram Raphael’s “SIR: A Computer 
Program for Semantic Information Re-
trieval” (1964).31 This system demon-
strated what could be called an ability 
to “understand” semantic informa-
tion. It uses word associations and 
property lists for the relational infor-
mation normally conveyed in conversa-
tional statements. A format-matching 
procedure extracts semantic content 
from English sentences.

4. Languages and systems to man-
age data. An early system to manage 
data was the Integrated Data Store 
(IDS) designed by Charles Bachman in 
1963.2 The IDS system maintained a 
collection of shared files on disk, had 
tools to structure and maintain them, 
and an application language to manip-
ulate data. This allowed efficiency at 
the cost of what was later called “data 
independence.” IDS became the basis 
for the CODASYL standard, which be-
came known as Database Management 
Systems (DBMS). Furthermore, the 
idea that there should be more dedi-
cated languages to handle data led to 
the creation of COBOL (1959), which is 
an early example of a programming 

language oriented to data handling 
and with a syntax resembling English.

5. Graphical representation of 
knowledge. Semantic networks were 
introduced in 1956 by Richard H. 
Richens, a botanist and computational 
linguist, as a tool in the area of ma-
chine translation of natural languag-
es.32 The notion was developed inde-
pendently by several people. Ross 
Quillian’s 1963 paper “A Notation for 
Representing Conceptual Informa-
tion: An Application to Semantics and 
Mechanical English Paraphrasing” 
aimed at allowing information “to be 
stored and processed in a computer” 
following the model of human memo-
ry. The idea of searching for “design 
principles for a large memory that can 
enable it to serve as the base of knowl-
edge underlying human-like language 
behavior” was further developed in his 
doctoral dissertation “Word concepts: 
A theory and simulation of some basic 
semantic capabilities” in 1967.29

Sketch of realizations and limita-
tions in the period. Among the realiza-
tions, the following stand out: The 
awareness of the importance and pos-
sibilities of automated reasoning; the 
problem of dealing with large search 
spaces; the need to understand natu-
ral language and other human repre-
sentations of knowledge; the poten-
tial of semantic nets (and graphical 
representations in general) as abstrac-
tion layers; and the relevance of sys-
tems and high level languages to man-
age data. Regarding limitations, 
among the most salient were: the lim-
ited capabilities (physical and techni-
cal) of hardware; the availability and 
high cost of hardware; the gap be-
tween graphical representation and 
sequential implementation; and the 
gap between the logic of human lan-
guage and the handling of data by 
computer systems.

Overview and secondary sources. 
For computing, P.E. Ceruzzi, History 
of Modern Computing; for the history 
of AI: N.J. Nilsson, The Quest for Arti-
ficial Intelligence.

Data and Knowledge Foundations
The 1970s witnessed much wider 
adoption of computing in industry. 
These are the years when companies 
such as Apple and Microsoft were 
founded. Data processing systems 



MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     99

review articles

S.C. Shapiro who proposed a network 
data structure for organizing and re-
trieving semantic information.34 These 
ideas were implemented in the seman-
tic network and processing system 
(SNePS) that can be considered as one 
of the first stand-alone KRR systems.

In the mid-1970s, several critiques 
to semantic network structures 
emerged, focusing on their weak logi-
cal foundation. A representation of 
this criticism was William Woods’ 
1975 paper “What’s in a Link: Founda-
tions for Semantic Networks.”40

Researchers focused on extending 
semantic networks with formal seman-
tics. An early approach to providing 
structure and extensibility to local and 
minute knowledge was the notion of 
frames. This was introduced by Marvin 
Minsky in his 1974 article “A Frame-
work for Representing Knowledge.”27 A 
frame was defined as a network of 
nodes and relations. In 1976, John 
Sowa introduced Conceptual Graphs 
in his paper “Conceptual Graphs for a 
Data Base Interface.”36 Conceptual 
graphs serve as an intermediate lan-
guage to map natural language queries 
and assertions to a relational database. 
The formalism represented a sorted 
logic with types for concepts and rela-
tions. In his 1977 paper “In Defense of 
Logic,” Patrick Hayes recognized that 
frame networks could be formalized 
using first order logic.20 This work 
would later influence Brachman and 
Levesque to identify a tractable subset 
of First-order logic, which would be-
come the first development in Descrip-
tion Logics (see next section).

Data + Knowledge. In the 1970s, 
data and knowledge started to experi-
ence an integration. Robert Kowalski, 
in “Predicate Logic as Programming 
Language,”23 introduced the use of log-
ic as both a declarative and procedural 
representation of knowledge, a field 
now known as logic programming. 
These ideas were implemented by 
Alain Colmerauer in PROLOG.

Early systems that could reason 
based on knowledge, known as knowl-
edge-based systems, and solve com-
plex problems were expert systems. 
These systems encoded domain knowl-
edge as if-then rules. R. Davis, B. Bu-
chanan, and E. Shortliffe were among 
the first to develop a successful expert 
system, MYCIN, that became a classic 

example to select antibiotic therapy for 
bacteremia.10 An open problem was 
understanding where to obtain the 
data and knowledge. This area would 
be called knowledge acquisition.

The 1977 workshop on “Logic and 
Data Bases,” held in Toulouse, France, 
and organized by Herve Gallaire, Jack 
Minker, and Jean-Marie Nicolas,13 is 
considered a landmark event. Impor-
tant notions such as Closed World As-
sumption by Ray Reiter and Negation as 
Failure by Keith Clark were presented 
at this workshop, which can be consid-
ered the birth of the logical approach to 
data. Many researchers consider this to 
be the event that formalized the link be-
tween logic and databases, designating 
it as a field on its own.

Sketch of realizations and limitations 
in the period. Realizations of this period 
include: the need for and potential of 
representational independence, as 
shown by the case of the relational 
model; practical and successful imple-
mentations of the relational model; 
the realization that semantic networks 
require formal frameworks using the 
tools of formal logic; and the aware-
ness of the potential of combining log-
ic and data by means of networks.The 
limitations include: on the data side, 
the inflexibility of traditional data 
structures to represent new varieties of 
data (which gave rise to object-oriented 
and graph data structures); on the 
knowledge side, weakness of the logi-
cal formalization of common knowl-
edge (which will be the motive of the 
rise of description logics).

Overview and secondary sources. On 
logic programming: A. Colmerauer and 
Ph. Roussel, The Birth of Prolog; R. Kow-
alski, The Early Years of Logic Program-
ming. On knowledge representation: 
R.H. Brachman, H.J. Levesque, Read-
ings in Knowledge Representation. On Ex-
pert Systems: F. Puppe, Systematic intro-
duction to Expert Systems, Ch.1.

Coming-of-Age  
of Data and Knowledge
The 1980s saw the evolution of com-
puting as it transitioned from indus-
try to homes through the boom of per-
sonal computers. In the field of data 
management, the Relational Data-
base industry was developing rapid-
ly (Oracle, Sybase, IBM, among oth-
ers). Object-oriented abstractions 

Conceptual graphs 
serve as  
an intermediate 
language to map 
natural language 
queries and 
assertions to a 
relational database. 
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KL-ONE, LOOM, and CLASSIC, among 
others. In addition to Description Log-
ic, another formalism was also being 
developed at that time: F-Logic was 
heavily influenced by objects and 
frames, allowing it to reason about 
schema and object structures within 
the same declarative language.22

These early logic systems showed 
that logical reasoning could be imple-
mented in tractable software. They 
would become the underpinning to 
OWL, the ontology  language for the 
Semantic Web.

Additionally, the development of 
non-monotonic reasoning techniques 
occurred during this time, for exam-
ple, the introduction of numerous for-
malisms for non-monotonic reason-
ing, including circumscription, 
default logic, autoepistemic logics 
and conditional logics.

Data + Knowledge. A relevant devel-
opment in the 1980s was the Japanese 
5th Generation Project.

Given Japan’s success in the auto-
motive and electronics industries, they 
were looking to succeed in software. 
The goal was to create artificial intelli-
gence hardware and software that 
would combine logic and data and 
could carry on conversations, translate 
languages, interpret pictures, and rea-
son like human beings. The Japanese 
adopted logic programming as a basis 
to combine logic and data.

The Japanese project sparked world 
wide activity leading to competing proj-
ects such as Microelectronics and Com-
puter Technology Consortium (MCC) 
in the U.S., the European Computer Re-
search Centre (ECRC) in Munich, and 
the Alvey Project in the U.K. MCC was 
an important research hub, both in 
hardware and software throughout the 
1980s and 1990s. For example, the Cyc 
project, which came out of MCC, had 
the goal of creating the world’s largest 
knowledge base of common sense to be 
used for applications performing hu-
man-like reasoning.

Expert systems proliferated in the 
1980s and were at the center of the AI 
hype. We see the development of pro-
duction rule systems such as OPS5, the 
Rete algorithm,12 and Treat algorithm 
to efficiently implement rule-based 
systems. Expert systems were deployed 
on parallel computers, such as the DADO 
Parallel Computer, the Connection 

were developed as a new form of repre-
sentational independence. The Internet 
changed the way people communicated 
and exchanged information.

Data. Increasing computational 
power pushed the development of 
new computing fields and artifacts. 
These, in turn, generated complex 
data that needed to be managed. Fur-
thermore, the relational revolution, 
which postulated the need of repre-
sentational independence led to a 
separation of the software program 
from the data. This drove the need to 
find ways to combine object-oriented 
programming languages with data-
bases. This gave rise to the develop-
ment of object-oriented databases 
(OODB). This area of research investi-
gated how to handle complex data by 
incorporating features that would be-
come central in the future of data, 
such as objects, identifiers, relation-
ships, inheritance, equality, and so 
on. Many systems from academia and 
industry flourished during this time, 
such as Encore-Observer (Brown Uni-
versity), EXODUS (University of Wis-
consin–Madison), IRIS (Hewlett-
Packard), ODE (Bell Labs), ORION 
(MCC), and Zeitgeist (Texas Instru-
ments), which led to several commer-
cial offerings.

Graphs started to be investigated as 
a representation for object-oriented 
data, graphical and visual interfaces, 
hypertext, etc. An early case was Harel’s 
higraphs,18 which formalize relations 
in a visual structure, and are now widely 
used in UML. Alberto Mendelzon and 
his students developed the early graph 
query languages using recursion.9 This 
work would become the basis of mod-
ern graph query languages.

Knowledge. An important achieve-
ment in the 1980s was understanding 
the trade-off between the expressive 
power of a logic language and the com-
putational complexity of reasoning 
tasks. Brachman and Levesque’s pa-
per “The Tractability of Subsumption 
in Frame-Based Description Languag-
es” was among the first to highlight 
this issue.4 By increasing the expres-
sive power in a logic language, the 
computational complexity increases. 
This led to research trade-offs along 
the expressivity continuum, giving 
rise to a new family of logics called De-
scription Logics. Standout systems are 

Increasing 
computational 
power pushed  
the development 
of new computing 
fields and artifacts. 
These, in turn, 
generated complex 
data that needed  
to be managed. 
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Machine, and the PARKA Project, 
among others. Expert systems started 
to show business value (for example, 
Xcon, ACE). Venture capitalists start-
ed to invest in AI companies such as 
IntelliCorp, ILOG, Neuron Data, and 
Haley Systems, among others.

On the academic side, an initial ap-
proach of combining logic and data 
was to layer logic programming on top 
of relational databases. Given that log-
ic programs specify functionality (“the 
what”) without specifying an algo-
rithm (“the how”), optimization plays 
a key role and was considered much 
harder than the relational query opti-
mization problem. This gave rise to 
deductive databases systems, which 
natively extended relational databases 
with recursive rules. Datalog, a subset 
of Prolog for relational data with a 
clean semantics, became the query 
language for deductive databases.5 
One of the first deductive databases 
systems was the LDL system, present-
ed in Tsur and Zaniolo’s paper “LDL: A 
Logic-Based Data-Language.”37 Many 
of these ideas were manifested direct-
ly in relational databases known then 
as active databases.

At the beginning of the 1990s, expert 
systems proved expensive and difficult 
to update and maintain. It was hard to 
explain deductions, they were brittle, 
and limited to specific domains. Thus 
the IT world moved on and rolled that 
experience into mainstream IT tools 
from vendors such as IBM, SAP, andOr-
acle, among others. A decade after the 
start of the Japanese 5th Generation 
project, its original impressive list of 
goals had not been met. Funding dried 
out and these factors led to what has 
been called an AI Winter.

By the end of this decade, the first 
systematic study with the term “Knowl-
edge Graph” appeared. It was the Ph.D. 
thesis of R.R. Bakker, “Knowledge 
Graphs: Representation and Structur-
ing of Scientific Knowledge.” Many of 
these ideas were published later (1991) 
in a report authored by P. James (a 
name representing many researchers) 
and titled “Knowledge Graphs.”21 The 
term did not permeate widely until the 
second decade of the next century.

Sketch of realizations and limitations 
in the period. Among the most important 
realizations were the fact that the inte-
gration between logic and data must be 

tightly coupled—that is, it is not enough 
to layer Prolog/expert systems on top of 
a database; and the relevance of the 
trade-off between expressive power of 
logical languages and the computa-
tional complexity of reasoning tasks. 
Two main limitations deserve to be 
highlighted: the fact that negation was 
a hard problem and was still not well 
understood at this time; and that rea-
soning at large scale was an insur-
mountable problem—in particular, 
hardware was not ready for the task. 
This would be known as the knowledge 
acquisition bottleneck.

Overview and secondary sources. On 
the golden years of graph databases, 
see R. Angles, C. Gutierrez, Survey of 
Graph Database Models. On O-O data-
bases: M. Atkinson et al., The Object-
Oriented Database System Manifesto. 
On the Japanese 5th Generation Project: 
E. Shapiro et.al. The 5th Generation Proj-
ect: Personal Perspectives.

Data, Knowledge, and the Web
The 1990s witnessed two phenomena 
that would change the world. First, the 
emergence of the World Wide Web, the 
global information infrastructure that 
revolutionized traditional data, infor-
mation, and knowledge practices. The 
idea of a universal space of informa-
tion where anybody could post and 
read, starting with text and images, in a 
distributed manner, changed com-
pletely the philosophy and practices of 
knowledge and data management. Sec-
ond, the digitization of almost all as-
pects of our society. Everything started 
to move from paper to electronic. 
These phenomena paved the way to 
what is known today as Big Data. Both 
research and industry moved to these 
new areas of development.

Data. The database industry fo-
cused on developing and tuning RD-
BMS to address the demands posed 
by e-commerce popularized via the 
Web. This led to the generation of 
large amounts of data which were re-
quired to be integrated and analyzed. 
Research built on this momentum 
and focused on the areas of web data, 
data integration, data warehouse/
OLAP, and data mining.

The data community moved toward 
the Web. Diverse efforts helped in de-
veloping an understanding of data 
and computations on the Web, shown 

in papers such as “Formal Models of 
the Web” by Mendelzon and Milo26 
and “Queries and Computation on the 
Web” by Abiteboul and Vianu.1 The 
Web triggered the need for distribut-
ing self-describing data. A key result 
of fulfilling these goals was semi-
structured data models, such as Ob-
ject Exchange Model (OEM), Extensi-
ble Markup Language (XML), and 
Resource Description Framework 
(RDF), among others.

During this time, organizations re-
quired integration of multiple, distrib-
uted, and heterogeneous data sources 
in order to make business decisions. 
Federated databases had started to ad-
dress this problem in the 1980s (see 
survey35). During this period, industry 
and academia joined forces and devel-
oped projects such as TSIMMIS and 
Lore from Stanford/IBM, SIMS from 
USC, InfoSleuth from MCC, among 
many others. These systems intro-
duced the notion of mediators and 
wrappers.39 Systems such as SIMS and 
InfoSleuth also introduced ontologies 
into the data integration mix.

In this context, due to the amount of 
data being generated and integrated, 
there was a need to drive business deci-
sion reporting. This gave rise to data 
warehouse systems with data modeled 
in star and snowflake schemas. These 
systems could support analytics on 
multi-dimensional data cubes, known 
as on-line analytical processing 
(OLAP). Much of the research focused 
on coming up with heuristics to imple-
ment query optimizations for data 
cubes. Business needs drove the devel-
opment of data mining techniques to 
discover patterns in data.

Knowledge. Researchers realized 
that knowledge acquisition was the 
bottleneck to implement knowledge-
based and expert systems. The Knowl-
edge Acquisition Workshops (KAW in 
Canada and EKAW in Europe) were a 
series of events where researchers dis-
cussed the knowledge acquisition bot-
tleneck problem. The topic evolved 
and grew into the fields of knowledge 
engineering and ontology engineering.

The Web was a realization that 
knowledge, not just data, should also 
be shared and reused. The need to el-
evate from administrative metadata 
to formal semantic descriptions 
gave rise to the spread of languages 
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es, and video. Speech and image recog-
nition, image social networks like 
Flickr, advances in NLP, and so on con-
solidated the notion that “data” is well 
beyond tables of values.

The data management research 
community continued its research on 
data integration problems such as 
schema matching, entity linking, and 
XML processing. Database theory re-
searchers studied data integration and 
data exchange from a foundational 
point of view.25

Knowledge. The Description Logic 
research community continued to 
study trade-offs and define new pro-
files of logic for knowledge represen-
tation. Reasoning algorithms were im-
plemented in software systems (for 
example, FACT, Hermit, Pellet). The re-
sults materialized as the European On-
tology Inference Layer (OIL) DARPA 
Agent Markup Language (DAML) infra-
structure. Both efforts joined forces and 
generated DAML+OIL, a thin ontology 
layer built on RDF with formal seman-
tics based on description logics. This 
influenced the standardization of the 
Web Ontology Language (OWL) in 2004, 
which is a basis for the Semantic Web.

Big Data drove statistical applica-
tions to knowledge via machine learn-
ing and neural networks. Statistical 
techniques advanced applications that 
deduced new facts from already known 
facts. The 2012 work on image classifi-
cation with deep convolutional neural 
networks with GPUs24 is signaled as a 
result that initiated a new phase in AI: 
deep learning.

The original attempts in the 1960s 
to model knowledge directly through 
neural networks were working in prac-
tice. These techniques and systems 
now would outperform many human 
specific tasks such as classification, 
and applications where large amounts 
of training data and powerful hardware 
are available.

Data + Knowledge. The connection 
between data and knowledge was de-
veloped in this period along two lines, 
namely logical and statistical.

On the logical thread, the Semantic 
Web project was established, built 
upon previous results like the graph 
data model, description logics, and 
knowledge engineering.

The paper “The Semantic Web” by 
Tim Berners-Lee, Jim Hendler and Ora 

to describe and reason over taxono-
mies and ontologies.

The notion of ontology was defined 
as a “shared and formal specification 
of a conceptualization” by Gruber.15

Among the first scientists arguing 
the relevance of ontologies were N. 
Guarino,16 M. Uschold, and M. Grun-
ninger.38 Research focused on method-
ologies to design and maintain ontolo-
gies, such as METHONOLOGY, 
Knowledge Acquisition and Documen-
tation Structuring (KADS) methodolo-
gy, CommonKADS, and specialized 
methods such as OntoClean. We ob-
serve the emergence of the first ontol-
ogy engineering tools (for example, On-
tolingua, WebODE, and Protege) to 
help users code knowledge.

Data + Knowledge. The combina-
tion of data and knowledge in data-
base management systems was mani-
fested through Deductive Databases. 
Specialized workshops on Deductive 
Databases (1990–1999) and Knowl-
edge Representation meets Databases 
(1994–2003) were a center for the ac-
tivity of the field.30 These develop-
ments led to refined versions of Data-
log, such as probabilistic, disjunctive, 
and Datalog +/-.

An important challenge driving re-
search was how to cope with formal 
reasoning at Web scale. In fact, view-
ing the Web as a universal space of 
data and knowledge, drove the need 
to develop languages for describing, 
querying and reasoning over this vast 
universe. The Semantic Web project 
is an endeavor to combine knowledge 
and data on the Web. The following 
developments influenced and framed 
the Semantic Web project: Simple 
HTML Ontology Extensions (SHOE), 
Ontobroker, Ontology Inference Lay-
er (OIL) and DARPA Agent Markup 
Language (DAML), Knowledge Query 
and Manipulation Language (KQML), 
and the EU-funded Thematic Network 
OntoWeb (ontology-based informa-
tion exchange for knowledge manage-
ment and e-commerce) among oth-
ers. The goal was to converge 
technologies such as knowledge rep-
resentation, ontologies, logic, data-
bases, and information retrieval on 
the Web. These developments gave 
rise to a new field of research and 
practice centered around the Web 
and its possibilities.

Sketch of realizations and limita-
tions in the period. The main realiza-
tion was that the Web was rapidly 
starting to change the ways the world 
of data, information and knowledge 
was traditionally conceived; new types 
of data were proliferating, particularly 
media data like images, video, and 
voice; and finally, the awareness that 
data must be—and now can be—con-
nected to get value. Among the limita-
tions is worth mentioning that the 
computational power was not enough 
to handle the new levels of data pro-
duced by the Web; and that the pure 
logical techniques have complexity 
bounds that made their scalability to 
certain growing areas like searching 
and pattern matching very difficult 
and at times infeasible.

Overview and secondary sources. 
About the Web: T. Berners-Lee, Weav-
ing the Web. On data and the Web: S. 
Abiteboul et al., Data on the Web: From 
Relations to Semistructured Data and 
XML. On Ontology Engineering: R. 
Studer et al., Knowledge Engineering: 
Principles and Methods. On Web Ontol-
ogy Languages: I. Horrocks et al., From 
SHIQ and RDF to OWL: The Making of a 
Web Ontology Language.

Data and Knowledge at Large Scale
The 2000s saw the explosion of e-com-
merce and online social networks 
(Facebook, Twitter, and so on). Advanc-
es in hardware and new systems made 
it possible to generate, store, process, 
manage, and analyze data at a much 
larger scale. We entered the Big Data 
revolution. During this era, we see the 
rise of statistical methods by the intro-
duction of deep learning into AI.

Data. Web companies such as 
Google and Amazon pushed the barrier 
on data management.

Google introduced an infrastruc-
ture to process large amounts of data 
with MapReduce. The emergence of 
non-relational, distributed, data stores 
got a boom with systems such as 
CouchDB, Google Bigtable and Ama-
zon Dynamo. This gave rise to “NoSQL” 
databases that (re-)popularized data-
base management systems for Col-
umn, Document, Key-Value and Graph 
data models.

Many of the developments were trig-
gered by the feasibility to handle and 
process formats like text, sound, imag-
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Lassila3 sparked an excitement from 
industry and academia. The technolo-
gies underpinning the Semantic Web 
were being developed simultaneously 
by academia and industry through the 
World Wide Web Consortium (W3C) 
standardization efforts. These resulted 
in Resource Description Framework 
(RDF), Web Ontology Language (OWL), 
and SPARQL Protocol and RDF Query 
Language (SPARQL), among others.

In 2006, Tim Berners-Lee coined the 
term “Linked Data” to design a set of 
best practices highlighting the net-
work structure of data on the Web in 
order to enhance knowledge.

This gave rise to the Linked Open 
Data (LOD) project and large RDF 
graph-based knowledge bases such as 
DBPedia, and Freebase, which would 
eventually lead to Wikidata. The LOD 
project was a demonstration of how 
data could be integrated at Web scale. 
In 2011, the major search engines re-
leased schema.org, a lightweight ontol-
ogy, as a way to improve the semantic 
annotation of Web pages. These efforts 
were built on the results of the Seman-
tic Web research community.

On the statistical thread, the begin-
ning of the 21st century witnessed ad-
vances and successes in statistical tech-
niques for large-scale data processing 
such as speech recognition, NLP, and 
image processing. This motivated Ha-
levy, Norvig, and Pereira to speak of the 
“the unreasonable effectiveness of 
data.”17 This is probably one of the driv-
ers that motivated the search for new 
forms of storing, managing and inte-
grating data and knowledge in the world 
of Big Data and the emergence of the 
notion of Knowledge Graph. Further-
more, researchers have been making ef-
forts to address statistical phenomena 
while incorporating techniques from 
logic and traditional databases such as 
statistical relational learning since the 
1990s. Finally, it is relevant to highlight 
a new field dealing with data and knowl-
edge that emerged under these influ-
ences: Data science.

Sketch of realizations and limitations 
in the period. Among the realizations in 
this period, we learned to think about 
data and knowledge in a much bigger 
way, namely at Web scale; and the 
world of data entered the era of neural 
networks due to new hardware and 
clever learning techniques. One of the 

main limitations that made advances 
in this area difficult, is the fact that, al-
though people realized the need to 
combine logical and statistical tech-
niques, little is yet known on how to in-
tegrate these approaches. Another im-
portant limitation is that statistical 
methods, particularly in neural net-
works, still are opaque regarding expla-
nation of their results.

Overview and secondary sources. D. 
Agrawal et al., Challenges and Opportu-
nities with Big Data. T. Hey et al. The 
Fourth Paradigm: Data-Intensive Scien-
tific Discovery. R. Fagin et al. Reasoning 
About Knowledge.

Where Are We Now?
A noticeable phenomenon in the his-
tory we have sketched is the never-end-
ing growth of data and knowledge, in 
both size and diversity. At the same 
time, an enormous diversity of ideas, 
theories, and techniques were being 
developed to deal with it. Sometimes 
they reached success and sometimes 
ended in failure, depending on physi-
cal and social constraints whose pa-
rameters most of the time were far out 
of the researcher’s control.

In this framework, historical ac-
counts can be seen as a reminder that 
absolute success or failure does not ex-
ist, and that each idea, theory, or tech-
nique needs the right circumstances 
to develop its full potential. This is the 
case with the notion of Knowledge 
Graphs. In 2012, Google announced a 
product called the Google Knowledge 
Graph. Old ideas achieved worldwide 
popularity as technical limitations 
were overcome and it was adopted by 
large companies. In parallel, other 
types of “Graph” services were devel-
oped, as witnessed by similar ideas by 
other giants like Microsoft, Facebook, 
Amazon and Ebay.28 Later, myriad 
companies and organizations started 
to use the Knowledge Graph keyword 
to refer to the integration of data, giv-
en rise to entities and relations form-
ing graphs. Academia began to adopt 
this keyword to loosely designate sys-
tems that integrate data with some 
structure of graphs, a reincarnation of 
the Semantic Web, and Linked Data. 
In fact, today the notion of Knowledge 
Graph can be considered, more than a 
precise notion or system, an evolving 
project and a vision.

The beginning  
of the 21st century 
witnessed  
advances  
and successes  
in statistical  
techniques  
for large-scale  
data processing  
such as speech  
recognition, NLP,  
and image 
processing.
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The ongoing area of Knowledge 
Graphs represents in this sense a 
convergence of data and knowledge 
techniques around the old notion of 
graphs or networks. From the data 
tradition, database technologies, 
and systems began to be developed 
by various companies and academia; 
manifold graph query languages are 
being developed: standard languages 
such as SPARQL and SPARQL 1.1, new 
industrial languages like Cypher, 
GSQL, and PGQL, research languages 
such as G-CORE, and the upcoming ISO 
standard GQL. On the other hand, we 
see a wealth of knowledge technologies 
addressing the graph model: on the log-
ical side, the materialization and imple-
mentation of old ideas like semantic 
networks, and frames, or more recently, 
the Semantic Web and Linked Data 
projects; on the statistical side, tech-
niques to extract, learn, and code knowl-
edge from data on a large scale through 
knowledge graph embeddings.

It is not easy to predict the future, 
particularly the outcome of the inter-
play between data and knowledge, 
between statistics and logic. Today 
we are seeing a convergence of statis-
tical and logical methods, with the 
former temporarily overshadowing 
the latter in the public eye. It is for 
this reason that we consider it rele-
vant to call attention to history and 
“recover” the long-term significance 
of the achievements in the areas of 
data and knowledge. As we pointed 
out, even though some ideas and de-
velopments of the past may not have 
been successful or well known (or 
even known at all) at the time, they 
surely contain fruitful ideas to in-
spire and guide future research.

If we were to summarize in one 
paragraph the essence of the develop-
ments of the half century we have pre-
sented, it would be the following: Data 
was traditionally considered a com-
modity, moreover, a material com-
modity—something given, with no se-
mantics per se, tied to formats, bits, 
matter. Knowledge traditionally was 
conceived as the paradigmatic “im-
material” object, living only in peo-
ple’s minds and language. We have 
tried to show that since the second 
half of the 20th century, the destinies 
of data and knowledge became bound 
together by computing.

We have attempted to document 
how generations of computing scien-
tists have developed ideas, techniques, 
and systems to provide material sup-
port for knowledge and to elevate data 
to the conceptual place it deserves.
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that a traditional measure, Radem-
acher complexity, is high for the deep 
net architecture.

Subsequent work has explored the 
authors’ suggestion that the train-
ing algorithm (a variant of gradient 
descent) plays a powerful role in how 
overfitting is avoided. Many new mea-
sures have been defined to measure 
the “effective number of parameters” 
of a trained net. Several of these mea-
sures were reported to correlate with 
good generalization. However, a re-
cent extensive study2 suggests this 
correlation is pretty weak and we still 
don’t have a conclusive idea of why 
overfitting does not happen.

Another intriguing direction that 
has led to a flurry of papers is theo-
retical understanding of extreme 
over-parametrization. Since over-pa-
rametrization does not seem to hurt 
deep nets, it is natural to wonder if 
one can take it to the extreme. Recent 
work has analyzed the infinite limit: 
take a finite net and allow its width (= 
number of nodes for fully connected 
layers, and number of channels for 
convolutional layers) to go to infinity. 
This is the wonderful world of Neu-
ral Tangent Kernels or NTK.1 Perhaps 
some of these new ideas will appear 
in the pages of Communications in fu-
ture. Kudos to Zhang et al. for writing 
a paper that led to all this interesting 
follow-up work! 
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THE FOLLOW IN G A R TICLE  by Zhang et al. 
is well-known for having highlighted 
that widespread success of deep learn-
ing in artificial intelligence brings 
with it a fundamental new theoretical 
challenge, specifically: Why don’t to-
day’s deep nets overfit to training data? 
This question has come to animate the 
theory of deep learning.

Let’s understand this question in 
context of supervised learning, where 
the machine’s goal is to learn to pro-
vide labels to inputs (for example, 
learn to label cat pictures with “1” 
and dog pictures with “0”). Deep 
learning solves this task by training 
a net on a suitably large training set 
of images that have been labeled cor-
rectly by humans. The parameters of 
the net are randomly initialized and 
thereafter adjusted in many stages 
via the simplest algorithm imagin-
able: gradient descent on the current 
difference between desired output 
and actual output.

At the end of training, one usually 
finds that labels assigned by the net 
on the training images are mostly 
or entirely correct. Does this mean 
the net can be used to correctly la-
bel other pictures we will find on the 
Internet? Not necessarily. It is con-
ceivable the net learned to correctly 
label just the training pictures, and 
no others. In other words, it could 
have overfitted to the training data. 
It is customary to check for this us-
ing a holdout set of training data that 
was left unused during training. The 
assumption underlying this meth-
odology is that training data con-
sists of independent samples from 
a fixed distribution, and we desire a 
net that gives correct labels to most 
images of the entire distribution. A 
simple probability concentration 
bound shows that performance on 
the holdout set is predictive—up to 
some well-defined error bars—of 
performance on the unseen images 
from the same distribution.

Received wisdom has it that overfit-
ting happens if the net is too expres-
sive, that is, has sufficient number of 
layers, and parameters per layer, than 
it is capable of expressing arbitrarily 
complicated mappings from inputs 
to 0/1 labels. To avoid overfitting, 
one should use a model that cannot 
“achieve more complicated functions 
than necessary.” This philosophical 
principle is called Occam’s Razor and 
related to the reasons why we prefer 
simpler scientific theories to compli-
cated ones.

Decades of work in theory of ma-
chine learning and statistics has 
yielded measures of model complex-
ity ranging from the old VC dimen-
sion and Rademacher complexity to 
more modern norm-based measures. 
This theory suggests that during 
training one must add a regularizer 
term to the training objective that 
penalizes models with a high mea-
sure of complexity.

Modern deep nets have turned out 
to confound this intuitive framework 
of regularizers. As the paper shows, 
it is possible to train nets with 50 
million parameters using no regu-
larizers on only 10,000 training ex-
amples. Surprisingly, no significant 
overfitting happens.

The extensive experiments de-
tailed in the paper serve to deepen the 
mystery of this lack of overfitting. The 
experiments involve training nets on 
randomized/nonsensical versions 
of standard images datasets—the 
most benign being randomization 
of labels and more extreme being us-
ing random collections of pixels as 
images and random labels. Current 
deep nets—even with standard train-
ing and regularizer—are capable of 
achieving a good fit on these non-
sensical datasets, which shows that 
these nets are capable of expressing 
very complicated functions. In par-
ticular, the experiment of fitting a net 
on images with random labels shows 
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Abstract
Despite their massive size, successful deep artificial  neural 
networks can exhibit a remarkably small gap between train-
ing and test performance. Conventional wisdom attributes 
small generalization error either to properties of the model 
family or to the regularization techniques used during 
training.

Through extensive systematic experiments, we show how 
these traditional approaches fail to explain why large neural 
networks generalize well in practice. Specifically, our experi-
ments establish that state-of-the-art convolutional networks 
for image classification trained with stochastic gradient 
methods easily fit a random labeling of the training data. 
This phenomenon is qualitatively unaffected by explicit 
regularization and occurs even if we replace the true images 
by completely unstructured random noise. We corroborate 
these experimental findings with a theoretical construc-
tion showing that simple depth two neural networks already 
have perfect finite sample expressivity as soon as the num-
ber of parameters exceeds the number of data points as it 
usually does in practice.

We interpret our experimental findings by comparison 
with traditional models.

We supplement this republication with a new section at 
the end summarizing recent progresses in the field since the 
original version of this paper.

1. INTRODUCTION
For centuries, scientists, policy makers, actuaries, and sales-
men alike have exploited the empirical fact that unknown 
outcomes, be they future or unobserved, often trace regular-
ities found in past observations. We call this idea generaliza-
tion: finding rules consistent with available data that apply 
to instances we have yet to encounter.

Supervised machine learning builds on statistical tra-
dition in how it formalizes the idea of generalization. We 
assume observations come from a fixed data generating pro-
cess, such as samples drawn from a fixed distribution. In a 
first optimization step, called training, we fit a model to a set 
of data. In a second step, called testing, we judge the model 
by how well it performs on newly generated data from the 
very same process.

This notion of generalization as test-time performance 
can seem mundane. After all, it simply requires the 
model to achieve consistent success on the same data 
generating process as was encountered during train-
ing. Yet the seemingly simple question of what theory 

The original version of this paper was published in  Proceedings of the 5th 
International Conference on Learning Representations, 2017.

underwrites the generalization ability of a model has 
occupied the machine learning research community for 
decades.

There are a variety of theories proposed to explain 
generalization.

Uniform convergence, margin theory, and algorith-
mic stability are but a few of the important concep-
tual tools to reason about generalization. Central to 
much theory are different notions of model complexity. 
Corresponding generalization bounds quantify how 
much data is needed as a function of a particular com-
plexity measure. Despite much significant theoretical 
work, the prescriptive and descriptive value of these 
theories remains debated.

This work takes a step back. We do not offer any new 
theory of generalization. Rather, we offer a few simple exper-
iments to interrogate the empirical import of different pur-
ported theories of generalization. With these experiments at 
hand, we broadly investigate what practices do and do not 
promote generalization, what does and does not measure 
generalization?

1.1. The randomization test
In our primary experiment, we create a copy of the training 
data where we replace each label independently by a ran-
dom label chosen from the set of valid labels. A dog picture 
labeled “dog” might thus become a dog picture labeled “air-
plane”. The randomization breaks any relationship between 
the instance, for example, the image, and the label. We then 
run the learning algorithm both on the natural data and 
on the randomized data with identical settings and model 
choice. By design, no generalization is possible on the ran-
domized data. After all, we fit the model against random 
labels!

For any purported measure of generalization, we can 
now compare how it fares on the natural data versus the 
randomized data. If it turns out to be the same in both 
cases, it could not possibly be a good measure of general-
ization for it cannot even distinguish learning from natu-
ral data (where generalization is possible) from learning on 
randomized data (where no generalization is possible). Our 
primary observation is:

Deep neural networks easily fit random 
labels.

http://dx.doi.org/10.1145/3446776
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More precisely, when trained on a completely random 
labeling of the true data, neural networks achieve 0 train-
ing error. The test error, of course, is no better than random 
chance as there is no correlation between the training labels 
and the test labels. In other words, by randomizing labels 
alone we can force the generalization error of a model to 
jump up considerably without changing the model, its size, 
hyperparameters, or the optimizer. We establish this fact 
for several different standard architectures trained on the 
CIFAR10 and ImageNet classification benchmarks. While 
simple to state, this observation has profound implications 
from a statistical learning perspective:

1. The effective capacity of neural networks is sufficient 
for memorizing the entire data set.

2. Even optimization on random labels remains easy. In 
fact, training time increases only by a small constant 
factor compared with training on the true labels.

3. Randomizing labels is solely a data transformation, 
leaving all other properties of the learning problem 
unchanged.

In particular, we find that many of the more popular expla-
nations of generalization fail to capture what’s happening in 
state-of-the-art deep learning models.

Extending on this first set of experiments, we also 
replace the true images by completely random pixels (e.g., 
Gaussian noise) and observe that convolutional neural net-
works continue to fit the data with zero training error. This 
shows that despite their structure, convolutional neural 
nets can fit random noise. We furthermore vary the amount 
of randomization, interpolating smoothly between the case 
of no noise and complete noise. This leads to a range of 
intermediate learning problems where there remains some 
level of signal in the labels. We observe a steady deteriora-
tion of the generalization error as we increase the noise 
level. This shows that neural networks are able to capture 
the remaining signal in the data while at the same time fit 
the noisy part using brute-force.

We discuss in further detail below how these observa-
tions rule out several standard generalization bounds as 
possible explanations for the generalization performance of 
state-of-the-art neural networks.

1.2. The role of regularization
Regularization can be thought of as the operational counter-
part of a notion of model complexity. When the complexity 
of a model is very high, regularization introduces algorith-
mic tweaks intended to reward models of lower complexity. 
Regularization is a popular technique to make optimization 
problems “well posed”: when an infinite number of solu-
tions agree with the data, regularization breaks ties in favor 
of the solution with lowest complexity.

Our second set of experiments interrogates the role that 
regularization plays in training overparameterized neural 
networks. Our experiments reveal that most of the regular-
ization techniques in deep learning are not necessary for 
generalization: if we turn off the regularization parameters, 
test-time performance remains strong. Hence, explicit 

regularization alone does not suffice to explain how deep 
learning models generalize. To summarize our finding:

Explicit regularization may improve 
 generalization performance, but is  neither 

necessary nor by itself sufficient for 
 controlling generalization error.

While explicit regularizers like “dropout” and “weight-
decay” may not be essential for generalization, it is cer-
tainly the case that not all models that fit the training 
data well generalize well. Indeed, in neural networks, we 
almost always choose our model as the output of running 
stochastic gradient descent. Appealing to linear models, 
we analyze how SGD acts as an implicit regularizer. For lin-
ear models, SGD always converges to a solution with small 
norm. Hence, the algorithm itself is implicitly regularizing 
the solution. Indeed, we show on small data sets that even 
Gaussian  kernel methods can generalize well with no regu-
larization. Though this does not explain why certain archi-
tectures  generalize better than other architectures, it does 
suggest that more investigation is needed to understand 
exactly what the properties are inherited by models that 
were trained using SGD.

1.3. Finite sample expressivity
We complement our empirical observations with a theoreti-
cal construction showing that generically large neural net-
works can express any labeling of the training data. More 
formally, we exhibit a very simple two-layer ReLU network 
with p = 2n + d parameters that can express any labeling of 
any sample of size n in d dimensions. A previous construc-
tion due to Livni et al.22 achieved a similar result with far 
more parameters, namely, O(dn). While our depth-2 network 
inevitably has large width, we can also come up with a depth 
k network in which each layer has only O(n/k) parameters.

While prior expressivity results focused on what functions 
neural nets can represent over the entire domain, we focus 
instead on the expressivity of neural nets with regard to a 
finite sample. In contrast to existing depth separations13, 15, 40, 11  
in function space, our result shows that even depth-2 net-
works of linear size can already represent any labeling of the 
training data.

1.4. Related prior work
Below we discuss some related prior work. In Section 6.1, we 
discuss recent work that followed the initial publication of 
our work.

Barlett4 proved bounds on the fat shattering dimension 
of multilayer perceptrons with sigmoid activations in terms 
of the 1-norm of the weights at each node. This important 
result gives a generalization bound for neural nets that is 
independent of the network size. However, for RELU net-
works, the 1-norm is no longer informative. This leads to 
the question of whether there is a different form of capac-
ity control that bounds generalization error for large neural 
nets. This question was raised in a thought-provoking work 
by Neyshabur et al.,30 who argued through experiments that 
network size is not the main form of capacity control for 
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the inputs (rather than labels), arriving at the same general 
conclusion.

The experiments are run on two image classification data-
sets, the CIFAR10 dataset and the ImageNet ILSVRC 2012 
dataset. We test the Inception V3 architecture on ImageNet 
and a smaller version of Inception, Alexnet, and MLPs on 
CIFAR10. Please see Appendix A of Zhang et al.44 for more 
details of the experimental setup.

2.1. Fitting random labels and pixels
We run our experiments with the following modifications of 
the labels and input images:

• True labels: the original dataset without modification.
• Partially corrupted labels: independently with proba-

bility p, the label of each image is corrupted as a uni-
form random class.

• Random labels: all the labels are replaced with random 
ones.

• Shuffled pixels: a random permutation of the pixels is 
chosen and then the same permutation is applied to all 
the images in both training and test set.

• Random pixels: a different random permutation is 
applied to each image independently.

• Gaussian: A Gaussian distribution (with matching 
mean and variance to the original image dataset) is 
used to generate random pixels for each image.

Surprisingly, stochastic gradient descent with unchanged 
hyperparameter settings can optimize the weights to fit to 
random labels perfectly, even though the random labels 
completely destroy the relationship between images and 
labels. We further break the structure of the images by shuf-
fling the image pixels, and even completely resampling the 
random pixels from a Gaussian distribution. But the net-
works we tested are still able to fit.

Figure 1a shows the learning curves of the Inception 
model on the CIFAR10 dataset under various settings. We 
expect the objective function to take longer to start decreas-
ing on random labels because initially the label assignments 
for every training sample are uncorrelated. Therefore, large 
prediction errors are backpropagated to make large gradi-
ents for parameter updates. However, since the random 
labels are fixed and consistent across epochs, the network 
starts fitting after going through the training set multiple 
times. We find the following observations for fitting ran-
dom labels very interesting: (a) we do not need to change 
the learning rate schedule; (b) once the fitting starts, it con-
verges quickly; and (c) it converges to (over)fit the training 
set perfectly. Also note that “random pixels” and “Gaussian” 
start converging faster than “random labels.” This might be 
because with random pixels, the inputs are more separated 
from each other than natural images that originally belong 
to the same category, therefore, easier to build a network for 
arbitrary label assignments.

On the CIFAR10 dataset, Alexnet and MLPs all converge 
to zero loss on the training set. The shaded rows in Table 1 
show the exact numbers and experimental setup. We also 
tested random labels on the ImageNet dataset. As shown 

neural networks. An analogy to matrix factorization illus-
trated the importance of implicit regularization.

Hardt et al.18 give an upper bound on the generalization 
error of a model trained with stochastic gradient descent 
in terms of the number of steps gradient descent took. 
Their analysis goes through the notion of uniform stabil-
ity.8 As we point out in this work, uniform stability of a 
learning algorithm is independent of the labeling of the 
training data. Hence, the concept is not strong enough to 
distinguish between the models trained on the true labels 
(small generalization error) and models trained on the 
random labels (large generalization error). This also high-
lights why the analysis of Hardt et al.18 for nonconvex opti-
mization was rather pessimistic, allowing only a very few 
passes over the data. Our results show that even empiri-
cally training neural networks is not uniformly stable for 
many passes over the data.

There has been much work on the representational 
power of neural networks, starting from universal approxi-
mation theorems for multi-layer perceptrons.12, 25, 13, 24, 15, 40, 11 
All of these results are at the population level characterizing 
which mathematical functions certain families of neural 
networks can express over the entire domain. We instead 
study the representational power of neural networks for a 
finite sample of size n. This leads to a very simple proof that 
even O(n)-sized two-layer perceptrons have universal finite-
sample expressivity.

2. EFFECTIVE CAPACITY OF NEURAL NETWORKS
The size of a model family is often huge as it counts all pos-
sible functions in a certain set, including those that are 
unlikely to be found by the learning algorithm. By effective 
capacity, we informally refer to the size of the subset of mod-
els that is effectively achievable by the learning procedure. 
The capacity of this subset could be much smaller as it con-
tains only “well-behaved” functions produced by some spe-
cific optimization algorithms, with bounded computation 
budget, and sometimes with explicit or implicit regulariza-
tions. Our goal is to understand the effective model capac-
ity of feed-forward neural networks. Toward this goal, we 
choose a methodology inspired by nonparametric random-
ization tests. Specifically, we take a candidate architecture 
and train it both on the true data and on a copy of the data in 
which the true labels were replaced by random labels. In the 
second case, there is no longer any relationship between the 
instances and the class labels. As a result, learning is impos-
sible. Intuition suggests that this impossibility should man-
ifest itself clearly during training, for example, by training 
not converging or slowing down substantially. To our sur-
prise, several properties of the training process for multiple 
standard architectures are largely unaffected by this trans-
formation of the labels. This poses a conceptual challenge. 
Whatever justification we had for expecting a small general-
ization error to begin with must no longer apply to the case 
of random labels.

To gain further insight into this phenomenon, we experi-
ment with different levels of randomization exploring the 
continuum between no label noise and completely cor-
rupted labels. We also try out different randomizations of 
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in the last three rows of Table 2 in Appendix of Zhang  
et al.,44 although it does not reach the perfect 100% top-1 
accuracy, 95.20% accuracy is still very surprising for 1.2 million 
random labels from 1000 categories. Note that we did not 
do any hyperparameter tuning when switching from the true 
labels to the random labels. It is likely that with some modi-
fication of the hyperparameters, perfect accuracy could be 
achieved on random labels. The network also manages to 
reach ∼90% top-1 accuracy even with explicit regularizers 
turned on.

Partially corrupted labels. We further inspect the behav-
ior of neural network training with a varying level of label 
corruptions from 0 (no corruption) to 1 (complete random 
labels) on the CIFAR10 dataset. The networks fit the cor-
rupted training set perfectly for all the cases. Figure 1b 
shows the slowdown of the convergence time with increas-
ing level of label noises. Figure 1c depicts the test errors after 
convergence. Since the training errors are always zero, the 
test errors are the same as generalization errors. As the noise 
level approaches 1, the generalization errors converge to  
90%—the performance of random guessing on CIFAR10.

2.2. Implications
In light of our randomization experiments, we discuss 
how our findings pose a challenge for several traditional 
approaches for reasoning about generalization.

Rademacher complexity and VC-dimension. Rademacher 
complexity is commonly used and flexible complexity mea-
sure of a hypothesis class. The empirical Rademacher com-
plexity of a function class F on a dataset {z1, …, zn} is defined as

  (1)

where σ1, …, σn ∈ {±1} are i.i.d. uniform random variables. 
Usually we aim to bound the Rademacher complexity of the 
loss function class L = {(z = (x, y) ) = (h(x), y) : h ∈ H}, where 
zi = (xi, yi) are input-output pairs. For L-Lipschitz loss func-
tion  and real valued hypothesis class H,  
by contraction lemma. The Rademacher complexity mea-
sures the ability of a function class to fit random ±1 binary 
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Figure 1. Fitting random labels and random pixels on CIFAR10. (a) The training loss of various experiment settings decaying with the training 
steps. (b) The relative convergence time with different label corruption ratio. (c) The test error (also the generalization error since training 
error is 0) under different label corruptions.

Model # params
Random 
crop

Weight 
decay

Train 
accuracy

Test 
accuracy

Inception 1,649,402 Yes Yes 100.0 89.05

Yes No 100.0 89.31

No Yes 100.0 86.03

No No 100.0 85.75

(fitting  
random 
labels)

No No 100.0 9.78

Inception 
w/o 
BatchNorm

1,649,402 No Yes 100.0 83.00

No No 100.0 82.00

(fitting ran-
dom labels)

No No 100.0 10.12

Alexnet 1,387,786 Yes Yes 99.90 81.22

Yes No 99.82 79.66

No Yes 100.0 77.36

No No 100.0 76.07

(fitting ran-
dom labels)

No No 99.82 9.86

MLP 3 × 512 1,735,178 No Yes 100.0 53.35

No No 100.0 52.39

(fitting  
random 
labels)

No No 100.0 10.48

MLP 1 × 512 1,209,866 No Yes 99.80 50.39

No No 100.0 50.51

(fitting  
random 
labels)

No No 99.34 10.61

Table 1. The training and test accuracy (in %) of various models on 
the CIFAR10 dataset.

Performance with and without data augmentation and weight decay are 
compared. The results of fitting random labels are also included.
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The following regularizers are covered:
• Data augmentation: augment the training set via 

domain-specific transformations. For image data, com-
monly used transformations include random crop-
ping, random perturbation of brightness, saturation, 
hue, and contrast.

• Weight decay: equivalent to a 2 regularizer on the 
weights; also equivalent to a hard constrain of the 
weights to an Euclidean ball, with the radius decided by 
the amount of weight decay.

• Dropout39: mask out each element of a layer output randomly 
with a given dropout probability. Only the Inception V3 
for ImageNet uses dropout in our experiments.

Table 1 shows the results of Inception, Alexnet, and MLPs on 
CIFAR10, toggling the use of data augmentation and weight 
decay. Both regularization techniques help to improve the 
generalization performance, but even with all of the regular-
izers turned off, all of the models still generalize very well.

Table 2 in Appendix of Zhang et al.44 shows a similar 
experiment on the ImageNet dataset. A 18% top-1 accu-
racy drop is observed when we turn off all the regularizers. 
Specifically, the top-1 accuracy without regularization is 
59.80%, while random guessing only achieves 0.1% top-1 
accuracy on ImageNet. More strikingly, with data augmen-
tation on but other explicit regularizers off, Inception is able 
to achieve a top-1 accuracy of 72.95%. Indeed, it seems like 
the ability to augment the data using known symmetries is 
significantly more powerful than just tuning weight decay or 
preventing low training error.

Inception achieves 80.38% top-5 accuracy without regu-
larization, while the reported number of the winner of 
ILSVRC 2012 achieved 83.6%. So while regularization is 
important, bigger gains can be achieved by simply changing 
the model architecture. It is difficult to say that the regular-
izers count as a fundamental phase change in the general-
ization capability of deep nets.

3.1. Implicit regularizations
Early stopping was shown to implicitly regularize on some 
convex learning problems.21, 43 In Table 2 in Appendix of 
Zhang et al.,44 we show in parentheses the best test accuracy 
along the training process. It confirms that early stopping 
could potentiallya improve the generalization performance. 
Figure 2a shows the training and testing accuracy on 
ImageNet. The shaded area indicates the accumulative best 
test accuracy, as a reference of potential performance gain 
for early stopping. However, on the CIFAR10 dataset, we do 
not observe any potential benefit of early stopping.

Batch normalization is an operator that normalizes the 
layer responses within each mini-batch. It has been widely 
adopted in many modern neural network architectures such 
as Inception and Residual Networks. Although not explicitly 
designed for regularization, batch normalization is usu-
ally found to improve the generalization performance. The 

label assignments, which closely resemble our random-
ization test. Since our empirical results on randomization 
tests suggest that many neural networks fit the training set 
with random labels perfectly, we expect that  approx-
imately achieves the maximum for the corresponding loss 
class L. For example, for the indicator loss, . This 
is a trivial upper bound on the Rademacher complexity that 
does not lead to useful generalization bounds in realistic set-
tings. A similar reasoning applies to VC-dimension and its 
continuous analog fat-shattering dimension, unless we fur-
ther restrict the network. While Barlett4 proves a bound on 
the fat-shattering dimension in terms of 1 norm bounds on  
the weights of the network, this bound does not apply to 
the ReLU networks that we consider here. This result was 
generalized to other norms by Neyshabur et al.,31 but even 
these do not seem to explain the generalization behavior 
that we observe.

Uniform stability. Stepping away from complexity mea-
sures of the hypothesis class, we can instead consider prop-
erties of the algorithm used for training. This is commonly 
done with some notion of stability, such as uniform stabil-
ity. Uniform stability of an algorithm A measures how sensi-
tive the algorithm is to the replacement of a single example. 
However, it is solely a property of the algorithm, which does 
not take into account specifics of the data or the distribu-
tion of the labels. It is possible to define weaker notions 
of stability.27, 32, 36 The weakest stability measure is directly 
equivalent to bounding generalization error and does take 
the data into account. However, it has been difficult to uti-
lize this weaker stability notion effectively.

3. THE ROLE OF REGULARIZATION
Most of our randomization tests are performed with 
explicit regularization turned off. Regularizers are the 
standard tool in theory and practice to mitigate overfit-
ting in the regime when there are more parameters than 
data points.42 The basic idea is that although the original 
hypothesis is too large to generalize well, regularizers help 
confine learning to a subset of the hypothesis space with 
manageable complexity. By adding an explicit regularizer, 
say by penalizing the norm of the optimal solution, the 
effective Rademacher complexity of the possible solutions 
is dramatically reduced.

As we will see, in deep learning, explicit regularization 
seems to play a rather different role. As the bottom rows 
of Table 2 in Appendix of Zhang et al.44 show, even with 
dropout and weight decay, InceptionV3 is still able to fit 
the random training set extremely well if not perfectly. 
Although not shown explicitly, on CIFAR10, both Inception 
and MLPs still fit perfectly the random training set with 
weight decay turned on. However, AlexNet with weight 
decay turned on fails to converge on random labels. To 
investigate the role of regularization in deep learning, we 
explicitly compare behavior of deep nets learning with and 
without regularizers.

Instead of doing a full survey of all kinds of regularization 
techniques introduced for deep learning, we simply take 
several commonly used network architectures and compare 
the behavior when turning off the equipped regularizers. 

a We say “potentially” because to make this statement rigorous, we need 
to have another isolated test set and test the performance there when we 
choose early stopping point on the first test set (acting like a validation set).
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the sample size to be polynomially large in the dimension of 
the input and exponential in the depth of the network, pos-
ing a clearly unrealistic requirement in practice.

We instead directly analyze the finite-sample expressivity 
of neural networks, noting that this dramatically simplifies 
the picture. Specifically, as soon as the number of param-
eters p of a networks is greater than n, even simple two-layer 
neural networks can represent any function of the input 
sample. We say that a neural network C can represent any 
function of a sample of size n in d dimensions if for every 
sample S ⊆ Rd with |S| = n and every function f: S → R, there 
exists a setting of the weights of C such that C(x) = f(x) for 
every x ∈ S.

Theorem 1. There exists a two-layer neural network with ReLU 
activations and 2n + d weights that can represent any function 
on a sample of size n in d dimensions.

The proof is given in Appendix C of Zhang et al.,44 where 
we also discuss how to achieve width O(n/k) with depth k. 
We remark that it is a simple exercise to give bounds on 
the weights of the coefficient vectors in our construction. 
Lemma 144 gives a bound on the smallest eigenvalue of the 
matrix A. This can be used to give reasonable bounds on the 
weight of the solution w.

5. IMPLICIT REGULARIZATION: AN APPEAL TO LINEAR 
MODELS
Although deep neural nets remain mysterious for many rea-
sons, we note in this section that it is not necessarily easy 
to understand the source of generalization for linear models 
either. Indeed, it is useful to appeal to the simple case of lin-
ear models to see if there are parallel insights that can help 
us better understand neural networks.

Suppose we collect n distinct data points {(xi, yi)} where xi 

Inception architecture uses a lot of batch normalization lay-
ers. To test the impact of batch normalization, we create a 
“Inception w/o BatchNorm” architecture that is exactly the 
same as Inception, except with all the batch normalization 
layers removed. Figure 2b compares the learning curves 
of the two variants of Inception on CIFAR10, with all the 
explicit regularizers turned off. The normalization operator 
helps stabilize the learning dynamics, but the impact on the 
generalization performance is only 3∼4%. The exact accu-
racy is also listed in the section “Inception w/o BatchNorm” 
of Table 1.

In summary, our observations on both explicit and 
implicit regularizers are consistently suggesting that regu-
larizers, when properly tuned, could help to improve the 
generalization performance. However, it is unlikely that the 
regularizers are the fundamental reason for generalization, 
as the networks continue to perform well after all the regu-
larizers removed.

4. FINITE-SAMPLE EXPRESSIVITY
Much effort has gone into characterizing the expressiv-
ity of neural networks, for example, Cybenko12, Mhaskar25, 
Delalleau and Bengio13, Mhaskar and Poggio24, Eldan and 
Shamir15, Telgarsky40, Cohen and Shashua11 Almost all of 
these results are at the “population level” showing what 
functions of the entire domain can and cannot be repre-
sented by certain classes of neural networks with certain 
number of parameters. For example, it is known that at the 
population level, depth k is generically more powerful than 
depth k − 1.

We argue that what is more relevant in practice is the 
expressive power of neural networks on a finite sample of 
size n. It is possible to transfer population level results to 
finite sample results using uniform convergence theorems. 
However, such uniform convergence bounds would require 
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Figure 2. Effects of implicit regularizers on generalization performance. aug is data augmentation; wd is weight decay; BN is batch 
normalization. The shaded areas are the cumulative best test accuracy, as an indicator of potential performance gain of early stopping.  
(a) Early stopping could potentially improve generalization when other regularizers are absent. (b) Early stopping is not necessarily helpful 
on CIFAR10, but batch normalization stabilizes the training process and improves the generalization.



 

MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM    113

on a commodity workstation with 24 cores and 256 GB of 
RAM with a conventional LAPACK call. By first applying a 
Gabor wavelet transform to the data and then solving (3), the 
error on MNIST drops to 0.6%. Surprisingly, adding regular-
ization does not improve either model’s performance!

Similar results follow for CIFAR10. Simply applying 
a Gaussian kernel on pixels and using no regularization 
achieves 46% test error. By preprocessing with a random 
convolutional neural net with 32,000 random filters, this 
test error drops to 17% errorb. Adding 2 regularization fur-
ther reduces this number to 15% error. Note that this is with-
out any data augmentation.

Note that this kernel solution has an appealing interpre-
tation in terms of implicit regularization. Simple algebra 
reveals that it is equivalent to the minimum 2-norm solu-
tion of Xw = y. That is, out of all models that exactly fit the 
data, SGD will often converge to the solution with minimum 
norm. It is very easy to construct solutions of Xw = y that do 
not generalize: for example, one could fit a Gaussian kernel 
to data and place the centers at random points. Another sim-
ple example would be to force the data to fit random labels 
on the test data. In both cases, the norm of the solution is 
significantly larger than the minimum norm solution.

Unfortunately, this notion of minimum norm is not pre-
dictive of generalization performance. For example, return-
ing to the MNIST example, the 2-norm of the minimum 
norm solution with no preprocessing is approximately 
220. With wavelet preprocessing, the norm jumps to 390. 
Yet the test error drops by a factor of 2. So while this min-
imum-norm intuition may provide some guidance to new 
algorithm design, it is only a very small piece of the gener-
alization story.

6. CONCLUSION
In this work, we presented a simple experimental framework 
for interrogating purported measures of generalization. 
The experiments we conducted emphasize that the effective 
capacity of several successful neural network architectures 
is large enough to shatter the training data. Consequently, 
these models are in principle rich enough to memorize the 
training data. This situation poses a conceptual challenge to 
statistical learning theory as traditional measures of model 
complexity struggle to explain the generalization ability of 
large artificial neural networks. An important insight result-
ing from our experiments is that optimization continues 
to be empirically easy even if the resulting model does not 
generalize. What drives generalization therefore cannot be 
identical to what makes optimization of deep neural net-
works easy in practice, another important—yet, as we show, 
distinct—question.

The situation we find ourselves in bears semblance 
to where machine learning was in the 1960s. One of the 
first striking successes of machine learning dates back to 
Rosenblatt’s 1958 discovery of the Perceptron algorithm. 
In modern language, the Perceptron learns a linear func-
tion from labeled examples. Cycling through the data one 

is d-dimensional feature vectors and yi is labels. Letting loss 
denote a nonnegative loss function with loss(y, y) = 0, con-
sider the empirical risk minimization (ERM) problem

  (2)

If d ≥ n, then we can fit any labeling. But is it then possible 
to generalize with such a rich model class and no explicit 
regularization?

Let X denote the n × d data matrix whose i-th row is . If 
X has rank n, then the system of equations Xw = y has an infi-
nite number of solutions regardless of the right-hand side. 
We can find a global minimum in the ERM problem (2) by 
simply solving this linear system.

But do all global minima generalize equally well? Is there 
a way to determine when one global minimum will gener-
alize whereas another will not? One popular way to under-
stand quality of minima is the curvature of the loss function 
at the solution. But in the linear case, the curvature of all 
optimal solutions is the same.9 To see this, note that in the 
case when yi is a scalar,

where . A similar formula can be found when 
y is vector valued. In particular, the Hessian is not a function 
of the choice of w. Moreover, the Hessian is degenerate at all 
global optimal solutions.

If curvature does not distinguish global minima, what 
does? A promising direction is to consider the workhorse 
algorithm, stochastic gradient descent (SGD), and inspect 
which solution SGD converges to. Since the SGD update 
takes the form where ηi is the step size and 
et is the prediction error loss. If w0 = 0, we must have that the 
solution has the form  for some coefficients α. 
Hence, if we run SGD we have that w = XTα lies in the span of 
the data points. If we also perfectly interpolate the labels, we 
have Xw = y. Enforcing both of these identities, this reduces 
to the single equation

  (3)

which has a unique solution. Note that this equation only 
depends on the dot-products between the data points xi. We 
have thus derived the “kernel trick”34—albeit in a round-
about fashion.

We can therefore perfectly fit any set of labels by forming 
the Gram matrix (aka the kernel matrix) on the data K = XXT 
and solving the linear system Kα = y for α. This is an n × n 
linear system that can be solved on standard workstations 
whenever n is less than a hundred thousand, as is the case 
for small benchmarks like CIFAR10 and MNIST.

Quite surprisingly, fitting the training labels exactly 
yields excellent performance for convex models. On MNIST 
with no preprocessing, we are able to achieve a test error 
of 1.2% by simply solving Kα = y with a Gaussian kernel on 
the pixel representation. Note that this is not exactly sim-
ple as the kernel matrix requires 30 GB to store in memory. 
Nonetheless, this system can be solved in under 3 minutes 

b This conv-net is the Coates and Ng10 net, but with the filters selected at ran-
dom instead of with k-means.
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design in many of those studies. Dedicated workshops 
on phenomena in deep learning are being organized in 
all major machine learning conferences nowadays. Even 
some theory conferences start to consider pure empirical 
studies that reveal “interesting and not well understood 
behavior”c in the call-for-papers. Thus, we are excited to 
see what happens in the next four years as well as excited 
to have highlighted some of the development over the past 
four years since we wrote the original manuscript. 

example at a time, whenever the Perceptron encounters an 
example where the sign of the linear function disagrees with 
the binary label, it nudges the coefficients of the linear func-
tion either toward or away from the example. Analysis from 
the 1960s provided generalization results for the Perceptron 
assuming that there was some solution out there that properly 
labeled all data we might ever see. An instance of the popular 
stochastic gradient method, the Perceptron, remains strik-
ingly similar to modern machine learning practice. Indeed, 
the results on linear models in Section 5 are effectively a gen-
eralization of the 60-year-old results on the Perceptron.

The primary difference between now and then is one of scale 
and complexity. In place of a simple linear function, we find 
intricate models that stack several nonlinear transformations, 
so-called layers, on top of each other. Each layer has its own 
set of trainable parameters. Such concatenation adds com-
plexity: we no longer get the beautiful convergence and gener-
alization theorems of the Perceptron. The classic Perceptron 
theory explained why overparameterized linear models might 
generalize in some special cases, but these results do not pro-
vide an explanation of the power of nonlinear models.

6.1. A partial survey of recent progress
The original version of this paper44 motivated a tremendous 
amount of new work on generalization that we cannot fully 
survey here. However, we will attempt to summarize some 
general trends.

Regarding our observation that conventional general-
ization bounds based on uniform convergence or uniform 
stability are inadequate for overparameterized deep neural 
networks, extensive efforts were made toward tighter gen-
eralization bounds (e.g., Kawaguchi et al.,19 Bartlett et al.,5 
Neyshabur et al.,28 Golowich et al.,17 Liang et al.20). In the 
PAC-Bayes setting, where the learning algorithm is allowed 
to output a distribution over parameters, new generaliza-
tion bounds were also derived.14, 29, 2, 46

Aligned with our observation that overparameterized 
deep networks generalize even without any explicit regular-
ization, and our analysis of implicit regularization in linear 
models, there is renewed interest in seeking to explain gen-
eralization in deep learning by characterizing the implicit 
regularization induced by the learning algorithms.37, 38, 35, 1

In-depth analysis on memorization of overparameterized 
models also extends our intuition on overfitting from the tra-
ditional U-shaped risk curve to the “double descent” risk curve. 
Specifically, in the overparameterized regime where the model 
capacity greatly exceeds the training set size, fitting all the train-
ing examples (i.e., interpolating the training set), including noisy 
ones, is not necessarily at odds with generalization.23, 7, 6, 16

Despite significant progress on theoretical understand-
ing of deep learning in the past few years, a full math-
ematical characterization of the whole story remains 
challenging. Since the original version of this paper,44 
much more work starts approaching the question of 
understanding deep learning using empirical studies, 
by designing systematic and principled experiments 
(e.g., Arpit et al.,3 Zhao et al.,45 Morcos et al.,26 Recht et 
al.,33 Toneva et al.41). The randomization test proposed 
in this paper serves as the backbone in the experimental 

c Quoted from the call-for-papers of Algorithmic Learning Theory (ALT) 
2020.
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Technical  
Perspective
Localizing Insects Outdoors 
By Prabal Dutta

THE VISION OF tiny, flying robotic in-
sects has captured the imagination 
of researchers in many disciplines. 
Some have sought to create entirely 
synthetic robotic creatures while oth-
ers have chosen to weave and deeply 
enmesh biological sensing and actua-
tion with electronic computation and 
controls. The following paper by Iyer et 
al. takes a different approach. It neatly 
separates the problems of locomotion, 
solved using existing biology, and the 
problems of sensing, localization, and 
communications, solved using com-
mercial microelectronics and new al-
gorithms, packaged into a tiny payload. 
These two halves—one biological and 
one electronic—are then simply glued 
together to realize a cyborg bumblebee 
with a mind of its own carrying sensors 
on our behalf.

Realizing this exciting vision re-
quires solving myriad research and 
engineering problems, but perhaps 
none more daunting than how to lo-
calize a small and fast-moving bum-
blebee at a range of tens of meters. 
The problem is particularly challeng-
ing because of the severe and unfor-
giving size, weight, and power (SWaP) 
constraints on payload capacity. A key 
contribution of the accompanying 
work is a novel method for low-power, 
mid-range, outdoor localization that 
estimates the angle-of-departure of 
signals from several multi-antenna 
access points in clear line-of-sight 
settings, as might be typical on farms 
and fields.

This technical feat is accomplished 
by having a pair of antennas transmit 
nominally identical signals that com-
bine at the receiver. The difference 
in the path length between the two 
antennas and the insect manifests as 
an amplitude and phase difference in 
their sum at the receiver, which is also 
attenuated by the path loss the signals 
both have in common for the line-of-
sight path. If this (unknown) path loss 
is normalized by sweeping the phase 

of one signal, which allows the maxi-
mum strength of the received signal 
to be recovered, then the path loss 
can also be determined and factored 
out. Finally, the effect of multipath 
is reduced by using multiple access 
points and multiple antenna pairs at 
each access point.

Going far beyond just the theory, 
or even a benchtop proof-of-concept, 
the authors build a low SWaP circuit 
(just 39 mm2, 102 mg, and 138 μA) that 
realizes this idea, augments it with 
sensors and backscatter communica-
tions using a custom-designed anten-
na, and uses it to demonstrate how a 
bumblebee-based sensor can sample 
a large field and download data upon 
return to the hive. The prototype in-
tegrates temperature, humidity, and 
light sensors with a microcontroller 
that offers 32 KB of memory for sen-
sor and location data storage, along 
with a 1 mAh battery, that weighs 70 
mg, to yield a system that can run for 
an impressive seven hours! Looking 
ahead, the authors report that RF or 
solar energy harvesting could enable 
indefinite lifetime, especially when 
combined with ultra-low power cus-
tom electronics. 

Prabal Dutta is an associate professor of electrical 
engineering and computer sciences at the University of 
California at Berkeley, CA, USA.

Copyright held by author.
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Abstract
The vision of tracking small IoT devices runs into the reality 
of localization technologies—today it is difficult to continu-
ously track objects through walls in homes and warehouses 
on a coin cell battery. Although Wi-Fi and ultra-wideband 
radios can provide tracking through walls, they do not last 
more than a month on small coin and button cell batteries 
because they consume tens of milliwatts of power. We pres-
ent the first localization system that consumes microwatts 
of power at a mobile device and can be localized across 
multiple rooms in settings such as homes and hospitals. To 
this end, we introduce a multiband backscatter prototype 
that operates across 900 MHz, 2.4 GHz, and 5 GHz and can 
extract the backscatter phase information from signals that 
are below the noise floor. We build subcentimeter-sized 
prototypes that consume 93 µW and could last five to ten 
years on button cell batteries. We achieved ranges of up 
to 60 m away from the AP and accuracies of 2, 12, 50, and 
145 cm at 1, 5, 30, and 60 m, respectively. To demonstrate 
the potential of our design, we deploy it in two real-world 
scenarios: five homes in a metropolitan area and the sur-
gery wing of a hospital in patient pre-op and post-op rooms 
as well as storage facilities.

1. INTRODUCTION
Recent years have seen significant advances in wireless 
localization.21, 19 However, existing solutions do not meet 
the requirements for size-constrained IoT applications. 
Figure 1 shows battery life of common radio technologies 
such as BLE, LoRa, ultra-wideband (UWB), and Wi-Fi, each 
running at a 1% duty cycle with small coin and button cell 
batteries for equal comparison. The shorter battery life lim-
its the adoption of tracking solutions based on these radio 
technologies by making them inconvenient for consumer 
applications and infeasible for large-scale commercial 
deployments. Requiring large batteries on the other hand 
prevents scaling down the size of IoT devices. Although 
RFID tags are attractive from a power and size perspec-
tive, they have a limited range and do not work consistently 
through walls and other barriers. Consumers often deploy 
devices in rooms throughout homes, and similarly com-
mercial deployments in settings such as hospitals require 
covering multiple patient rooms with a variety of obstruc-
tions and walls. Achieving localization in these scenarios 
would therefore require readers in every room, which sig-
nificantly increases deployment cost.

This paper presents µ Locate, the first wireless local-
ization system that consumes microwatts of power at the 
mobile IoT devices and can be localized through walls in set-
tings such as homes and hospitals. Our design can achieve 

The original version of this paper was published in 
Proceedings of the 16th ACM Conference on Embedded 
Networked Sensor Systems, 2018, ACM.

3D localization capabilities while supporting IoT devices 
that can be scaled to subcentimeter form factor. To achieve 
this, we design a backscatter-based solution that satisfies all 
of the above requirements. Specifically, we make the follow-
ing hardware and systems contributions:

• We design and build a subcentimeter-sized IoT platform 
that supports low-power localization capabilities. Our 
platform integrates a low-power microcontroller and 
RF switch for backscatter rather than an active radio, 
as well as all required off-chip passive components 
and antennas. We custom fabricate flexible circuits 
using laser micromachining techniques and use an 
off-the-shelf microcontroller available in an ultramin-
iature 2 mm × 1.5 mm package to achieve the small 
form factor.

• We achieve low-power long-range backscatter through 
walls by building on recent work on LoRa Backscatter17; 
however, this prior work requires implementing com-
plex computation to perform chirp spread spectrum 
(CSS) coding on an FPGA platform, which consumes 
around 5–10 mW using off-the-shelf components. We 
present a novel backscatter architecture that enables CSS 
backscatter using off-the-shelf microcontrollers at signifi-
cantly lower power. Specifically, because these micro-
controllers lack the capability to easily implement the 
complex CSS coding, we instead delegate this coding to 
the access point, which transmits the CSS signal. By 
doing this, our low-power microcontroller simply needs 
to run an oscillator to frequency shift the CSS signal 
and encode data using ON-OFF keying in reflections.

Figure 1. Radio localization battery life. Battery life estimates for 
different technologies operating at 3 V from coin and button cell 
batteries running at 1% duty cycle.
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chip antennas. Our first prototype uses the 2.0 × 1.6 mm 
Kinetis KL03 microcontroller with a 2.4 GHz and 900 MHz 
dual band chip antenna along with a 5 GHz chip antenna. 
We miniaturize our second prototype using a laser microma-
chining method that produces flexible circuits. We use the 
Kinetis microcontroller with only the 5 GHz chip antenna 
that limits the range but enables a further miniaturized 
device. We also present an ASIC design for our multiband 
backscatter approach to further reduce size and power.

Our evaluation shows our off-the-shelf hardware and ASIC 
consume 93 µW and 5 µW, respectively. This translates to an 
expected operational lifetime of 5–10 years of duty cycled 
operation on small, 5.8 mm diameter button cell batteries 
for our off-the-shelf microcontroller hardware and ASIC pro-
totypes. Further, we demonstrate 3D localization accuracy, 
which scales with the distance. Our system gives localization 
errors of 2, 12, 50, and 145 cm at 1, 5, 30, and 60 m, respec-
tively, between the AP and our backscatter devices. Finally, 
across distances up to 60 m from an AP, our algorithm can 
compute the location values using between 9 and 28 fre-
quencies, which translates to a latency of 25–70 ms.

In addition to the above benchmarks that characterize 
our system’s performance, we also deploy the system in the 
following two real-world scenarios:

• Five homes in a metropolitan area including three sin-
gle-story apartments and two multistory townhouses. 
We select a variety of locations and orientations across 
different rooms, behind closed doors, in closets, on 
shelves, and even hidden in couches to determine 
whether our system can localize objects across an entire 
home to enable item tracking.

• Surgery wing of a hospital including patient pre-op and 
post-op rooms as well as storage facilities. We run 
experiments in various locations for tracking mobile 
equipment such as on IV poles and vital signs monitors 
that travel with patients between different rooms.

2. SYSTEM DESIGN
Our design has three key components: (1) our low-power 
architecture that delegates the coding operation to the 
access point, allowing us to decode backscatter signals at 
large distances using subcentimeter-sized devices, (2) our 
phase-extraction algorithm that can extract the phase from 
signals below the noise floor, and (3) our online search algo-
rithm that dynamically queries a different set of frequencies 
given the signal quality to reduce latency. In the rest of this 
section, we describe each of these components.

2.1. Low-power delegating architecture
The goal of our architecture is to enable localization at 
long ranges with very small, low-power backscattering IoT 
devices. To achieve this, we have to address two competing 
requirements: (1) because backscattered signals are orders 
of magnitude weaker than active radio transmissions, to 
achieve long range, we need to perform significant amounts 
of coding, and (2) in order to be compatible with off-the-
shelf low-power microcontrollers, the IoT device design 
must be limited to simple operations.

• Because the localization accuracy is directly propor-
tional to the signal bandwidth, we design and build a 
novel multiband backscatter hardware system that can 
concurrently operate across the ISM bands at 900 MHz, 
2.4 GHz, and 5 GHz. Specifically, the access point (AP) 
transmits signals across these frequencies, which are 
backscattered by our device. We combine the received 
signals across all of these frequencies to disambiguate 
between the multipath reflections and extract the direct 
line-of-sight path.

To summarize, our system works as follows: the AP, which 
is placed at a known location, transmits a 500 kHz chirp 
spread spectrum signal. The IoT device uses a low-power 
microcontroller to shift this signal by 1–2 MHz and backscatter 
it back to the AP. The AP then extracts the phase informa-
tion from the weak backscattered signals that are below the 
noise floor. It repeats this process concurrently across the 
900 MHz, 2.4 GHz, and 5 GHz bands and combines the phase 
to disambiguate the multipath in the environment.

Implementing this system introduces the following three 
algorithmic challenges: First, in contrast to direct radio sig-
nals that attenuate as d2, backscatter signals attenuate as d4. 
As a result, we need a way to extract the phase from back-
scattered signals, which are below the noise floor at long 
distances. Second, our IoT devices use small, low-power 
microcontrollers to shift the chirp spread spectrum signal 
from the AP. This introduces frequency and sampling offsets 
in the weak backscattered signals that have to be corrected 
to accurately estimate phase. Third, querying all the 500 kHz 
bands sequentially across all the ISM bands requires a total 
of 572 frequencies, which takes more than four seconds, 
introducing a significant delay overhead. Concurrently que-
rying all these 572 frequencies requires the AP to propor-
tionally reduce the power at each of the frequencies to be 
compliant with FCC regulations; this in turn would signifi-
cantly reduce the range of our system.

In the rest of the paper, we address the above challenges 
and build multiple prototypes of our design as shown in 
Figure 2. We build our prototypes using commercial off-the-
shelf components such as switches, microcontrollers, and 

Figure 2. µLocate prototypes. Our miniaturized prototypes 
require two button cell batteries (left), which are as small as 
5.8 mm in diameter. Our multiband prototype based on the KL03 
microcontroller is 11.8 × 7.5 × 2.1 mm and includes chip antennas for 
900 MHz, 2.4 GHz, and 5 GHz. Our 5-GHz prototype (right) measuring 
7.2 × 5.1 × 0.5 mm is designed to operate at shorter ranges and in an 
even smaller form factor. The prototypes are placed on a U.S. penny 
for scale.



 

MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM    119

To achieve this, we delegate the complex coding opera-
tions to the access point (AP). Our design works as shown 
in Figure 3. The µLocate AP transmits a coded narrowband 
signal, whereas the µLocate IoT device simply backscatters 
this signal transmitted by the AP with a frequency shift of 
1–2 MHz. This shifting can be achieved using the built-in 
oscillators on commercially available microcontrollers (see 
Section 3). Our architecture therefore eliminates the need 
for an active radio on the µLocate device. Shifting the sig-
nal on the IoT device has three key advantages: (1) it helps 
distinguish the backscattered signal from the direct signal 
transmitted by the AP in the frequency domain, allowing 
the receiver to easily decode it. More importantly, at the 
shifted frequencies, the receiver effectively receives a coded 
backscattered signal that it can use to extract the phase 
required for localization. Furthermore, we achieve this with-
out requiring the IoT device to perform the complex coding 
operations itself, allowing for centimeter-scale low-power 
implementations without a custom ASIC. (2) By shifting the 
signal to different frequencies, multiple tags can coexist 
and be localized simultaneously using a single AP, and (3) by 
using ON and OFF keying at the backscatter device, one can 
also enable data communication in addition to localization.

What kind of coding do we use at the AP? The objective 
here is to pick the coding scheme that can be used to decode 
the phase of backscatter signals that are far below the noise 
floor. To this end, we use chirp spread spectrum as our cod-
ing mechanism. In chirp spread spectrum, we transmit a 
signal with a linearly changing frequency over bandwidth  
(BW) varying between  and . Chirp signals have the  
following advantages that make them the best fit for our 
application: (1) in comparison to phase, amplitude and dis-
crete frequency-shift modulation, chirp spread spectrum 
(CSS) achieves an efficient trade-off between bandwidth and 
decoding capability, when the signal is drowned by noise.3 
Further, it is resilient to both in-band and out-of-band 
interference,1 and (2) unlike direct-sequence spread-spec-
trum that requires complex synchronization and has a long 
acquisition time when the signal is below the noise floor,14, 5 CSS 

receivers have comparatively lower complexity and signifi-
cantly shorter acquisition times.1

Specifically, we choose a narrow BW of 500 kHz where 
the chirp duration T is 7 ms, which we find balances accu-
racy and latency well. The receiver at the AP samples these 
signals at 1 MHz. In the next few sections, we first describe 
how to estimate the phase from CSS signals. We then show 
how to selectively query across the 900 MHz, 2.4 GHz, and 
5 GHz ISM bands to disambiguate the multipath, estimate 
the range, and achieve 3D localization. Finally, we describe 
how we can achieve real-time tracking.

2.2. Below-noise backscatter phase
Assume that the AP, which is placed at a known location, is 
separated from the IoT device by a distance of d. When the 
AP transmits the chirp signal, it propagates a total distance 
of 2d including the time it takes for the backscattered sig-
nal from the IoT device to arrive back at the AP. The wireless 
channel of such a signal is . Here, a is the attenua-
tion, f is the frequency at which the signal is being transmit-
ted, and c is the speed of RF signals in the medium. At a high 
level, if we can extract the phase of the backscattered signal 
at a specific frequency, we can estimate the range d.

Thus, if the AP transmits a tone at a single frequency f, 
in the absence of multipath, the phase of the backscatter 
signal can be used to estimate the range. However, such 
single-tone signals (e.g., RFID) have a limited range in 
the context of backscatter communication and hence 
cannot achieve the long ranges that are required for IoT 
localization. As described earlier, the AP instead trans-
mits a linear frequency modulated chirp pulse, which 
allows our system to operate at longer ranges without 
further amplifying the signal. As shown in Figure 3, the 
tag then shifts this chirp signal by a frequency ∆f, and 
the shifted signal is received back at the AP. Hence, the 
receiver receives a chirp signal whose frequency varies 
from –BW/2 + ∆f  to +BW/2 + ∆f.

We use correlation to decode this signal. Specifically,  
the receiver first correlates the received signal with a 
downchirp, a signal where the frequencies linearly decrease 
from +BW/2 + ∆f  to –BW/2 + ∆f. This downchirp is synthe-
sized on the receiver. During the multiplication step of the 
correlation, the linear change in the frequency between the 
receiver upchirps and the synthesized downchirps cancels 
each other out. During the addition step of the correlation, 
we effectively sum the energy across all the chirp frequen-
cies providing coding gain and allowing us to decode the 
backscatter signals below the noise floor.

Extracting the channel phase information from this sig-
nal requires us to address three challenges: (1) because the 
chirp signal is spread across frequencies, we do not get the 
phase at a single frequency but rather the chirp phase that 
is a combination of phases across all the frequencies in the 
chirp, (2) to decode and estimate the phase of the signal, we 
need to accurately estimate the beginning of the backscat-
ter chirp, and (3) our small low-power microcontrollers that 
shift the incoming chirp by ∆f introducing an unknown 
carrier frequency offset (CFO) between the AP and the IoT 
device that changes the phase of the received signal.

Figure 3. Low-power delegating architecture. The access point 
(AP) transmits a chirp spread spectrum signal with a bandwidth 
BW to the IoT device with an oscillator and RF switch. The switch 
backscatters the coded signal back to the AP with a frequency shift 
of ∆f.
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two frequencies that are next to each other does not provide 
independent equations because the amplitude and phases 
of different multipaths are similar for adjacent frequencies. 
Thus, querying frequencies that are separated by the highest 
bandwidth provides more useful information than querying 
adjacent frequencies. Thus, we can reduce the number of 
frequencies that are queried by picking them such that the 
gap between them is maximized.

The backscatter device can reflect signals simultaneously 
across multiple frequencies. Thus, the AP can concurrently 
transmit four coded signals centered at frequencies f1, f2, f3, 
and f4, and the backscattered phase can be decoded at all 
these frequencies. This is used to parallelize the number of 
queries. We note however that requiring the AP to transmit 
multiple concurrent frequencies in the ISM band requires 
us to reduce the power on each of these frequencies propor-
tionally to comply with FCC regulations. This would reduce 
the range of our system. We instead use the following rule to 
opportunistically parallelize our transmissions if the signal 
can be decoded at 2.4 GHz and then the 900 MHz is much 
stronger and hence we can query four frequencies concur-
rently at 900 MHz. Similarly, if the signal can be decoded 
at 5 GHz, we can query four frequencies concurrently at 
2.4 GHz. Finally, if the signal strength is strong at any of 
these ISM bands, we increase the number of concurrent  
frequencies in that ISM band in the next round.

Algorithm 1 Dynamic Frequency Selection

 1: min_bands,max_bands  Min and max of available bands
 2: range = 0
 3: function QUERY(min_bands,max_bands, range)
 4:      newrange = Range_estimate (min_bands ∪ max_bands)
 5:     if newrange – range < threshold then
 6:    return newrange
 7:     if newrange – range > threshold then
 8:    for i in 1..length (min_bands) do
 9:        if max_bandsi < min_bandsi then
10:         
11:       else
12:         
13:   if  then  No more frequencies available
14:    return newrange
15:   min_bands = mid_bands ∪ mid
16:   max_bands = mid ∪ max_bands
17:   return Query (min_bands,max_bands,newrange)
18: function Range_estimate(frequency1..n)
19:     phase1..n = EstimatePhase(frequency1..n)  §2.2
20:     Channel = DFT(frequency1..n, phase1..n)
21:      peaks = findpeaks(Channel,prominencethreshold) 

return peaks1

Using the above principles, we can design a binary search 
algorithm as shown in Algorithm 1. Specifically, once we 
identify the ISM bands that can be used, the AP first sends a 
chirp at the minimum and the maximum frequencies of the 
chosen bands as shown in Figure 4. To improve the distance 
resolution, the next frequency to query is picked using a 
recursive binary search function that chooses frequencies at 

To address the above challenges, at a high level, we first 
describe how we jointly estimate the carrier frequency offset 
(CFO) and correct for the start of the backscatter chirp. We 
then show how to compute the channel phase information 
given the phase of the backscattered chirp. The details for 
this are described in our SenSys paper.12

2.3. Multipath disambiguation
In practice, due to multipath, the obtained phase is actually 
the sum of phase of the direct line of sight signal and the 
phase of the different multipath reflections. Hence, to accu-
rately localize the IoT device, we should disambiguate the 
various multipath reflections from the direct line of sight sig-
nal. To achieve this, we dynamically send chirps across the 
ISM bands in 900 MHz, 2.4 GHz, and 5 GHz and estimate the 
phase of each frequency using the above method. At a high 
level, by combining the phase information across all these 
frequencies, we can simulate an ultra-wide band transmis-
sion that can be used to disambiguate the multipath in the 
environment. Because our chirps are 500 kHz wide, we can 
transmit multiple chirps in adjacent bands across the three 
ISM bands. This however would significantly increase the 
latency of localization. Specifically, there are bandwidths 
of 26 MHz, 80 MHz, and 180 MHz in the 900 MHz, 2.4 GHz, 
and 5 GHz ISM bands. Dividing them into 500 kHz intervals 
results in 572 chirps across all these bands, which translates 
to 4 s using a 7-ms chirp. We instead design a dynamic fre-
quency selection algorithm that significantly reduces the 
number of queried frequencies by 10–20×.

Dynamic frequency selection. Our algorithm is based on 
three key principles.

We determine the ISM bands that can be used depend-
ing on the distance of the IoT device. Specifically, signals at 
5 GHz have very high attenuation and can be decoded using 
the above method only if the IoT device is in the same room 
as the AP. Similarly, signals in the ISM band of 2.4 GHz expe-
rience a lower attenuation compared to 5 GHz but have a 
higher attenuation than 900 MHz. Thus, we can prune a num-
ber of frequencies depending on the attenuation observed 
from the IoT device. Specifically, we first send a chirp in the 
2.4 GHz band and determine the SNR of the chirp. If the SNR 
is very high, the device is at a short distance from the AP and 
hence all three ISM bands can be used. Otherwise, only the 
900 MHz band and 2.4 GHz band can be used to estimate the 
distance of the IoT device. When the receiver cannot decode 
the initial chirp, we use only the 900 MHz band.

Each new frequency provides a new linear equation for the 
multipath combination at that frequency. However, picking 

Figure 4. Dynamic frequency selection. In the first iteration, we start 
with the frequencies that are most separated. This translates to the 
frequencies at the edges of the three ISM bands.

Iteration 1

Frequency

5.8 GHz5.2 GHz900 MHz 2.4 GHz
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flexible circuits. We begin by placing a sheet of copper foil on 
a low-tack adhesive and cut the outline of the desired copper 
traces using a UV DPSS laser micromachining system. Next, 
we peel the excess copper off of the adhesive leaving only 
the desired pattern. We then place a piece of 25- µm-thick 
Kapton tape, which can withstand high temperatures 
required for soldering, onto the copper and lift the traces off 
of the adhesive. This method could be repeated and stacked 
to produce a multilayer design connected through vias as 
with a normal PCB. We use only the 5-GHz antenna in this 
prototype and hence are limited to a smaller range.

IC design. Further miniaturization and power optimization 
can be achieved by implementing a custom IC, which allows 
for combining the RF switch and impedances into a single 
chip. Further, this significantly decreases the required area to 
only a few mm2. The full IC design consists of a frequency syn-
thesizer, RF switch, and at least two impedances states. We 
design and simulate a complete solution in a TSMC 65 nm LP 
process as described in Nandakumar et al.12

Figure 5 shows the lifetime of both our off-the-shelf and 
IC designs with different battery sizes. We limit the maxi-
mum of the plot to 10 years as this is the typical maximum 
shelf life of button cell batteries. These battery life values 
demonstrate that our design is so low power that the sys-
tem performance is no longer limited by the electronics but 
rather the battery technology.

4. EVALUATION
We evaluate our system in line-of-sight (LOS) and through-
wall settings. We then deploy µLocate in five different homes 
and a hospital to measure real-world performance.

4.1. Benchmarking accuracy
LOS scenario. We conduct experiments on a 100 × 100 m 
open field. We place the AP at one end of the field and move 
our FPGA IoT prototype away from the AP in increments of 
10 m along different angles. Figure 6a plots the 3D localiza-
tion error and shows the following:

• We have a 60-m range in LOS scenarios at which the 
worst-case 3D accuracy is 1.5 m. Beyond that distance, 
the received power of the backscattered signal was too 
low to decode even with the chirp spread spectrum 
coding.

• The accuracy scales with the distance from the IoT pro-
totype. Specifically, we can achieve a localization error 

the extremes of the spectrum. After each query, the receiver 
computes the new distance estimate by using an inverse FFT 
on the phases at all the queried frequencies to get the time-
domain multipath profile. By using a fixed energy threshold 
over this profile, we identify the closest (and therefore most 
direct) path from the device. Further implementation details 
are described in Nandakumar et al.12

3. PROTOTYPING DEVICES
Off-the-shelf prototypes. We build three different proto-
types. The first uses the DE0-Nano FPGA development board 
to control an RF switch. We use an HMC190BMS8 RF switch 
for 900 MHz and 2.4 GHz, and a UPG2163T5N switch for 
5 GHz. Both switches are mounted on a 2-layer Rodgers 4350 
substrate and toggle between open and short impedance 
states. The switches are connected to the same multiband 
antenna used at the AP. By using the onboard 50 MHz oscil-
lator and PLL, we use this setup to experiment with different 
offsets prior to settling on 2 MHz.

The second prototype focuses on achieving our desired 
centimeter scale form factor and low-power consumption. 
Specifically, all our low-power IoT device needs is an oscil-
lator and RF switch, as the coding is offloaded to the trans-
mitter. In order to optimize for both size and form factor 
without custom silicon, we leverage low-power microcon-
trollers designed for IoT applications. A microcontroller 
such as the Kinetis KL03 requires roughly 30 µA to run its 
onboard oscillator at 8 MHz, and only 77 nA in its lowest 
power sleep mode.15 Because the platform is programmable, 
we can adjust the duty cycle to achieve significantly longer 
lifetimes on platforms with tiny batteries.

We fabricate our off-the-shelf prototype on a standard 
one-sided FR4 flex PCB material using the Kinetis KL03 
microcontroller, which is available in a 2.0 × 1.6 mm WLCSP 
package, two UPG2163T 5N RF switches, and a 900-MHz 
and 2.4-GHz dual band chip antenna, as well as a 5-GHz 
chip antenna. We select these ceramic chip antennas that 
are specifically designed for small form factor applications 
and specify antenna gains of up to 3 dBi with efficiencies of 
60–70% at 900 MHz and 2.4 GHz2 and up to 79% at 5 GHz.16 
The final assembly is as shown in Figure 2, which consumes 
an average of 93 µW.

The final prototype further miniaturizes the device by 
focusing on just 5 GHz as shown in Figure 2. We use a fast-
turnaround laser micromachining method to produce 

Figure 5. Prototype battery life. Battery life estimates for duty 
cycled operation of our prototypes operating at 3 V from a coin or 
two button cell batteries. The plot is limited to 10 years, which is the 
shelf life of a button cell.
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Figure 6. The plots show the 3D localization error for our line-of-
sight benchmark. The figure (a) shows that our operational range is 
around 60 m. The figure (b) shows the 3D localization accuracy for 
distances below 5 m. At these distances, our system ends up using 
all frequencies across 900 MHz, 2.4 GHz, and 5 GHz.
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increases the number of frequencies to 25. However, 
the 900-MHz band frequencies can still be queried 
simultaneously, leading to a latency of 65 ms.

• An interesting trend happens at longer distances. Here, 
only 900-MHz frequencies are queried. Further, because 
the accuracies at these distances are much lower, the 
threshold values are also lower. As a result, the number 
of iterations is reduced to 8 for 60 m. However, because 
the SNR is weak, we have to query these frequencies 
sequentially. These two factors counteract each other 
and hence the latency stays between 55 and 70 ms.

Through-walls scenario. Next, we conducted experi-
ments in an office building across multiple office rooms. 
The offices were separated with dry wall, metal studs, and 
wooden doors and had typical office furniture such as tables, 
chairs, and leather couches. Additionally, the tested loca-
tions had multiple Wi-Fi access points and 915-MHz RFID 
readers representing significant interference from other 
devices. Note that our chirp coding is resilient to both in-
band and out-of-band interference.5 We place the AP in the 
first office room as shown in the layout in Figure 8. We then 
move our IoT prototype to different rooms with their doors 
closed shown as different points in the layout. For each loca-
tion, we repeat the localization experiment multiple times 
and then compute the 3D localization errors.

Figure 9 plots the 3D localization error as a function of 
different positions as shown in Figure 8. The figure shows 
that for the most part the localization accuracy decreases as 

of 15 cm at a distance of 10 m, which increases to 
around 25 cm at a distance of 20 m. This further 
increases to 78 cm at a distance of 40 m. This change is 
due to the fact that above 30 m, the received power at 
2.4 GHz is noisy due to attenuation in comparison to 
900 MHz. This introduces error into the phase mea-
surements reducing the accuracy.

We note that at the above-measured distances our algo-
rithm did not pick any 5-GHz frequencies because the cor-
responding backscattered signal was very weak at these 
distances. So we rerun the experiments in a 5-m room with 
finer increments of 1 m. Figure 6b shows the 3D localization 
accuracy at these distances. The figure shows that when the 
IoT prototype is within a meter from the AP, the worst-case 
localization error was less than two cm. At a distance of 2 m, 
we could still achieve a 3-cm worst-case accuracy. However, 
the worst-case error was less than 14 cm up to distances of 
5 m. The reason for these low errors was that the algorithm 
was able to use frequencies in the 5-GHz range, which signif-
icantly improve the location accuracies. In particular, 5 GHz 
helps with the accuracies for two main reasons: (1) higher 
frequencies translate to smaller wavelengths, which allows 
for better resolution, and (2) unlike 900 MHz and 2.4 GHz, 
each of which has a limited amount of bandwidth, our algo-
rithm could query frequencies across a 180-MHz bandwidth 
in the 5-GHz range. These results demonstrate that for 
close-range room-scale applications we can leverage extra 
information from 5 GHz, whereas applications that require 
longer ranges cannot leverage these signals.

Finally, Figure 7 shows the number of frequencies that 
were queried by the AP before it converged to the location 
values for all the distances in the above two experiments. 
The plot shows the following:

• At distances less than 5 m, the AP had to query less than 
20 frequencies. In fact, when the IoT devices were 1–2 m 
away, the number of queries was even less at 15. This is 
because at short distances, the direct path is stronger 
than the non-line-of-sight paths for all the three fre-
quency bands and hence the AP converges on the loca-
tions quickly. The latency for these locations is less than 
35 ms as multiple frequencies can be queried in parallel.

• Between 10 and 20 m, the AP queries both 2.4 GHz and 
900 MHz to disambiguate the direct path and this 

Figure 9. Through walls accuracy. The plot shows the 3D localization 
accuracy across the points indicated in Figure 8 rather than range 
due to their arbitrary placement.
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was on a different floor. When the IoT device was hidden in a 
couch on the same floor, the error was less than 30 cm.

Hospital deployment. In order to evaluate realistic use 
cases in healthcare scenarios, we deploy our system in a local 
hospital. Specifically, we perform experiments in the sur-
gery wing of the hospital and perform localization in patient 
pre-op and post-op rooms as well as storage facilities. Figure 
12 shows the floor plan of the approximately 5000-ft2 surgery 
wing. The area includes a waiting room and check-in desk, 
followed by a hallway with a row of patient rooms for pre-
op and post-op care as well as a storage room. We perform 
measurements at locations that represent realistic use cases 
as indicated in Figure 12. We select a location for the AP in 
the side hallway in order to minimize disruption to hospi-
tal staff. We select locations in patient rooms and a storage 
closet as these are typical scenarios where hospital staff 
maintain a standard inventory of items. Additionally, we 
select other arbitrary locations in the hallways for tracking 
mobile equipment such as IV poles and vital signs monitors 
that travel with patients to different rooms. The majority of 

the distance and the number of walls increase. It is however 
not always the case due to multipath and fading effects. We 
note however that the worst-case accuracies at location 6, 
which has 3 walls separating the AP, and the IoT prototype 
was still around 33 cm. This is expected because the 900-
MHz and 2.4-GHz backscatter signals were strong enough 
to be able to reliably decode the phase information, which 
allows us to disambiguate the multipath.

4.2. Real-world deployments
Home deployments. We deploy our system in five homes in 
a major metropolitan area to understand its performance in 
realistic use cases. We select a variety of homes including three 
single-story apartments and two multistory townhouses. The 
single-story apartments had two to three rooms each, whereas 
the multistory townhouses had two or more floors with two 
and three rooms, respectively. In the apartment deployments, 
we select a central location for the AP to maximize coverage. 
For the townhouse deployments, we place the AP on the bot-
tom floor for convenience. In each of the homes, we select a 
variety of locations including different rooms, behind closed 
doors, in closets, on shelves, and even hidden in couches to 
understand if our system can actually localize objects across a 
whole home and enable item tracking applications.

Figure 10 shows CDFs for 3D localization accuracy across 
each of the five homes. The figure shows that for the first 
three homes the worst-case localization accuracy was less 
than 30 cm. These three homes correspond to single-story 
apartments where all the devices are on the same floor. The 
worst-case accuracy was around 60 cm and 1.2 m for homes 4 
and 5, respectively. These two homes were multistoried town-
houses where the devices were on different floors. The higher 
error is due to two main factors. First, it was difficult to get 
the baseline distance measurements across floors. This con-
tributed to errors in estimating the actual location of the IoT 
device. Second, in home 5, different floors were connected 
through a narrow staircase, whereas the direct path was 
through thick ceilings that significantly attenuated the sig-
nal. This highlights a basic challenge with localization tech-
niques that require some direct path to appear at the receiver. 
Figure 11 depicts the above results by classifying them into 
categories across all the homes. We categorize the locations 
as LOS, NLOS on the same floor, hidden within a couch, in a 
closed closet, and finally on a different floor. For the reasons 
described above, the accuracy was lower when the device 

Figure 10. Accuracy per home. The plot shows a CDF of localization 
error for all points measured in a home.
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integrating the received signal over 10 min to more than 
an hour, depending on the deployment, to get the location 
value. By contrast, our approach can provide the location 
value within 70 ms while achieving a range of 60 m and thus 
can support practical applications.

6. DISCUSSION AND CONCLUSION
We present the first wireless localization system that con-
sumes microwatts of power in a subcentimeter form fac-
tor and can be localized across a whole home or hospital 
through walls. In this section, we outline limitations and 
avenues for future research.

Supporting multiple devices. In addition to using time-
division multiplexing, we can also set different backscatter 
devices to shift the signals by different frequencies to sup-
port multiple devices as shown in Figure 14. Specifically, 
each backscatter device could use a different shift and 
reflect the incoming signal from the AP at the same time. 
The receiver can process the received signal across differ-
ent shifts to concurrently localize multiple devices. More 
specifically, recent work has demonstrated that up to 256 
devices can concurrently transmit using chirp spread 
spectrum.6 Because our design leverages chirp spread 
spectrum, one can design large-scale networks where 
devices can concurrently transmit and be localized at the 
same time.

Using multiple APs. In order to achieve high accuracies 
with a single AP, our algorithm relies on knowledge of the 
floor plan of a room to eliminate infeasible location esti-
mates. We realize however that some applications may 
require more generalizable solutions, for example where 
the localized objects might be moved outside of a known 
set of rooms. The key reason for requiring these constraints 
however was that we use a single AP for localization. Adding 
additional access points, or additional antennas with greater 
separation, would provide better angular resolution and 
hence address this limitation. For example, an AP placed on 
the orthogonal wall of a building or on another floor in mul-
tifloor scenarios would help disambiguate multipath and 
provide more information to estimate the location. Future 
work could build upon the basic techniques we show here to 
explore the trade-off between the infrastructure overhead of 
adding additional APs and antennas versus the robustness 
and accuracy improvements they would contribute.

these locations do not have direct line of sight to the AP and 
include barriers such as curtains, sliding glass doors, and 
standard wooden doors.

Figure 13 shows the tracking accuracy across each of 
these locations that are ordered by distance. We note that 
the duplicated points represent separate measurements at 
the same location with barriers such as curtains or doors 
open and closed. Our system achieves a mean accuracy of 
35.12 cm across all of the different locations in this hospital 
setting. Further, as is expected from our design, the accu-
racy scales with the distance to the tag: close by locations 
can achieve an error lower than 20 cm, whereas farther loca-
tions have localization error of 70 cm. These errors are small 
enough that we can track the equipment in the hospital 
across different rooms as well as the closet area. We note that 
in hospital post-op and pre-op settings the layout is typically 
on a single floor. Further, the barriers between the rooms 
are either curtains or thin doors. Thus, we can achieve high 
localization accuracy in this application setting.

5. RELATED WORK
There has been recent interest in backscatter as a low-power 
communication mechanism. These techniques either back-
scatter existing TV,11 Wi-Fi,8, 4 and FM signals20 or generate 
Wi-Fi-compliant transmissions using techniques such as 
Passive Wi-Fi9, 7, 22 and FS-backscatter.23 These Wi-Fi-based 
approaches have a receiver sensitivity of only −90 dBm and 
hence have a limited range and cannot work across rooms 
unless the signal source is placed close to the backscatter tag.10

There has also been recent interest in long-range back-
scatter solutions,17, 18 which17 achieve a longer range and are 
compatible with off-the-shelf LoRa radios. However, this 
prior work does not support localization. Further, existing 
implementation of LoRa backscatter requires FPGAs and 
consumes 5–10 mW of power. By contrast, we introduce a 
novel architecture that delegates the complex CSS coding 
operations to the AP and introduce a CSS backscatter design 
that has orders of magnitude lower power.

The closest related work is Slocalization,13 which back-
scatters UWB signals to achieve low-power localization. This 
design however works only with static scenarios and incurs 
delays on the order of minutes to hours to output the loca-
tion value. This is because FCC regulations significantly 
limit the transmitted power of UWB signals compared to 
typical transmissions in ISM bands. Further, because the 
backscatter system in Pannuto et al.13 does not use coding 
such as the CSS modulation used in our design, it requires 

Figure 13. Hospital accuracy. Localization accuracy results for each 
of the points marked in Figure 12.
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LOS path. Existing 3D localization algorithms assume 
that while there is multipath, there is at least some energy 
from the direct path at the receiver. Our design also makes 
a similar assumption. We note however that our design also 
increases the probability that the direct path signal has 
some energy by leveraging frequency diversity across the 
three ISM bands. Specifically, while the direct path signal 
could be weak at a specific frequency, it is likely to be notice-
able at at least one of the three ISM bands.

Acknowledgments
This work was funded in part by the National Science 
Foundation and Google Faculty Research Awards. 

References
 1. Lora modulation basics, 2016. 

http://www.semtech. com/images/
datasheet/an1200.22.pdf.

 2. Antennas, P.L.. W3320 ism868/915, 
ism2.4g, 2017.

 3. Berni, A., Gregg, W. On the utility of 
chirp modulation for digital signaling. 
IEEE Trans. Commun. 6, 21 (1973), 
748–751.

 4. Bharadia, D., Joshi, K.R., Kotaru, M., 
Katti, S. Backfi: High throughput wifi 
backscatter. In SIGCOMM ‘15 (2015).

 5. Champion, L., Sornin, N. Chirp 
signal processor. European Patent 
Application EP2975814A1 (2014).

 6. Hessar, M., Najafi, A., Gollakota, S. 
Netscatter: Enabling large-scale 
backscatter networks. In NSDI’19 
(2019).

 7. Iyer, V., Talla, V., Kellogg, B., 
Gollakota, S., Smith, J. Inter-

technology backscatter: Towards 
internet connectivity for implanted 
devices. In Proceedings of the 2016 
ACM SIGCOMM Conference (2016).

 8. Kellogg, B., Parks, A., Gollakota, 
S., Smith, J.R., Wetherall, D. Wi-fi 
backscatter: Internet connectivity for 
rf-powered devices. In Proceedings 
of the 2014 ACM Conference on 
SIGCOMM (2014).

 9. Kellogg, B., Talla, V., Gollakota, S., 
Smith, J.R. Passive wi-fi: Bringing low 
power to wi-fi transmissions. In 13th 
USENIX Symposium on Networked 
Systems Design and Implementation 
(NSDI 16, 2016).

 10. Kotaru, M., Zhang, P., Katti, S. Localizing 
low-power backscatter tags using 
commodity wifi. In CoNext’17 (2017).

 11. Liu, V., Parks, A., Talla, V., Gollakota, 
S., Wetherall, D., Smith, J.R. 
Ambient backscatter: Wireless 

communication out of thin air. In 
SIGCOMM ‘13 (2013).

 12. Nandakumar, R., Iyer, V., Gollakota, S. 
3d localization for sub-centimeter sized 
devices. In Proceedings of the 16th ACM 
Conference on Embedded Networked 
Sensor Systems (2018), ACM, 108–119.

 13. Pannuto, P., Kempke, B.P., Dutta, 
P. Slocalization: Sub-muw, static, 
decimeter-accurate localization with 
ultra wideband backscatter. In IPSN 
(2018), IPSN.

 14. Seller, O.B., Sornin, N. Low power long 
range transmitter. US Patent 9,252,834 
(2016).

 15. Semiconductors, N. Kinetis kl03 32 kb 
flash, 2017.

 16. Solutions, T.A. Ca.50 5150–5900 mHz 
ceramic chip monopole, 2017.

 17. Talla, V., Hessar, M., Kellogg, B., 
Najafi, A., Smith, J.R., Gollakota, 
S. Lora backscatter: Enabling the 
vision of ubiquitous connectivity. In 
Proceedings of the ACM on Interactive, 
Mobile, Wearable and Ubiquitous 
Technologies (2017).

 18. Varshney, A., Harms, O., Perez-Penichet, 
C., Rohner, C., Hermans, F., Voigt, T. 
Lorea: A backscatter architecture 

that achieves a long communication 
range. In Proceedings of the 15th ACM 
Conference on Embedded Network 
Sensor Systems, SenSys ‘17 (2017).

 19. Vasisht, D., Kumar, S., Katabi, D. 
Decimeter-level localization with a single 
wifi access point. In NSDI (2016).

 20. Wang, A., Iyer, V., Talla, V., Smith, 
J.R., Gollakota, S. FM backscatter: 
Enabling connected cities and smart 
fabrics. In Proceedings of the 14th 
USENIX Symposium on Networked 
Systems Design and Implementation, 
NSDI 17 (2017).

 21. Xiong, J., Jamieson, K. Arraytrack: A 
fine-grained indoor location system. In 
NSDI (2013).

 22. Zhang, P., Bharadia, D., Joshi, K., Katti, 
S. Hitchhike: Practical backscatter using 
commodity wifi. In Proceedings of the 
14th ACM Conference on Embedded 
Network Sensor Systems CD-ROM, 
SenSys ‘16 (New York, NY, USA, 2016), 
ACM, 259-271.

 23. Zhang, P., Rostami, M., Hu, P., Ganesan, 
D. Enabling practical backscatter 
communication for on-body sensors. 
In Proceedings of the 2016 ACM 
SIGCOMM Conference (2016).

Rajalakshmi Nandakumar (rn283@
cornell.edu), Cornell Tech.

Vikram Iyer (vsiyer@uw.edu), University  
of Washington.

Shyamnath Gollakota (gshyam@uw.edu), 
University of Washington.

© 2021 ACM 0001-0782/21/3 $15.00

mailto:rn283@cornell.edu
mailto:vsiyer@uw.edu
mailto:gshyam@uw.edu
mailto:rn283@cornell.edu
http://books.acm.org
http://store.morganclaypool.com/acm
https://www.frugalprototype.com/wp-content/uploads/2016/08/an1200.22.pdf
https://www.frugalprototype.com/wp-content/uploads/2016/08/an1200.22.pdf


126    COMMUNICATIONS OF THE ACM   |   MARCH 2021  |   VOL.  64  |   NO.  3

CAREERS

UVA Wise is committed to helping the campus 
community provide for their own safety and security. 
The Annual Security and Fire Safety Report contain-
ing information on campus security and personal 
safety, including alerts, fire safety, crime prevention 
tips, and crime statistics is available at www.uva-
wise.edu/ASR. A copy is available upon request by 
calling 276-328-0190 or 276-376-3451.

University of Illinois at Chicago
Bridge to Faculty Postdoctoral - Computer 
Science

The UIC CS Department is recruiting a Postdoc-
toral Fellow from all areas of computer science to 
take part in UIC’s Bridge to the Faculty program 
https://diversity.uic.edu/engagement/bridge-
to-the-faculty/. This opportunity is designed to 
recruit scholars and support their scholarly de-
velopment through a fully funded postdoctoral 
program of up to two years. Successful postdoc-
toral fellows will have the opportunity to transi-
tion to faculty following their fellowship experi-
ence. A successful candidate will demonstrate an 
understanding of barriers affecting populations 
traditionally underrepresented in the field of 
computer science and groups that are tradition-
ally marginalized in the United States. The posi-
tion is available in the Fall 2021 semester and the 
initial term of employment will be for up to 24 
months. 

Located in the heart of one of the most vibrant 
cities in the United States, UIC is a comprehen-
sive urban public research (R1) university with 
a diverse student body and a strong tradition of 
support for difference and equality. UIC is among 
the nation’s top five most diverse campuses.

This is a full-time position and includes a 
competitive salary and benefits package.

Applications must include:
 ˲ Cover letter addressing interest in the Fellow-

ship, CS and UIC. Applicants are requested to in-
clude in their cover letter information about how 
they will further our goal of building a culturally 
diverse educational environment.

 ˲ CV
 ˲ Names and contact information for writers of 

three letters of recommendation; one must be 
from the dissertation committee chair or faculty 
advisor.

 ˲ A writing sample (dissertation proposal or pub-
lication).

For fullest consideration application materi-
als must be submitted via https://jobs.uic.edu/ by 
February 5th, and applications will continue to be 
accepted until the position has been filled.

The University of Illinois at Chicago is an 
Equal Opportunity, Affirmative Action employer. 
Minorities, women, veterans and individuals with 
disabilities are encouraged to apply.

Offers of employment by the University of Il-
linois may be subject to approval by the Univer-

The University of Virginia’s College  
at Wise
Assistant Professor in Software Engineering

The University of Virginia’s College at Wise’s, a 
division of the University of Virginia, Math and 
Computer Science Department invites applica-
tions for a tenure-track faculty position in Soft-
ware Engineering. The position is a full-time, 
9-month appointment at the assistant professor 
level and with the potential for summer teach-
ing and research support. Duties include creat-
ing and teaching courses in software engineer-
ing and related topics; serving the department 
and college on various committees; advising 
students; pursuing ongoing scholarly activity, 
particularly that involves undergraduates; and 
assisting the department chair with assessment 
and other duties as needed. In addition, as the 
only 4-year, public program in Software Engineer-
ing in Virginia and with expressed interest in soft-
ware engineering graduates in the region and the 
Commonwealth of Virginia, the position opens 
the door for collaboration with industry and eco-
nomic development officials.

Successful candidates must possess excellent 
verbal and written communication skills; should 
have the demonstrated ability for engaged and 
innovative teaching at the undergraduate level; 
must have a Ph.D. (ABD candidates will be con-
sidered but must have the Ph.D. completed by the 
date of appointment) in Computer Science, Com-
puter Engineering, or Software Engineering, with 
at least 18 hours of graduate work in Software En-
gineering, and be eligible to work in the United 
States. Preference will be given to candidates who 
articulate a clear understanding of UVA Wise’s 
public liberal arts mission and with relevant in-
dustry experience, particularly those who have 
potential to build a pipeline for internships and 
job placements for students. 

Interested applicants for any of these positions 
should apply online at jobs.virginia.edu and com-
plete a candidate profile that includes: 1) applica-
tion, 2) cover letter, 3) current CV, 4) letter describ-
ing your teaching philosophy, 5) contact information 
for three references and 6) unofficial transcripts. 
Review of applications will begin in mid February 
2021, but will remain open until filled. Start date for 
all positions will be August 2021. Applicants must be 
eligible to work in the United States.

The University of Virginia, including the UVA 
Health System and the University Physician’s Group 
are fundamentally committed to the diversity of our 
faculty and staff. We believe diversity is excellence 
expressing itself through every person’s perspectives 
and lived experiences. We are equal opportunity 
and affirmative action employers. All qualified ap-
plicants will receive consideration for employment 
without regard to age, color, disability, gender 
identity, marital status, national or ethnic origin, 
political affiliation, race, religion, sex (including 
pregnancy), sexual orientation, veteran status, and 
family medical or genetic information.

sity’s Board of Trustees and are made contingent 
upon the candidate’s successful completion of 
any criminal background checks and other pre-
employment assessments that may be required 
for the position being offered. Additional infor-
mation regarding such pre-employment checks 
and assessments may be provided as applicable 
during the hiring process.

The University of Illinois System requires 
candidates selected for hire to disclose any docu-
mented finding of sexual misconduct or sexual 
harassment and to authorize inquiries to current 
and former employers regarding findings of sex-
ual misconduct or sexual harassment. For more 
information, visit https://www.hr.uillinois.edu/
cms/One.aspx?portalId=4292&pageId=1411899.

ADVERTISING 
IN CAREER 

OPPORTUNITIES 

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the 
issue/or issues where the ad will appear, 
and a contact name and number.

Estimates: An insertion order will then 
be e-mailed back to you. The ad will by 
typeset according to CACM guidelines. 
NO PROOFS can be sent. Classified line 
ads are NOT commissionable.

Deadlines: 20th of the month/2 months 
prior to issue date. For latest deadline 
info, please contact: 

acmmediasales@acm.org

Career Opportunities Online: Classified 
and recruitment display ads receive a 
free duplicate listing on our website at: 

http://jobs.acm.org 

Ads are listed for a 
period of 30 days. 

For More Information Contact: 
ACM Media Sales,  

at 212-626-0686 or  
acmmediasales@acm.org

http://www.uvawise.edu/ASR
https://diversity.uic.edu/engagement/bridge-to-the-faculty/
https://jobs.uic.edu/
http://jobs.virginia.edu
https://www.hr.uillinois.edu/cms/One.aspx?portalId=4292&pageId=1411899
mailto:acmmediasales@acm.org
mailto:acmmediasales@acm.org
mailto:acmmediasales@acm.org
https://www.hr.uillinois.edu/cms/One.aspx?portalId=4292&pageId=1411899
https://diversity.uic.edu/engagement/bridge-to-the-faculty/
http://www.uvawise.edu/ASR
http://jobs.acm.org


MARCH 2021  |   VOL.  64  |   NO.  3  |   COMMUNICATIONS OF THE ACM     127

last byte 

“No tech staff? How’s that possible.”
“No people. Physicals. We’re all in 

here now. It’s much better in here.”
“Okay, okay. Then, why not use a 

technician who was already frozen … 
vitrified? A lot of the people who 
went in for cryonics in my time were 
from Silicon Valley. Why this Fran-
kenstein mashup?”

“There’s another problem.” Mark 
sounded embarrassed. “We’ve kind of 
used them all up. This is the very last 
body. I’m sorry to push you, but there re-
ally isn’t much time.” A slip of plastic-
like material exuded from the wall. “Just 
follow these instructions. Please.”

Diana shrugged. “What the hell. Let’s 
go down the rabbit hole.” She followed a 
blue glowing ball that appeared in mid-
air out of the room and down a long cor-
ridor. “What I don’t get is why you don’t 
just do this yourself. You must have phys-
ical extensions. Robots, drones, whatev-
er you want to call them.”

“Sure we do,” said Mark, his voice 
alongside as if he were walking with her. 
“But we’ve a built-in restriction that pre-
vents us doing what’s necessary. It has to be 
someone external. You’re our last hope.”

“Okay,” said Diana. “Here we go.” 
There was a complex-looking control 
panel in the middle of the white wall. She 
reached out as instructed. “I’m ready,” 
said Diana.

She switched humanity off and on 
again. 

Brian Clegg (www.brianclegg.net) is a science writer 
based in the U.K. His most recent books are Are Numbers 
Real?, an exploration of the relationship between math and 
reality, and The Reality Frame, an exploration of relativity 
and frames of reference.
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this morning, 
and it still is now, okay? I haven’t even 
done the upload yet.”

“We wanted to ease you in gently. 
Your last complete memory before the 
upload was what you’ve just experi-
enced. All this—it’s a simulation.”

“Yeah, right, Mark. You’ve had your 
joke. Stop it now.”

“I’m going to show you. Try to re-
main calm. Please don’t panic.”

Diana felt the hairs standing up on 
the back of her neck. This was idiotic—
Mark never knew when he’d gone too 
far with a joke. 

And then the room faded out. 
She was in a bare, white cell, just her 

and a chair. The walls, ceramic-look-
ing, seemed to vibrate as if they were 
alive. “Mark, what have you done? Did 
you put something in my coffee?”

“This is real, Diana.” The voice was 
the same, Mark’s voice, but it came 
from the wall, which pulsed a brighter 
white as he spoke. “We need your help.”

“Who is we? If you aren’t Mark, who 
are you?”

“More what am I, really. We’re an AI. 
We are the human race. A melding of 
uploads and pure AI. The future of hu-
manity. But we need some assistance. 
From someone with a real body. You.”

“Hold on, you said I was an upload. 
Shouldn’t I be in there with you?”

“Like I said, we need someone with a 
physical body.”

“No, I’m confused. I have ... had no 
intention of being frozen.”

“You weren’t—though I should 
point out that the preferred term is vit-
rification. Freezing destroys the cell 
structure. Ice crystals.”

Diana shook her head. “This is crazy. 
Am I real?”

“You are embodied. It’s just not … 
your body.”

“What?” Diana leapt up from her 
chair, staring down at herself.

“Here,” said Mark. The wall in front 
of Diana flipped from white to reflec-
tive. She could see a woman, about her 
age. But with dark hair, not blonde. It 
wasn’t her face.

“What have you done?” Diana said.
“We needed the right kind of person 

in a physical body. You fit the bill. A sup-
port tech. Ideal.”

“Surely there have to be living techni-
cians available? Why reanimate a body?”

“There isn’t anyone.”

[CONT IN UE D  F ROM P.  128]
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“And you’re telling me this because?”
“How would you feel if you found out 

that you had just woken up in the future?”
“Don’t mess with me, Mark.”
“No, really, I want to know.”
“I, er, I guess I’d be confused. I have 

no intention of becoming a corpsicle, 
so it’s not going to happen. It’s too 
weird, freezing yourself and hoping 
someone will revive you in the future.”

“I thought you’d volunteered for the 
MIT upload program?”

“Oh, yeah, but that’s different. I 
mean, even it works, it wouldn’t be me, 
just a kind of copy. In software.”

“But would the copy know it was just 
a copy?”

“You’re creeping me out, Mark. Hey, 
how long has it been since that last 
job? I don’t remember ever going this 
long between calls.”

“So, don’t freak out, but you are the 
Sleeper, okay? This is the future. I mean, 
your future. We’re 200 years ahead of 
your time.”

“Oh, come on, Mark. It was 2040 
when I woke up 

tering, “And if I’m lucky, Mark’ll get you 
next time.”

“Did you ever read The Sleeper 
Awakes? You know, H. G. Wells.”

“Don’t pretend you’ve read it yourself, 
Mark. Unless there’s a graphic novel.”

“As it happens, I have read many 
books,” said Mark. “Many, many books. 
Including a number of fine titles by 
Wells. Everyone remembers The Time 
Machine, but not everyone knows he 
wrote two time travel books.”

“Okay, I’ll bite. What has this to do 
with anything?”

“Humor me.”
“Fine. I read a couple of his novels in 

college, but not that one.”
“You didn’t miss much. Over-heavy 

on political polemic, not enough ac-
tion. This guy, the Sleeper, wakes up in 
the year 2100. Discovers he’s been out 
for 203 years.”

“Cryonics?”
“No, Wells was too early for that. The 

Sleeper was in a coma all that time. He 
becomes a kind of figurehead for the 
revolution.”

“HAVE YOU TRIE D  turning it off and on 
again? Okay, I’ll hold while you do.” 
Diana hit the mute icon on her iDesk 
and threw a screwed-up ball of paper at 
Mark, sitting opposite. “Why don’t we 
pre-record that? It’d save so much effort.”

Mark snorted. “I’d want a whole sup-
port phrasebook. Like, ‘Have you put in 
on charge?’ and ‘Where did you spill the 
coffee, exactly?’ and ‘Have you checked 
the FAQs?’ Of course, that’s just the first 
step. Next they’ll replace us with an AI—
no deep learning required.”

Diana smiled. “Okay,” she said to 
the user, “don’t worry, it can take a 
while.” She waved her mug at Mark. 
“Coffee?”

“Yes, please.”
“I would, but ... ” Diana gestured at 

her headset. 
“I fell for that, didn’t I?” Mark 

reached over and grabbed Diana’s mug.
A flash of light momentarily filled 

the office, making Diana’s eyesight 
blurry. “Whoa!” She closed her eyes for 
a moment, then looked across at Mark, 
blinking to clear her vision. “What was 
that?”

“What that?”
“That that. The flash—like light-

ning.” Diana peered out the dusty win-
dow, but there were blue skies, not a 
cloud in sight.

Mark shrugged. “I didn’t notice 
anything.”

“Well, I didn’t imagine it.”
Mark brought her coffee over. “Start 

of a migraine, maybe.”
“I don’t get... oh, hi.” Diana pointed 

to her headset in a familiar gesture. “It 
did? That’s great. Just call back if there 
are any more problems.” She touched 
the icon to release the call before mut-
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