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vardi’s insights

nization and its membership. This gap 
has recently led to strong disagreement 
between ACM staff and an ACM Task 
Force regarding ACM’s Digital Library.

The gap between members and staff 
is increasing in significance due to 
three strategic threats that ACM is fac-
ing. First, there is the risk in making 
the change from subscription-based 
publishing to open access publishing. 
ACM has formulated a transition plan, 
but its successful execution is far from 
guaranteed. Second, ACM conferences, 
the second major activity of ACM, may 
have to completely reinvent themselves 
in view of the climate-change chal-
lenge. The business impact of such a 
reinvention is far from clear. Thirdly, 
the younger generation of profession-
als does not seem to feel the need to 
join professional associations. While 
the tech industry, together with com-
puting-degree-program enrollments, 
have been booming, ACM membership 
growth has been rather modest.

I believe there is an urgent need for 
a deep examination of ACM’s structure 
with the goal of reducing the gaps be-
tween ACM and its members. Possible 
remedies to consider are increasing the 
length of officers’ tenure, giving elected 
and appointed officers more influence 
over ACM operations, and enhancing 
the authority of ACM’s CEO, who usually 
is a member of the computing commu-
nity and is formally responsible for the 
general administration of the affairs of 
ACM and its principal office.

As we say in Houston, “ACM, we 
have a problem!”

Follow me on Facebook and Twitter.	

Moshe Y. Vardi (vardi@cs.rice.edu) is University Professor 
and the Karen Ostrum George Distinguished Service 
Professor in Computational Engineering at  
Rice University, Houston, TX, USA. He is the former 
Editor-in-Chief of Communications. 

Copyright held by author.

T
HE PRINCIPAL-AGENT PROBLEM, 

or the Agency Dilemma, arises 
when one or more persons 
(the “agents”) are making 
decisions and taking ac-

tions on behalf of other persons (the 
“principals”). The dilemma occurs in 
circumstances where agents are moti-
vated to act in their own best interests, 
which are contrary to those of their 
principals. A common instance of this 
dilemma is that of corporate manage-
ment (agents) and shareholders (prin-
cipals). A more complicated setting, 
which can be called the Agency Trilem-
ma, is one in which we have two types 
of agents—for example, elected offi-
cials (agents) and civil-service officers 
(agents)—and citizens (principals). The 
conflict now is not only between princi-
pals and agents, but also between the 
two different types of agents. 

Such a three-way conflict arises also 
in professional societies, such as ACM, 
which have members (principals), elect-
ed officials (agents), and permanent 
staff (agents). Aligning the interests of 
these three groups can be challenging.  
A prominent failure of such alignment 
occurred in December 2019, when the 
American Association of Publishers is-
sued a public letter to U.S. President 
Trump, endorsed by over 135 publish-
ers, including ACM, urging to abandon 
a potential executive order that would 
mandate free release of publications 
resulting from federally sponsored 
research.  The rationale for the letter 
is the reality that many scientific and 
professional societies, including ACM, 
derive a significant portion their reve-
nues from scholarly publishing.  Those 
revenues help pay for other functions 
the societies perform, such as produc-
ing magazines and newsletters, offering 
education and outreach programs, and 
sponsoring  awards and conferences. 

Yet ACM members broadly believe  
ACM ought to shift from a subscrip-
tion-based publishing model to an 
open access model. The December 
2019 letter triggered such an uproar 
among ACM members that in January 
2020 ACM’s President sent a letter to 
the White House Office of Science and 
Technology Policy expressing ACM’s 
regrets having endorsed the letter. 
In June 2020, ACM Council voted to 
embark on a five-year transition to an 
open access publishing model, based 
on the success of a multiyear pilot.

I was not privy to the deliberations 
that led to ACM’s President signing 
the December 2019 letter with the ap-
proval of ACM’s Executive Committee 
(EC), only to retract it a month later. 
This EC decision, however, cannot be 
divorced from (valid) concerns by ACM 
staff, which I have heard many times, 
regarding the potential impact of open 
access publishing on ACM revenues. I 
have worked closely with ACM staff over 
the past 15 years and I found them to be 
highly competent, hard-working, and 
dedicated. With very few exceptions, 
however, they are not computing profes-
sionals, and their perspective is quite 
different than that of ACM members.

This gap between ACM members and 
staff is supposed to be bridged by ACM’s 
elected and appointed officers, who, to-
gether with at-large members, comprise 
ACM Council. The Council has the duty 
to formulate policies and supervise their 
execution. But while ACM staff are (by 
and large) full-time employees, ACM 
officers are volunteers, and their ser-
vice is on top of their regular jobs. Fur-
thermore, ACM officers have a short 
tenure, typically serving just two years. 
Thus, there is a knowledge gap and, 
consequently, a power gap between the 
two types of agents. This translates to a 
growing gap between ACM as an orga-

The Agency Trilemma and ACM
DOI:10.1145/3459084		  Moshe Y. Vardi

http://dx.doi.org/10.1145/3459084
https://www.facebook.com/moshe.vardi.1
https://twitter.com/vardi
mailto:vardi@cs.rice.edu


MAY 2021  |   VOL.  64  |   NO.  5  |   COMMUNICATIONS OF THE ACM     5

in response

DOI:10.1145/3459982		

From ACM’s  
Past President

M
OSHE  VARDI’S  COLUMN on 
the preceding page mis-
represents some deci-
sions and actions made 
in regard to ACM’s Open 

Access (OA) model.  As ACM’s President 
at the time these events took place, he 
invited my comments but chose not to 
correct several factual errors I pointed 
out. That information is included here, 
by way of clarification.

First, the characterization of ACM’s 
OA process—which Vardi limits to 
events between December 2019 and 
June 2020—as an example of a “gap 
between ACM members and staff” is 
contrary to fact. ACM’s progress to-
ward OA began mid-decade. A plan 
for moving to OA was discussed with 
ACM Council as early as 2016, and a 
pilot was instituted soon after. By the 
end of 2019, the pilot had been evalu-
ated, tweaked, and expanded in a sec-
ond phase that included more insti-
tutions. Each step was discussed and 
approved by ACM volunteers at meet-
ings with the Publications Board, Ex-
ecutive Committee, and Council; the 
SIG Governing Board was also provid-
ed with regular updates. 

Second, the statements about my 
letter to the Office of Science and 
Technology are misleading. That let-
ter—which was sent to all ACM mem-
bers in a Member Bulletin—was not 
a “retraction.” It stated that ACM in-
deed opposed the proposed regula-
tion but added our regret that the fi-
nal wording of the letter emphasized 
commercial interests rather than 
those of not-for-profit publishers. I 
explained ACM’s two concerns with 
the plan: the aggressiveness of the 
timeline, and the failure to engage 
with key stakeholders before setting 

the terms. The letter was quite clear 
that ACM not only supported OA, but 
that we were already well on the way to 
achieving it within the next few years.

Finally, it was not the transition 
to OA that Council approved in June 
2020, it was to accelerate the time-
line based on member feedback. Our 
new goal would be to have complete 
OA within five years (that is, required 
rather than optional, for all SIGs and 
publications). My farewell Member 
Bulletin announced that goal, citing 
the teamwork between volunteers 
and staff that was involved. Many peo-
ple responded, applauding the fact 
that ACM listened to its member com-
munity and was “leading the way” for 
other publishers.

I hope that ACM members will 
continue to appreciate that there is 
a unique team relationship between 
ACM volunteers and staff. It is truly 
a volunteer-driven organization, and 
each of us can play a role in shaping 
future ACM decisions.

Cherri M. Pancake, ACM PAST PRESIDENT

Cherri M. Pancake is professor emeritus of electrical 
engineering and computer science at Oregon State 
University, Corvallis, OR, USA. She served as ACM President 
from 2018–2020.

Copyright held by author.

From Communications’  
Editor-in-Chief

T
HE TWO FOREGOING columns 
may reflect differing perspec-
tives on ACM and its recent 
actions. However, readers 
should understand that 

Moshe Vardi and Cherri Pancake are 
both passionate ACM leaders. Each 
has generously contributed years of 
service to make our professional soci-
ety strong. We support open discus-
sion of critical challenges for ACM, so 
we can meet the challenges of rapid 
change in the research community, sci-
entific publishing, technical leader-
ship, and computing world.

I find the observation that the in-
terests of membership, staff, and of-
ficers are “not always aligned” to be 
accurate. As Communications’ Editor-
in-Chief, differences in perspective 
and goals, incentives, and ability to 
dedicate effort are manifest every day. 
To strengthen ACM, we must com-
bine these attributes, incentivizing 
volunteer engagement by making it 
efficient and impactful, and having 
clear strategic objectives that enable 
staff to drive in the direction of ACM’s 
long-term agenda. We must strength-
en this synergy in a world of growing 
distractions and opportunities that 
compete for engagement.  And we 
must, if we are to rise and meet the 
myriad disruptions facing the com-
puting community as opportunity, 
not disaster.

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science 
at the University of Chicago, Director of the CERES Center 
for Unstoppable Computing, and a Senior Scientist at 
Argonne National Laboratory.

Copyright held by author.
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CAREER PATHS
IN COMPUTING

had come before us. Newburgh taught 
me tenacity and perseverance, which is 
still a part of my core. I’ve lost a shocking 
number of friends and family to violence 
and prison. Those who don’t wind up 
dead or in jail usually end up in the mili-
tary or with a local job. A few, like myself, 
were fortunate enough to make it out.

Through the strength of my parents, 
in particular my mother, my family 
bought a computer in 1993 when I was 10 
years old. The device sparked my passion 
for technology with its seemingly infinite 
capabilities. When I entered high school, 
I enrolled in every computer class of-
fered: Fortran, QBasic,Visual Basic.

Toward the end of high school, while 
looking into which military branch to 
join, a counselor introduced me to the 
National Action Council for Minorities 
in Engineering Scholarship. I attended  
Drexel University on this scholarship and 
received a degree in Information Systems 
and Technology. Drexel had an amazing 
co-op program that allowed me to try out 
roles in three different companies. Be-
cause of the program, I began to figure 
out what I wanted to do long term. After 
graduating, I explored different roles, al-
ways searching for whatever would satisfy 
my interest in computing and technology.

Eventually, I moved to Japan to work 
in software development for KDDI Web 
Communications (KMC). The largest 
earthquake in Japan’s recorded history 
occurred just three days after I moved 
there in 2011. As a result, many local 
communities were forced to shut down. 
Wanting to help bring people together, I 
founded two communities: Dev Japan for 
developers and Design Japan for design-
ers. My network of contacts grew tremen-
dously, and I eventually became involved 

in hosting large tech conferences, such as 
Nikkei/SUM and Pioneers Asia in Tokyo. 
I left KWC after six years to join Rakuten 
as a Tech Evangelist and became even 
more involved in organizing and speak-
ing at large events and conferences.

These conferences would often put 
me in the same room as many entre-
preneurs, CEOs, and executives from 
various companies. Conversations with 
them inspired me to enroll in a Busi-
ness Administration master’s program 
at McGill University’s campus in Tokyo. 
One of my courses focused on how com-
panies could leverage their strategies for 
developing countries to help the local 
population while generating greater than 
expected profits. The professor of this 
course (Paola Perez-Aleman), along with 
all my past experiences—working with 
executives and various startups, growing 
up in a rough neighborhood, experienc-
ing poverty as a child in Jamaica—drove 
me to start SIVENTH. While pursuing my 
MBA, I left Rakuten and founded this so-
cial enterprise so the culmination of my 
experiences could be dedicated to others 
rather than any one firm’s bottom line.

SIVENTH’s mission is to reduce in-
equality in underserved communities 
by leveraging technology to create solu-
tions. Through the development of a sus-
tainability training and simulation tool, 
we’ve been able to guide corporations to-
ward sustainability by interpreting their 
industry specific value chains. Addition-
ally, our cloud distribution architecture 
ensures people everywhere have continu-
ous access to our platform.

I wouldn’t be where I am today if it 
weren’t for my mother deciding to pur-
chase that first computer so many years 
ago. Happy Mother’s Day, Mom. 

S
U S TA I N A B I L I T Y,  O R  T H E  lack 
of it, is the greatest challenge 
threatening mankind. I be-
lieve protecting natural re-
sources, livelihoods, and the 

rights of people across the world is a chal-
lenge worth fighting for. The United Na-
tions recently issued Sustainable Devel-
opment Goals to promote solutions for 
this threat. Computing, through a series 
of serendipitous events, has enabled me 
to join this fight, leading me to found my 
own social enterprise startup, SIVENTH.

The story of how computing brought 
me to this point begins in Newburgh,  
once called the “Murder Capital of New 
York.” I immigrated to America as a child 
with my parents and became one of the 
“Dreamers” under DACA. For Jamaicans 
like me, Newburgh was a place of oppor-
tunity, filled with friends and family who 

Computing enabled me to . . .

Promote Sustainability and  
Help Underserved Communities 
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“strongly agree.” Sometimes the record 
includes letters from past students, 
or comments from a colleague who 
observed classes by the teacher being 
reviewed. There might also be descrip-
tions of classes created, which is won-
derful to do, but it is a different contri-
bution and requires a different skillset 
than classroom teaching.

I don’t find much value in student 
evaluations of teaching. First, stu-
dents do not know what helps them 
learn the most. From a 2013 study of 
electrical engineering students us-
ing problem-based learning (https://
bit.ly/2NVazYb) to the 2019 Harvard 
study of active learning (https://bit.
ly/3uQnXh4), evidence suggests that 
students do not know what is best 
for them. They prefer, and rate more 
highly, learning opportunities which 
are easier and less effective. Second, 
students have implicit bias (http://bit.
ly/3e3UzOe), such that a white male 
computer science teacher will tend to 
get higher student evaluations than 
colleagues of different races or gen-
der with comparable teaching quality. 
Students’ written comments in evalu-

ations give me some insights, in the 
sense of issues to highlight or to be 
concerned about. But in large classes, 
the same teaching features may get 
identified as both positives and nega-
tives. It is hard to find a valuable signal 
in a large number of anonymous com-
ments. I find student letters to be more 
valuable. Concerns raised in a signed 
letter are more likely to be significant.

Some of the common statements 
in a teaching evaluation have relatively 
little value for me in identifying teach-
ing quality or skill. A letter writer or 
peer reviewer might say that the aca-
demic “cares about students.” I hope 
that’s a low bar. It should be the case 
that everyone teaching cares about stu-
dents—it is a requisite for the job, not 
an indication of particular quality. I 
feel similarly about “has clear and un-
derstandable diction.”

Other common statements in teach-
ing statements actually raise concern 
for me. “Use of active learning” is ex-
actly the kind of statement I’m look-
ing for, unless that’s equated with “is 
open to student questions” or “encour-
ages class dialogue.” That’s not what I 

Mark Guzdial  
How I Evaluate  
a College  
Computer Science 
Teaching Record
http://bit.ly/3kCmzJY 

February 12, 2021
If you spend enough years in academia, 
you get labelled “senior,” and you find 
yourself spending a significant amount 
of time reviewing other academics’ re-
cords. Between preparing letters for 
tenure and promotion cases, and serv-
ing on committees at my home insti-
tutions, I have read a lot of materials 
about teaching, research, and service. 
I evaluate teaching records differently 
than most of my colleagues. There is a 
method to what I am doing, and I am 
sharing it here.

An academic’s teaching recording 
typically has a personal teaching state-
ment that describes their philosophy 
of teaching and how they teach their 
classes. It almost always includes stu-
dent evaluations of teaching—rankings 
by students on statements like “This 
was a good instructor” where 1 might 
be “strongly disagree” and 5 might be 

Teaching Other 
Teachers How to  
Teach CS Better 
Mark Guzdial shares how he assesses  
the efforts of other computer science teachers. 
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mean by active learning, and that is not 
what is meant in the research on active 
learning methods. I worry when I read 
that a teacher “is available at any time 
for students” and “spends many hours 
meeting students one-on-one in office 
hours.” Frankly, that suggests to me 
that the teacher may have poor instruc-
tional design skills. Homework in a CS 
course should be able to be completed 
based on course content: lectures, dis-
cussion, lab, textbook materials, and so 
on. If the homework problem is so hard 
that it requires a visit to office hours 
for most students to complete, then 
it’s just too hard and that’s unfair to 
students. First-generation students are 
less likely to go to office hours (http://
wapo.st/3dYX8kJ), so it puts them at a 
disadvantage. If a course is three credit-
hours, but students have to go to office 
hours to finish the assignments, it’s ac-
tually a four credit-hour course, and the 
teacher is demanding too much from 
the students.

My favorite paper on evaluating un-
dergraduate teaching is Carl Wieman’s 
article A better way to evaluate under-
graduate teaching (https://cwsei.ubc.ca/
resources/tools/tpi). Wieman (https://
en.wikipedia.org/wiki/Carl_Wieman), 
a Nobel Prize laureate in Physics and 
former Associate Director of Science in 
The White House Office of Science and 
Technology Policy, is now an Educa-
tion and Physics Professor at Stanford 
University. He argues against using stu-
dent evaluations of teaching for similar 
reasons to me. He also argues against 
using peer evaluation of teachers. In 
general, teachers at the undergraduate 
level are not taught how to identify high-
quality teaching, and likely don’t know 
what they’re looking for.

He recommends creating an inven-
tory of teaching practices, and com-
puting an “ETP score”—the Extent of 
use of research-based Teaching Prac-
tices. Teachers who use more research-
based teaching methods are measur-
ably more effective than teachers who 
do not. Use of research-based teaching 
methods makes teaching more effec-
tive (for example, the results on peer 
instruction in computer science class-
es (http://peerinstruction4cs.com/) 
are amazingly strong), and a teacher 
who seeks out research-based teaching 
methods likely has the characteristics 
of a good teacher—seeking out meth-

ods that serve students’ needs and is 
humble enough to recognize that their 
practice could be better.

I don’t compute a score, but I read 
computer science teaching records 
actively looking for evidence of seek-
ing and using research-based teaching 
practices.

	˲ Any mention of peer instruction, 
POGIL (Process Oriented Guided Inqui-
ry learning), or even “think-pair-share” 
counts as active learning for me. I’m 
looking for activities that engage all stu-
dents (not just those who volunteer) in 
reflection and collaboration.

	˲ Use of live coding in class is a 
good sign. Asking students to make 
predictions before executing code is a 
great sign.

	˲ Talking about research-based mea-
sures of student success and retention, 
like self-efficacy, belonging, and intent-
to-persist tells me that this is a research-
er who is keeping themselves informed 
about what matters in CS education.

	˲ I appreciate teachers who recog-
nize how computing education can 
go wrong, and offer ways to avoid that. 
Computing classes often have a defen-
sive climate (https://bit.ly/3qizsdH), 
and students get messages that they 
don’t belong (https://bit.ly/3sEBsOT). I 
look for practices that aim to increase 
student’s sense of belonging, such as 
strategies for preventing “show-off” 
questions in class.

	˲ Sometimes, it’s the student letters 
that say things like, “Teacher X asks us 
a question, and if we don’t get it right, 
explains it over again.” Use of forma-
tive evaluation is a huge positive indica-

tor. (Formative evaluation is hot in the 
research literature, with a new paper 
on formative assessment in K–12 CS 
(https://bit.ly/3sHAAJd) at SIGCSE 2021 
and a new paper in the Computer Sci-
ence Education journal on effective de-
sign of formative feedback (https://bit.
ly/3qaF8Gz).)

	˲ Talking about building tools for 
students and talking about evaluating 
them (especially noting what did not 
work) is another huge positive mark 
for me. While that might not be using a 
research-based teaching method, that’s 
treating teaching innovation as action 
research (http://bit.ly/3efbyxl). (Any 
publications in education conferences 
or journals is similarly a big sign for me 
in a positive direction.)

	˲ Citing any papers from ACM 
SIGCSE conferences or from IEEE RE-
SPECT is an automatic indicator to me 
of a teacher who looks for better prac-
tices and, particularly for RESPECT, 
is striving to broaden participation in 
computing.

	˲ While it’s very rare, I like to see 
teachers in undergraduate courses 
adapting practices drawn from K–12 CS. 
I learn a lot of tips and tricks from AP CS 
A teachers and from my daughter, a 9th 
grade science teacher. Adaptation from 
K–12 tells me that the teacher is seeking 
good practices, and is willing to inno-
vate in their teaching.

In computer science, we often have 
a model of teaching that is heavily fo-
cused on content matter knowledge—
if you know your CS, you’ll likely be a 
good teacher. But all our evidence about 
quality teaching says that that’s wrong. 
There’s a lot of knowledge involved in 
teaching computer science well, and 
perhaps the most important is peda-
gogical content knowledge (see Chapter 7 
in How People Learn at https://www.nap.
edu/read/9853/chapter/11). Teaching is 
a skill that depends on learned meth-
ods. Those who use the best methods 
tend to teach the best. I value CS teach-
ing that uses the best methods.

My thanks to Leo Porter, Beth Simon, 
and R. Benjamin Shapiro, who reviewed 
an early version of this post.

Mark Guzdial is professor of electrical engineering and 
computer science in the College of Engineering, and 
professor of information in the School of Information, of 
the University of Michigan.
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A 
TEAM OF RESEARCHERS has 
completed the under-
standing of the Keller 
Conjecture, first pro-
posed in 1930, about the 

packing of squares, cubes, and their 
higher-dimensional analogues. The 
conjecture states that any tiling of 
identical hypercubes that fills space 
must contain a pair of neighbors that 
share an entire face.

You might convince yourself it is true 
for two or three dimensions by toying 
with squares or blocks. Mathematicians 
later established the status of the con-
jecture for all dimensions except seven. 
The new result, which shared the best 
paper award at the 2020 International 
Joint Conference on Automated Rea-
soning (IJCAR 2020), fills that gap. To do 
this, the researchers mapped more than 
10,324 ways seven-dimensional hyper-
cubes can avoid sharing any six-dimen-
sional face onto a satisfiability problem, 
which asks whether some Boolean for-
mula can ever be made true.

After exploiting the symmetries of 
the problem to reduce it to a mere bil-
lion or so distinct configurations, the 
team used extensive computer resourc-
es to systematically eliminate them all, 
implying there must always be a shared 
face. The resulting proof is enormous, 
about 200 gigabytes. Obviously, it could 
not possibly be checked by humans, 

A Satisfying Result
Formulating a decades-old geometric conjecture as 
a satisfiability problem opened the door to its final resolution.

Science | DOI:10.1145/3453650	 Don Monroe

A graph representing the two-dimensional case of the Keller Conjecture. G
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 N but it produces a certificate that can be 
checked by other computer programs, 
and so is almost certainly correct.

“It is satisfying because it’s finish-
ing off an old problem with a venerable 
history, and math advances like that,” 
said Jeffrey Lagarias of the University 
of Michigan, whose work nearly 30 
years ago disproved the most general 
framing of the conjecture. The proof 
also represents another success for 
satisfiability-solver algorithms, which 
are solving problems in many areas of 
computer science and mathematics.

A Long History
Mathematician Hermann Minkowski 
proposed the face-sharing rule for til-
ings in which every hypercube sits on 
a periodic lattice. His conjecture was 
proven in all dimensions in the 1940s. 
Eduard Ott-Heinrich Keller’s gener-
alization to non-lattice tilings (which 
includes periodic arrangements of 
clusters of hypercubes, rather than indi-
vidual hypercubes) was also proven up 
to dimension six; higher-dimensional 
non-lattice tilings, however, remained 
in play until 1992, when Lagarias and 
Peter Shor (both then at AT&T Bell Labs) 
found a non-face-sharing counterexam-
ple in 10 dimensions. In a five-page pa-
per, they described a tiling of 10-dimen-
sional hypercubes, none of which share 
a complete nine-dimensional face.

That result showed that Keller’s 
original conjecture, which covered all 
dimensions, was false. Moreover, a 
non-face-sharing tiling in a particular 
dimension can be used as a layer in the 
next-higher dimension, with a simple 
slide between neighboring layers pre-
venting face-sharing. Thus, once the 
conjecture was violated in 10 dimen-
sions, it was ruled out for all higher di-
mensions.

Ten years later, John Mackey, then 
at Harvard University, found a coun-
terexample for eight dimensions (and 
thus for nine). Until now, however, 
mathematicians did not know wheth-
er eight was the lowest number of di-
mensions with a counterexample, or 
if seven was.

The computer-aided solution built 
on several intermediate advances. 
“The interesting question is, how is 
it that something that appears to be 
an infinite problem can be reduced to 
something that can be done by com-

puter,” said Thomas Hales of the Uni-
versity of Pittsburgh. In 1998, Hales 
used exhaustive computer checking for 
a proof of a famous 1611 conjecture by 
Johannes Kepler concerning the dens-
est packing of spheres.

For Keller’s conjecture, Hales said, 
“The first reduction that you can do 
is bring it down to a periodic arrange-
ment.” It turns out that any non-face-
sharing example would have to com-
prise a lattice of clusters that are no 
larger than 2 in each of the d dimen-
sions, comprising 2d cubes.

“That’s not enough to reduce it to a 
finite problem, because each cube can 
slide continuously,” noted Lagarias. 
“You need to do a further reduction so 
that each cube is just at fixed, discrete 
positions in space.” It turns out that 
any non-face-sharing pattern must fea-
ture shifts that are integer multiples 
of 1/s, where s ranges up to d–1. “Once 
there are finitely-many positions, and 
finitely many cubes, then it’s a finite 
search problem,” Hales said. Still, he 
cautioned, “That doesn’t mean that 
you have a computer that has the ca-
pacity to solve the problem.”

For the outstanding seven-di-
mensional question, Polish math-
ematician Andrzej Kisielewicz and a 
coworker, in the past few years, elimi-
nated every possible counterexample 
except those with s=3, corresponding 
to cube shifts by 1/3 of their size. To 
eliminate this final possibility, Mack-
ey, now at Carnegie Mellon University 
in Pittsburgh, teamed up with a new 
professor there, Marijn Heule, as well 
as undergraduate Joshua Brakensiek, 
now at Stanford University, and visitor 
David Narváez of the Rochester Insti-
tute of Technology. Heule had exten-

“It is satisfying 
because it’s finishing 
off an old problem 
with a venerable 
history, and math 
advances like that.”

ACM 
Member 
News
CREATING ROBOTS  
FOR USE IN DISASTERS

Robin Murphy 
is the Raytheon 
Professor of 
Computer 
Science and 
Engineering at 
Texas A&M 

University in College Station, TX.
Murphy earned her 

undergraduate degree in 
mechanical engineering 
from the Georgia Institute of 
Technology (Georgia Tech) in 
Atlanta, where she also earned 
her master’s and doctoral 
degrees, both in computer 
science. Additionally, she 
was a Rockwell International 
Doctoral Fellow.

After receiving her Ph.D. 
in 1992, Murphy became a 
professor at the Colorado 
School of Mines, before moving 
to the University of South 
Florida. She joined the faculty 
of Texas A&M in 2008, where she 
has remained since.

Murphy’s research 
is primarily in artificial 
intelligence for disaster 
robotics, specializing in 
human-robot interactions to 
help them work better together. 
Her current research is focused 
on how robots are being used 
in the response to COVID-19 
throughout the world, which 
she says is telling us a great deal 
about how robots are adopted 
for disasters in general.

“Most disaster responses 
are over in a span of somewhere 
between three days to two 
weeks, but the coronavirus 
timeline is far longer,” Murphy 
points out. This elongated 
timeframe provides the 
opportunity to investigate the 
maturity of the technology, the 
influence of trust, and which 
groups adopt, she adds.

“Instead of just being 
clinical-care hospitals and the 
public safety realm, every sector 
is adopting robots, and using 
them to cope in some form or 
fashion,” she says.

Murphy enjoys formalizing 
what she has learned as 
she moves from empirical 
observations to quantitative 
analysis methods. “It’s been a 
fun process to develop,” she says.

—John Delaney
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supercomputing resources, including 
the Texas Advanced Computing Center 
at his former institution, the Univer-
sity of Texas at Austin. “I regularly use 
5,000 CPUs,” Heule said, although the 
Keller work only required about 40.

Although he expects he could ac-
cess greater resources if needed, Heule 
also strives to be certain he can finish a 
job before he starts. “I’ve been invest-
ing quite a bit in good runtime estima-
tion,” he said. This is especially im-
portant if the formula turns out to be 
unsatisfiable, which demands examin-
ing every possible counterexample. In 
contrast, Heule said, “For satisfiables, 
you can get lucky.”

“There are lots of problems that 
you can translate into satisfiability,” 
including questions in first-order logic 
and halting problems like termination 
of term-rewriting algorithms, Heule 
said. “More and more fields are see-
ing the potential of using satisfiability, 
and that satisfiability is more powerful 
than any of the dedicated techniques 
they developed.”

Trust, But Verify
“One really nice thing about SAT solv-
ers now is that they don’t just give you 
a yes-no answer in the end that you 
have to trust,” Hales said. “Even if the 
proof is very large, a proof certificate is 
produced, and that can be separately 
checked.” He adds that “This technolo-
gy, formal verification, is far more reli-
able than the level of verification done 
by referees for a journal—much more 
reliable by orders of magnitude.”

“This resolution of Keller’s con-
jecture is the absolutely best possible 
thing,” agreed Lagarias. “You really 
wanted a computer-aided proof with a 
proof checker.”

For number theorist Michael Har-
ris of Columbia University, though, 
“The issue is not so much whether the 
reasoning is correct as how it works. If 
you can’t understand the reasoning, it 
hardly matters whether it’s correct or 
not, from the point of view of math-
ematicians.” Proofs “are not generally 
end-products, they are stages in a his-
torical process,” he stressed. “An im-
penetrable proof doesn’t provide what 
mathematicians are looking for,” Har-
ris said, and he is skeptical of “vague 
claims that at some point computers 
are going to be better at doing math-
ematics than human beings, whatever 
that means.”

Heule emphasizes the ways com-
puters can augment mathematical 
insight. For one thing, “I think it’s bet-
ter to have an answer than no answer, 
although we don’t understand it.” He 
also described an eminent mathemati-
cian, who told Heule “he wastes about 
70% of his time trying to prove some-
thing which is false,” effort that could 
be avoided with technology that finds a 
counterexample automatically, or that 
finds the smallest counterexample. 
“That gives so much insight that it can 
really help mathematicians do their 
work faster.”	

Further Reading

Hartnett, K.
Computer Search Settles 90-Year-Old 
Math Problem, Quanta, August 2020, 
https://bit.ly/2Xh1ni4

Brakensiek, J., Heule, M.J.H, 
Mackey, J., and Narváez, D.
The Resolution of Keller’s Conjecture
http://bit.ly/3olSXBP

Hales, T., et al.
A Formal Proof of the Kepler Conjecture, 
Forum of Mathematics, Pi 5, e2 (2017).
DOI: https://doi.org/10.1017/fmp.2017.1

Lagarias, J.C., and Shor, P.W.
Keller’s cube-tiling conjecture 
is false in high dimensions
Bull. Amer. Math. Soc. 27, 279-283. (1992).
DOI: https://doi.org/10.1090/S0273-0979-
1992-00318-X

Don Monroe is a science and technology writer based in 
Boston, MA, USA.

© 2021 ACM 0001-0782/21/5 $15.00

sive expertise in large-scale satisfiabil-
ity proofs, notably the 2016 solution 
of the “Pythagorean triples problem” 
which, at 200 terabytes, has the dubi-
ous distinction of being the largest 
proof in history (to date).

Computer Attack
The 1992 proof by Lagarias and Shor 
for 10 dimensions was a simple de-
scription of a 1,024-cube counterexam-
ple. The non-existence proof for seven 
dimensions is vastly harder because 
it must comprehensively eliminate all 
of the 128-cube clusters that are not 
counterexamples.

Lagarias and Shor exploited a 
graph-theory formulation of the tiling 
problem that had recently been crafted 
by Hungarian mathematician Sándor 
Szabó. He and a colleague described 
nodes known as “Keller dice,” which 
bear spots of various colors (depend-
ing on d and s) and are connected by 
an edge in the graph if the colors sat-
isfy certain rules. The existence of a 
non-face-sharing tiling is equivalent, 
in seven dimensions, to the existence 
of a 128-node (27) clique of connected 
nodes in the corresponding graph.

This graph-theoretic existence 
question is naturally framed as a satis-
fiability problem. The required prop-
erties of the clique are described by a 
Boolean formula, like “(die 4 has a red 
dot OR die 4 has a green dot) AND (die 
5 has a black dot),” but much longer. 
A satisfiability solver, or SAT solver, 
examines all possible colorings of the 
dots to determine if any combination 
can make the Boolean formula true; 
that is, satisfy it.

Even with today’s powerful comput-
ers, it is critical to further reduce the 
problem by exploiting symmetries; 
for example, the fact that swapping 
the labels of two dice does not change 
anything important. “Many of these 
graph problems, the main problem of 
solving them is the symmetries,” Heu-
le stressed. Moreover, experience with 
SAT-solver competitions has shown 
that “If there is a bug in a solver, it’s 
typically because they do some symme-
try breaking which is not sound.” For 
this reason, Heule insisted these argu-
ments be included in the formal pub-
lished description of the proof.

The remaining problem was big, 
but easily manageable with modern 

“This technology, 
formal verification, 
is far more reliable 
than the level of 
verification done 
by referees for a 
journal—much more 
reliable by order of 
magnitude.”

https://bit.ly/2Xh1ni4
http://bit.ly/3olSXBP
https://doi.org/10.1017/fmp.2017.1
https://doi.org/10.1090/S0273-0979-1992-00318-X
https://doi.org/10.1090/S0273-0979-1992-00318-X
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guarantee if it labels an item as authen-
tic and it turns out to be counterfeit, so 
80% or so is not a high-enough accuracy 
rate. To push that up to greater than 
99%, Entrupy will test a handbag on a se-
ries of models, using 10 to 12 regions of 
the bag. That creates a set of probability 
scores as to whether the bag is authen-
tic. If the average score of all the mod-
els is high enough, they label the bag as 
real; if it is too low, they do not declare 
the bag a fake, but say they are unable to 
authenticate it.

Small Differences
Part of the trick of confirming whether 
a product is real or counterfeit is not 
simply to focus on just one type of fea-
ture, but to check, say, the quality of the 
stitching or how the logo looks. as well 
as the texture of the material. That way, 
even if a counterfeiter managed to steal 
a shipment of matching leather, there 
would still be differences that would 
give away the fake.

The other important consideration 
is that the features being examined 
should be smaller than what a counter-
feiter could manufacture, so the com-
pany usually focuses on structures be-
tween 5 and 10 micrometers in size. “If 
you can nanofabricate a bag, you might 
be able to produce similar geometries, 
but luxury goods in particular are not 
nanofabricated,” Subramanian says. 
“So it’s sort of a challenge between what 
the magnification at which we capture 
images is, and what the manufacturing 
inaccuracy of these specific items is.”

Users—usually stores selling luxury 

C
O U N T E R F E I T I N G  I S  A  big 
business. Nearly $509 billion 
of fake and pirated products 
were sold internationally in 
2016. In that year, the latest 

for which data was available, counterfeit 
goods made up 3.3% of international 
trade, up from 2.5% three years earlier, 
according to the Organization for Eco-
nomic Cooperation and Development.

That figure, which does not include 
domestic trade in fakes, not only means 
companies are losing revenue and con-
sumers are not getting their money’s 
worth; counterfeiting also helps fund 
organized crime. It exploits low-wage 
laborers. Because it skirts safety regu-
lations, makers of counterfeits could 
use toxic materials or produce unsafe 
products.

Now, companies are turning to artifi-
cial intelligence (AI) to help them iden-
tify counterfeit products and stanch the 
flow of faux goods.

Amazon, for instance, launched Proj-
ect Zero in 2019. Makers of products 
provide the company with data about 
their logos, trademarks, and other fea-
tures, and Amazon’s machine learning 
algorithm scans listings on the compa-
ny’s website and automatically removes 
those it deems fake.

Other companies have rolled out 
tools to allow retailers to identify fakes 
using smartphones with scanning at-
tachments.

“Counterfeit goods are among the 
leading causes of a lot of bad things,” 
says Lakshminarayanan Subramanian, 
a professor of computer science at New 
York University and co-founder and chief 
scientist at Entrupy, a New York-based 
company founded in 2012 that uses AI 
to verify the authenticity of luxury goods.

The company’s system works with 
microscopic images of the goods in 
question, looking for features that are 
common to an authentic product but 
not to a fake. Those features could be 
in the texture of the material, the stitch-
ing, a zipper, or the way a logo has been 
stamped into an item. The leather of a 

luxury handbag, for instance, will have 
what appear to be peaks and valleys 
when viewed at a microscopic scale.

Entrupy trains its AI starting with 
images of an area of handbags, both au-
thentic and counterfeit, and breaks that 
image into smaller chunks. It then ap-
plies bag-of-words, a technique devel-
oped for natural language processing 
that sorts words by their frequency in a 
text and uses that to make inferences 
about the text. In the case of handbags, 
the “words” are small areas of structural 
features that might repeat or vary from 
place to place across the material. The 
computer creates a histogram showing 
the frequency of these visual words and 
how that frequency differs between real 
and fake goods.

Based on the results, the company 
then decides which regions of the prod-
uct are important for identifying whether 
the product is authentic, and performs 
Deep Learning on that data, using a con-
volutional neural network, noted for its 
efficiency at image recognition.

Selecting the right features on which 
to train the neural network turned 
out to be important in order to reduce 
the number of false positive results, 
explains Ashlesh Sharma, a former 
student of Subramanian’s who is now 
chief technology officer at Entrupy. “If 
you just threw in a bunch of images to 
a Deep Learning model, the output at 
times is completely random. Even the 
best of the Deep Learning models would 
have an accuracy of 80% or something,” 
Sharma says.

The company offers a money-back 

Catching the Fakes 
Applying neural networks to images helps identify counterfeit goods.

Society  |  DOI:10.1145/3453696	 Neil Savage
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brands such as Prada or Louis Vuit-
ton, or warehouses transferring prod-
ucts from manufacturers to retail out-
lets—can purchase an attachment for 
smartphones to enable them to take a 
series of microscopic images, follow-
ing a set of instructions from an app 
on the phone. They upload the images 
to Entrupy, which checks them against 
their AI models and delivers a verdict. 
The whole process takes just minutes, 
but the company is looking for ways to 
streamline it.

Entrupy also works with sellers of 
sneakers, a product sector in which lim-
ited editions can sell for hundreds of dol-
lars. Entrupy’s technology could be used 
on other goods that have identifiable fea-
tures, Sharma says, and they have done 
some work authenticating expensive 
watches. The system is less effective with 
reflective surfaces, such as jewelry or por-
celain, because stray light adds artifacts 
to the image that confounds the AI. Shar-
ma says using infrared light may reduce 
that issue. The system could also be use-
ful for detecting fake pharmaceuticals 
or counterfeit money, but Subramanian 
says the company has not yet ventured 
into those markets because of the com-
plexity of regulations governing them.

Working with Light
Adding another layer of data allows 
IBM’s Crypto Anchor Verifier to handle 
a wider range of products. Like Entrupy, 
it, too, requires a scanner to be attached 
to a smartphone, so it also can gather im-
ages and compare microscopic features 
to determine what is real and what is not. 
In addition, though, it looks at the wave-
forms of light reflecting from or passing 
through the object being scanned.

One smartphone attachment has a 
slot into which a vial containing a liq-
uid or powder can be inserted. Donna 
Dillenberger, a fellow at IBM’s Thomas 
J. Watson Research Center, demon-
strated by displaying two vials of olive 
oil—one pure, one extra virgin. To the 
human eye, they are nearly identical yel-
low fluids. She slips one into the holder, 
and in a few seconds the phone’s screen 
displays a graph describing the wave-
lengths of passing through it. She re-
places it with the other, and a very differ-
ent graph appears. “Even though to the 
human eye the liquids look the same, 
to the Verifier they look different,” she 
says. “We’ve done the same things to 

authenticate wines, between expensive 
and inexpensive wines.”

The Verifier also can distinguish che-
motherapy drugs, or discover whether 
expensive cosmetics have been adul-
terated with cornstarch. The work on 
powders was prompted by a scandal in 
2008, when powdered milk and baby 
formula from China was found to have 
been laced with melamine, which was 
used to dilute milk to stretch sales, and 
wound up sickening children.

Like Entrupy, IBM’s product relies 
on convolutional neural networks to 
train the computer to distinguish fea-
tures of actual products from those of 
fakes. Because wines and oils are easy 
to differentiate, the algorithm needed 
only a handful of samples, in the “low 
double-digits,” to train on, Dillenberger 
says. For more complicated tasks, such 
as grading diamonds by how they re-
fract light, she said, thousands of sam-
ples were necessary.

The combination of imaging and AI 
also can be applied to integrated circuits 
and circuit boards, says Domenic Forte, 
a professor of electrical and computer 
engineering at the University of Florida. 
Forte trained a neural network to iden-
tify physical defects that reveal if a chip 
has been altered, such as scratches or 
variations in surface texture that come 
from resurfacing a chip or changing its 
marking. “If the counterfeiter changes 
the marking from commercial to in-
dustrial grade, they could sell you a part 
that’s much cheaper and it won’t with-
stand what your application requires,” 
Forte says.

Visual inspection of ICs currently is 
performed manually, but Forte hopes 

to automate the process. Using infra-
red imaging allows the system to see 
through a part’s packaging and look 
for alterations underneath. There are 
electrical tests that can be used to veri-
fy parts, but they are often specific to a 
part, making them more difficult to au-
tomate, and they can require expensive 
equipment, Forte says. Sometimes they 
even require packaging to be removed, 
destroying the part in the process.

For all of AI’s ability to catch fake 
goods, Dillenberger wonders whether 
there might not be a larger societal ques-
tion that is going unaddressed. “You 
could build these technologies to catch 
things, but how could we nudge people, 
who must be extremely talented to even 
make counterfeits in the first place, to 
do something else with their gifts?” she 
asks. “Why aren’t they being rewarded 
to make something that’s not counter-
feited? How can technology help at that 
systemic problem?”	
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drag, gravitational drag caused by the 
Earth’s shape, the Earth’s spin, and 
various other factors in order to predict 
the motion of each orbiting object over 
time. 

The Space Surveillance Network 
also incorporates the Haystack Ul-
trawideband Satellite Imaging Radar 
(HUSIR), which is located in the Lin-
coln Laboratory of the Massachusetts 
Institute of Technology (MIT). HUSIR, 
the highest-resolution, longest-range 
sensor in the world, simultaneously 
generates X- and W-band images that 
can provide valuable information 
about the size, shape, and orientation 
of Earth orbiting objects. HUSIR was 
incorporated into the SSN in 2014.

In March 2020, additional object 
tracking capability known as the Space 
Fence, designed to provide higher reso-
lution for tracked objects, was declared 
operational. Located on Kwajalein Is-
land in the Republic of the Marshall 
Islands near the Equator in the Pacific 
Ocean, the Space Fence uses an S-band 
radar system to track objects primar-
ily in low Earth orbit (though it is also 
capable of tracking objects in higher 
orbits), and allows the tracking of ob-

O
N  E A R TH, AVOIDING  colli-
sions is a key priority for 
traffic cops, air traffic con-
trollers, and the parents of 
toddlers. It is no different 

in space—and perhaps even more criti-
cal—given that objects orbiting the 
Earth are moving at more than 17,000 
m.p.h., which means that even very 
small objects less than a centimeter in 
diameter have caused damage to the 
International Space Station, the Space 
Shuttle, and satellites.

In fact, the U.S. National Aeronau-
tics and Space Administration (NASA) 
estimates there are more than 500,000 
such objects orbiting the Earth that 
are larger than a marble, and at least 
a million smaller pieces of debris that 
cannot be tracked. Based on the grow-
ing number of commercial and govern-
ment launches of spacecraft, satellites, 
and even space stations, the number of 
objects that will need to be catalogued, 
tracked, and managed is expected to 
grow significantly in the coming years. 
And the solutions to this issue are 
fraught with both technical and politi-
cal challenges.

A key organization charged with 

tracking and notifying the operators of 
space objects of a potential course col-
lision is the 18th Space Control Squad-
ron (SPCS), part of the U.S. Air Force’s 
Space Surveillance Network (SSN), 
which currently tracks 27,000 objects 
in low Earth orbit (up to 2,000km above 
the Earth’s surface), medium Earth or-
bit (2,000km to 3,600km up), and geo-
synchronous equatorial orbit (located 
35,786km above the Earth). 

The 18th SPCS is co-located with the 
Combined Space Operations Center 
at Vandenberg Air Force Base in Santa 
Barbara County, CA, and is charged 
with handling conjunction assess-
ments (the close physical encounters 
of two tracked objects in space), col-
lision avoidance, and reentry assess-
ment for satellites and other objects 
returning to Earth from space.

Object tracking is handled via a net-
work of sensors and telescopes located 
around the world and in space, and uti-
lizes two-line element (TLE) position 
datasets (which incorporate the pa-
rameters required to uniquely identify 
an orbiting element at a given point in 
time), which can then be fed into mod-
els that take into account atmospheric 

A Traffic Cop for  
Low Earth Orbit 
Who will be the space traffic controller for orbiting objects?

Technology  |  DOI:10.1145/3453703	 Keith Kirkpatrick
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Distinguishing between fact and 
fakery has become an everyday 
part of our online lives. 

Artificial intelligence (AI) can 
generate astonishingly realistic 
false images and videos, and 
it increasingly is being used to 
detect them.

Researchers from Intel and the 
Graphics and Image Computing 
(GAIC) laboratory of Binghamton 
University developed a tool called 
FakeCatcher that identifies fake 
portrait videos via biological 
signals. The team reported 99.39% 
accuracy in pairwise separation 
(pairs of videos in which one is 
real and one is fake), and 96% 
accuracy in deepfake detection.

“When people experience 

different emotions, they 
experience different 
physiological signals, those 
signals are captured in our lab,” 
said GAIC director Lijun Yin. 

Ilke Demir, a senior research 
scientist at Intel, realized 
the potential of the resource 
for deepfake detection and 
collaborated with one of Yin’s 
Ph.D. students, Umur A. Ciftci. 
As Yin explained, “People can 
synthesize a facial video, an 
animated facial expression, but 
it’s very hard to synthesize their 
physiological signals.”

When blood flow and heart 
rate changes are triggered by 
emotions, they manifest on 
video as color changes in pixels. 

The changes are invisible to the 
human eye, but can be detected 
using photoplethysmography 
(PPG). Under Yin’s supervision, 
Ciftci and Demir developed an 
algorithm that identifies PPG 
signals and converts them into 
a PPG map that can be used to 
detect deepfakes.

In Germany, a team at 
Horst Görtz Institute for IT 
Security at Ruhr-Universität 
Bochum developed a technique 
for detecting deepfakes 
using frequency analysis. The 
researchers wrote a program 
that automates discrete cosine 
transform (DCT) analysis on 
images sourced from the Which 
Face is Real? website, and a 

dataset of bedroom images 
collated specifically for the 
project. 

The team showed that unlike 
their real counterparts, GAN-
generated deepfakes display 
information traces in high-
frequency areas. These traces can 
now be easily identified and used 
to flag an image as a fake. 

“In the high frequency, 
it’s very prominent because 
real pictures don’t have much 
information there and they 
[deepfakes] actually have quite 
a bit,” said research assistant 
Joel Frank.

—Karen Emslie is a freelance 
journalist and essayist.

CACM News

AI vs. AI: The Race to Detect Deepfakes

jects below the previous size limitation 
of 10cm.

While the Space Fence technology 
permits greater visibility of smaller 
objects orbiting the Earth, it requires a 
significant amount of compute power 
to project the paths of these objects, 
according to Mike Gruntman, a profes-
sor of Astronautics at the University of 
Southern California’s School of Engi-
neering.

“When the number of catalogued 
objects increases by a factor of four, 
you need an increase in computation-
al power by a factor of 16,” Gruntman 
says, noting that commercial operators 
increasingly are launching a greater 
number of objects into space, and 
they’re not necessarily building them 
to a high standard of reliability, due to 
cost. This can create a situation where 
satellites malfunction, and then either 
fall out of orbit back to Earth, or are no 
longer able to be maneuvered, increas-
ing the risk of a collision with another 
object in space. “So, we’ll have many 
more satellites presenting a challenge 
for many decades, until we figure out 
how to manage it, and the manage-
ment is not easy because you can-
not tell a certain country, ‘you cannot 
launch a satellite.’”

Gruntman adds that simply adding 
more compute power, while helpful, is 
not yet able to overcome the accuracy 
constraints of existing sensors which 
cannot account for atmospheric drag 

and solar radiation, introducing a high 
degree of variability in an orbiting ob-
ject’s path, as well as the time and tra-
jectory of an object that is expected to 
fall out of orbit and return to earth. Ul-
timately, “more frequent observations 
by multiple sites will help to continu-
ously correct the predictions,” accord-
ing to Gruntman. However, he adds 
that no amount of compute power 
can address the increasing number of 
owner/operators who launch objects 
into space, but choose not to report or 
share their trajectories to tracking au-
thorities.

This is exacerbated by the lack of a 
single overriding international author-
ity that would serve as space’s equiva-
lent of air traffic control. While the 
United Nations Office for Outer Space 
Affairs (UNOOSA) promotes interna-
tional cooperation in outer space, it 
does not have any recognized authority 
to enforce regulations at the interna-
tional level.  

Within the U.S., a 2018 White House 
directive appointed the Commerce 
Department to serve as the traffic cop 
for space, though other agencies are 
likely to continue to have some role in 
the management of space traffic. The 
Federal Aviation Administration (FAA) 
regulates launches and reentries, and 
the Federal Communications Com-
mission (FCC) is responsible for regu-
lating satellite transmissions.

The U.S. Department of Defense, 

meanwhile, perhaps has the most ac-
tive role in tracking and managing 
objects in orbit through the 18th SPCS, 
though it relies heavily on cooperation 
between parties, including other space 
authorities such as NASA, the Euro-
pean Space Agency, and Russia’s Ros-
cosmos State Corporation for Space 
Activities, as well as cooperating with 
commercial space companies, rather 
than specific inter-country or world-
wide authorities.

“The 18th Space Control Squadron 
provides collision avoidance services, 
which is a free service provided to sat-
ellite owner/operators on behalf of the 
United States Government through 
the United States Space Command,” 
explains Lt. Col. Justin Sorice, the 
commander of the 18th SPCS.  “The 
18th Space Control Squadron sent out 
almost 20 million conjunction data 
messages this year, informing satel-
lite owner/operators how close their 
systems are approaching other space 
objects in order to make a maneuver 
decision.”

The 18th SPCS currently shares Space 
Domain Awareness information with 
more than 100 governmental, academ-
ic, and commercial partner organiza-
tions from 25 nations through formal 
Space Situational Awareness data-
sharing agreements, and via a publicly 
accessible website, www.Space-Track.
org. It is this data sharing and coopera-
tion that is enabling U.S. government 
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agencies tasked with tracking objects 
to work with foreign governments 
and commercial operators to identify 
and track satellites, rockets, and other 
items being launched into space. 

“One of the most valuable things 
we can do is what we call early en-
gagement, making contact with new 
owner-operators, whether they’re com-
mercial, civil, or whatnot, and really 
understanding what their mission ob-
jectives are,” says Diana McKissock, 
SSA Sharing & Spaceflight Safety Lead 
for the 18th SPCS.  “The DoD does not 
have the authority to manage space 
traffic; rather, we provide spaceflight 
safety data that helps satellite owners/
operators make responsible decisions 
to mitigate risk to their spacecraft and 
the space environment. A significant 
challenge for the space community 
is the lack of agreed-upon norms of 
behavior or enforceable global regula-
tions, which could provide a true space 
traffic management construct.”

Communication and cooperation 
with commercial and government 
owner-operators of space objects will 
be key to limiting future space colli-
sions between objects, given the grow-
ing number of conjunctions each year. 
“In 2019, there were about 328 close 
conjunctions with the International 
Space Station (ISS),” Sorice said, add-
ing that during 2020 through the end 
of November, “we’ve had 460. So again, 
the space domain is becoming a lot 
more congested as we go forward.” 

McKissock says for objects in low 
Earth orbit, emergency reportable cri-
teria, which allows the 18th SPCS to 
share information with the owner or 
operator of any active satellite, speci-
fies the time of closest approach be-
tween two objects within a 72-hour pe-
riod, with a miss distance of one meter, 
and a probability of collision of greater 
than 1 in 10,000. The criteria for deep-
er orbits expands the miss distance to 
less than 500 meters. In the absence of 
an international space regulator, coop-
eration between commercial and gov-
ernment operators is key to eliminat-
ing potentially catastrophic collisions.

“The policies that we work under 
allow us to share information with the 
owners and operators of any active sat-
ellite, which allows us to work closely 
with a lot of foreign civil and commer-
cial entities who are willing to com-

municate with us,” McKissock says. 
“Right now, of the nearly 3,500 active 
satellites, I think we have positive com-
munication with about 95% of those 
owner-operators.”

The desire to reduce or eliminate 
collisions cannot be overstated. While 
there is being work done to improve 
the accuracy of calculating the physical 
impact of objects colliding in space, 
Gruntman says that experimental da-
tabases are limited, and major uncer-
tainties are likely to remain because in 
the event of a collision between a piece 
of space debris and a satellite or space-
craft, “the debris/fragment field signif-
icantly depends on the design of partic-
ular spacecraft.” McKissock adds that 
while increasing the available com-
pute power also may aid in predicting 
where and when satellites may return 
to Earth, “having accurate information 
on the reentering spacecraft, as well as 
a reliable atmospheric density model, 
are also key contributors to accurate 
reentry predictions.”  

To assist in the analyses of the po-
tential conjunctions of such a large 
(and growing) number of objects, the 
18th SPCS increasingly is deploying ma-
chine learning technology to automate 
the tracking of objects, as well as the 
prediction of conjunctions between 
objects, so conjunction assessments 
can be managed without overwhelm-
ing human resources. Orbital altitude, 
speed, and course trajectory data from 
satellites and other objects orbiting 

the Earth (or falling out of orbit) are fed 
into an algorithm that can learn and 
predict future close conjunctions. 

However, it is not just governmental 
agencies that may play a role in manag-
ing space traffic. Canadian company 
NorthStar Earth & Space is planning 
to launch a constellation of 12 satel-
lites equipped with optical sensors 
to monitor space objects in low Earth 
orbit, with the initial launch of three 
satellites next year, and the remainder 
by 2024. The company likely will use 
a subscription-based revenue model, 
charging organizations to access traf-
fic and collision data. However, as it is 
a commercial entity, it is unlikely any 
operator that did not wish to move its 
equipment in orbit could be compelled 
to do so.

Still, the biggest issue for any orga-
nization tracking objects in space is 
not managing active satellites or equip-
ment in orbit; there’s no benefit to hav-
ing something smashed to bits if it’s at 
all possible to reposition a satellite or 
space station. Space debris or junk that 
cannot be controlled is the primary 
concern, given the potential chain-re-
action of a collision, Sorice says.  

“When we’re talking about thou-
sands of pieces of debris moving at 
17,000 miles per hour and potentially 
creating chain effects within that orbit-
al regime, that’s what keeps me up at 
night, and making sure that we do our 
best to prevent this scenario,” Sorice 
says. “Because those pieces of debris 
don’t have political agendas, they’re 
just simply following the laws of phys-
ics at that point in time. You need to 
keep up calculational power to be able 
to predict where those pieces may be 
going, and what assets are at threat.”	

Further Reading

Space Debris and Human Spacecraft, 
National Aeronautics and Space 
Administration, Sept. 26, 2013, https://www.
nasa.gov/mission_pages/station/news/
orbital_debris.html

Real-time object tracking data
www.Space-track.org

The Truth About Space Debris, Real 
Engineering, https://www.youtube.com/
watch?v=itdYS9XF4a0

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in New York, NY, USA.
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“One of the most 
valuable things we 
can do is what we call 
early engagement, 
making contact 
with new owner-
operators ... and 
really understanding 
what their mission 
objectives are.”

https://www.nasa.gov/mission_pages/station/news/orbital_debris.html
https://www.nasa.gov/mission_pages/station/news/orbital_debris.html
http://www.Space-track.org
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https://www.youtube.com/watch?v=itdYS9XF4a0
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hindered, because data is not made 
available and used in ways that maxi-
mize its value.

And yet, as emphasized widely in 
scientific communities,3,5 by the Na-
tional Academies, and via the U.S. 
government’s initiatives for “respon-
sible liberation of Federal data,” find-
ing ways to make sensitive data avail-
able is vital for advancing scientific 
discovery and public policy. When 
data is not shared, certain research 
may be prevented entirely, be signifi-
cantly more costly, take much longer, 
or might simply not be as accurate 
because it is based on smaller, poten-
tially more biased datasets.

Scientific computing refers to the 
computing elements used in scien-
tific discovery. Historically, this has 
emphasized modeling and simula-
tion, but with the proliferation of in-
struments that produce and collect 
data, now significantly also includes 
data analysis. Computing systems 
used in science include desktop sys-
tems and clusters run by individual 

D
ATA  U S E F U L  TO  science is 
not shared as much as it 
should or could be, partic-
ularly when that data con-
tains sensitivities of some 

kind. In this column, I advocate the 
use of hardware trusted execution en-
vironments (TEEs) as a means to sig-
nificantly change approaches to and 
trust relationships involved in se-
cure, scientific data management. 
There are many reasons why data may 
not be shared, including laws and 
regulations related to personal priva-
cy or national security, or because 
data is considered a proprietary trade 
secret. Examples of this include elec-
tronic health records, containing 
protected health information (PHI); 
IP addresses or data representing the 
locations or movements of individu-
als, containing personally identifi-
able information (PII); the properties 
of chemicals or materials, and more. 
Two drivers for this reluctance to 
share, which are duals of each other, 
are concerns of data owners about 

the risks of sharing sensitive data, 
and concerns of providers of comput-
ing systems about the risks of hosting 
such data. As barriers to data sharing 
are imposed, data-driven results are 

Security  
Trustworthy Scientific 
Computing 
Addressing the trust issues underlying the   
current limits on data sharing.
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Hardware 
trusted execution 
environments  
can form the basis  
for platforms  
that provide  
strong security 
benefits while 
maintaining 
computational 
performance.
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physical presence in a particular fa-
cility for analysis would be a public 
health risk.

Reducing Data Sensitivity Using 
“Anonymization” Techniques
Sometimes attempts are made to 
avoid security requirements by mak-
ing data less sensitive by applying 
“anonymization” processes in which 
data is masked or made more gener-
al. Examples of this approach remove 
distinctive elements from datasets 
such as birthdates, geographical lo-
cations, or IP network addresses. 
Indeed, removing 18 specific identi-
fiers from electronic health records 
satisfies the HIPAA Privacy Rule’s 
“Safe Harbor” provisions to provide 
legal de-identification. However, on 
a technical level, these techniques 
have repeatedly been shown to fail to 
preserve privacy, typically by merg-
ing external information containing 
identifiable information with quasi-
identifiers in the dataset to re-identi-
fy “anonymized” records.6 Therefore, 

investigators, institutional comput-
ing resources, commercial clouds, 
and supercomputers such as those 
present in high-performance com-
puting (HPC) centers sponsored by 
U.S. Department of Energy’s Office of 
Science and the U.S. National Science 
Foundation. Not all scientific com-
puting is large, but at the largest 
scale, scientific computing is charac-
terized by massive datasets and dis-
tributed, international collabora-
tions. However, when sensitive data 
is used, computing options available 
are much more limited in computing 
scale and access.8

Current Secure  
Computing Environments
Today, where remote access to data is 
permitted at all, significant technical 
and procedural constraints may be 
put in place, such as instituting in-
gress/egress “airlocks,” requiring 
“two-person” rules to move software 
and data in or out, and requiring the 
use “remote desktop” systems. Archi-

tectures like this are becoming more 
and more common as means for sci-
entific computing involving sensitive 
data.8 However, even with these secu-
rity protections, traditional enclaves 
still require implicitly trusting sys-
tem administrators and anyone with 
physical access to the system con-
taining the sensitive data, thereby in-
creasing the risk to and liability of an 
institution for accepting responsibil-
ity for hosting data. This security 
limitation can significantly weaken 
the trust relationships involved in 
sharing data, particularly when 
groups are large and distributed. 
These concerns can be partially miti-
gated by requiring data analysts to be 
physically present in a facility owned 
by the data provider in order to access 
data. However, in all these cases, anal-
ysis is hindered for the scientific com-
munity whose abilities and tools are 
optimized for working in open, collab-
orative, and distributed environ-
ments. Further, consider the current 
pandemic in which a requirement of 



20    COMMUNICATIONS OF THE ACM   |   MAY 2021  |   VOL.  64  |   NO.  5

viewpoints

used or generated in the computation, 
including even from certain “physical 
attacks” against the computing sys-
tem. They can implement similar 
functionality as software-based homo-
morphic and mutiparty computation2 
approaches, but without the usability 
issues and with dramatically smaller 
performance penalties.

The use of TEEs to protect against 
untrustworthy data centers is not a 
novel idea, as seen by the creation of 
the Linux Foundation’s Confidential 
Computing Consortium10 and 
Google’s recent “Move to Secure the 
Cloud From Itself.”7 Google has com-
paring the importance of the use of 
TEEs in its cloud platform to the in-
vention of email.9 However, TEEs 
have not yet seen broad interest and 
adoption by scientists or scientific 
computing facilities.

The envisioned approach is to le-
verage TEEs when data processing 
environments are out of the direct 
control of the data owner, such as in 
third-party (including DOE or NSF) 
HPC facilities or commercial cloud 
environments, in order to prevent ex-
posure of sensitive data to other us-
ers of those systems or even the ad-
ministrators of those systems. Data 
providers can specify the configura-
tion of the system, even if they are not 
directly the hosts of the computing 
environment, to specify access con-
trol policies, a permitted list of soft-
ware or analyses that can be per-
formed, and output policies to 
prevent data exfiltration by the user. 
The notion of being able to leverage 
community HPC and cloud environ-
ments also enables the use of data 
from multiple providers simultane-
ously while protecting the raw data 
from all simultaneously, each poten-
tially with their own distinct policies.

Researchers at the Berkeley Lab 
and UC Davis have been empirically 
evaluating Intel SGX and AMD SEV 
TEEs for their performance under 
typical HPC workloads. Our results1 
show that AMD’s SEV generally im-
poses minimal performance degra-
dation for single-node computation 
and represents a performant solution 
for scientific computing with lower 
ratios of communication to computa-
tion. However, Intel’s SGX is not per-
formant at all for HPC due to TEE 

de-identification does not necessar-
ily address the risk and trust issues 
involved in data sharing because re-
identification attacks can still result 
in significant embarrassment, if not 
legal sanctions. In addition, the same 
masking used in these processes also 
removes data that is critical to the 
analysis.6 Consider public health re-
search for which the last two digits 
of a ZIP code, or the two least signifi-
cant figures of a geographic coordi-
nate are vital to tracking viral spread.

Confidential Scientific Computing
Hardware TEEs can form the basis for 
platforms that provide strong securi-
ty benefits while maintaining compu-
tational performance (see the accom-
panying figure). TEEs are portions of 
certain modern microprocessors that 
enforce strong separation from other 
processes on the CPU, and some can 
even encrypt memory and computa-
tion. TEEs have roots in the concepts 
of Trusted Platform Modules (TPMs) 
and Secure Boot, but have evolved to 
have significantly greater functional-
ity. Common commercial TEEs today 
include ARM’s TrustZone, introduced 
in 2013; Intel’s Secure Guard Exten-
sions (SGX), introduced in 2015; and 
AMD’s Secure Encrypted Virtualiza-
tion (SEV), introduced in 2016 and 
revamped several times since then 
to include SEV-ES (Encrypted State) 
in 2017 and SEV SEV-SNP (Secure 

Nested Paging) in 2020. All three 
vendors take extremely different ap-
proaches and have extremely differ-
ent strengths, weaknesses, use cases, 
and threat models.

TEEs can be used to maintain or 
even increase security over traditional 
enclaves, at minimal cost to perfor-
mance in comparison to computing 
over plaintext. TEEs can isolate com-
putation, preventing even system ad-
ministrators of the machine in which 
the computation is running from ob-
serving the computation or data being 

Trusted execution 
environments can 
be used to maintain 
or even increase 
security over 
traditional enclaves, 
at a minimal cost  
to performance  
in comparison  
to computing  
over plaintext.

A portion of a system leveraging a trusted execution environment in which data is stored 
encrypted on disk; a policy engine, controlled by the data owner, and running in the TEE, 
contains the mapping for what data is to be made available for computing by each authen-
ticated user; and an output policy, also specified by the data owner, dictates what informa-
tion is permitted to be returned to the user. An output policy might be based on differential 
privacy, or be access-control based, or be some combination of these or other functions.

Compute System

Trusted Execution Environment (protected data is always 
encrypted) and computation isolated (cannot see other processes)

“

Encrypted Data
Repository

“
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Repository
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memory size limitations. Important-
ly, NERSC-9 and a number of other 
modern HPC centers will contain 
AMD processors that support the SEV 
TEE, and thus it is our hope that our 
results will provide some of the evi-
dence needed to justify the use of 
TEEs in scientific computing.

Looking to the Future
Although numerous commercial TEEs 
exist, no TEEs yet exist in processors 
other than CPUs, such as in GPUs and 
accelerators, although Google has in-
dicated that it plans to expand “Con-
fidential Computing” to GPUs, TPUs, 
and FPGAs.9 There are also issues with 
low-latency communication between 
TEEs, and also the cost of virtualiza-
tion, that must be addressed to enable 
HPC at scale.1 In addition, promising 
RISC-V efforts such as Keystone4 exist 
that carry both the promise of broad-
ening the scope of processors that 
contain TEEs, while also being open 
source and possible to formally verify. 
However, RISC-V based TEEs have not 
yet been developed that target scien-
tific computing. Most likely, an entire-
ly new TEE architecture tailored for 
scientific computing and data analy-
sis applications will be needed.

Output policies are another area 
that deserve investigation. While TEEs 
protect against untrusted computing 
providers, and can provide certain 
measures of protection from mali-
cious users, output policies determine 
what data is returned to the user. Dif-
ferential privacy is a particularly inter-
esting approach to providing strong 
privacy protection of data output. Dif-
ferential privacy is a statistical tech-
nique that can guarantee the bounds 
on the amount of information about a 
dataset that can be leaked to a data 
analyst as a result of a query or compu-
tation by adding “noise” and enforcing 
a “privacy budget” that bounds infor-
mation leakage. It is now a main-
stream solution, with production use 
by Apple, Google, and the U.S. Census 
Bureau, the existence of several open 
source distributions, and successful 
application to a diverse range of data 
types. However, differential privacy is 
not appropriate everywhere, and ap-
plying it is currently challenging, re-
quiring a high degree of expertise and 
effort. Thus, differential privacy is 

highly useful today, albeit in a limited 
set of situations for datasets that have 
sufficiently wide use to justify the 
time and expense required. Work is 
needed to advance the usability of dif-
ferential privacy so it can more easily 
be broadly leveraged.

Summary and Next Steps
In contrast to traditional secure en-
claves, TEEs enable sensitive data to 
be leveraged without having to trust 
system administrators and comput-
ing providers. However, while the 
application of TEEs has now been 
widely heralded in cloud environ-
ments, TEEs have not been discussed 
for use in scientific computing en-
vironments, despite the significant 
concerns frequently expressed by 
both data providers and computing 
facilities about hosting sensitive data. 
Operators of scientific computing fa-
cilities are notoriously conservative 
for good reason—they are frequently 
evaluated on the degree of utiliza-
tion and amount of uptime of the sys-
tems they run, and so the margin for 
error is low. But TEEs are here, they 
are available, and until we start mak-
ing use of them in scientific comput-
ing, data is not shared as much as it 
should or could be by leveraging TEEs 
to address the trust issues underlying 
current limits on data sharing.

What is missing is a connection to the 
particular infrastructure used in scien-
tific computing, including identity, ac-
cess, and authentication systems; re-
mote direct memory access (RDMA); 

Trusted execution 
environments 
enable sensitive 
data to be leveraged 
without having 
to trust system 
administrators 
and computing 
providers.

batch scheduling systems in HPC; HPC 
I/O subsystems; custom scientific work-
flows; highly specialized scientific in-
struments; community data reposito-
ries, and so on. Therefore what is 
needed is a conversation between pro-
cessor manufacturers, system vendors 
(for example, Cray, HPE), and scientific 
computing operators regarding en-
abling the TEE functionality already 
present in the AMD EPYC processors—
and presumably in other, future proces-
sors—into scientific computing envi-
ronments. However, the path forward is 
not solely technical. It requires the com-
munity to build infrastructure around 
TEE technology and integrate that infra-
structure into scientific computing fa-
cilities and workflows, and into the 
mind-set of operators of such facilities. 
I hope this column helps to start that 
conversation. For more on TEEs, see the 
Singh et al. article on p. 42.  —Ed. 	
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an industry-standard checklist, the 
jury could find the checklist itself to be 
deficient. That rule prevents an entire 
industry from hiding behind an obvi-
ously negligent custom.

By contrast, professionals like doc-
tors and lawyers are subject to mal-
practice claims. The relevant metric is 
the custom of the profession—not the 
ordinary reasonable person or even 
the ordinary reasonable professional. 
Under this “customary care” standard, 
the jury is restricted to evaluating 
whether the defendant complied with 

W
E  A LL KNOW what a 
professional is—or do 
we? For years, ACM 
has proclaimed that 
its members are part 

of a computing profession. But is it 
really a profession? Many people de-
scribe themselves as “professionals” 
in the colloquial sense of being paid 
to perform some specialized skill. Yet, 
only a few occupations are regarded as 
professions in the legal sense. Courts 
do not consider athletes or chefs to 
be professionals the way doctors and 
lawyers are. Likewise, courts have con-
sistently excluded software developers 
from that select group.

To understand why U.S. law does not 
recognize computing as a profession—
and whether that classification could 
be changed—calls for a fresh look at 
the law of professions. Why does the 
law distinguish professionals from 
nonprofessionals such as mechanics 
or pilots? What would happen if courts 
treated software developers like doc-
tors or lawyers? What are profession-
als’ legal duties of care and how do they 
differ from ethical codes of conduct? 
Can one bootstrap the other?

U.S. tort law draws a clear distinc-
tion between professionals and non-
professionals. When nonprofession-
als cause injury to others, they can be 
sued for ordinary negligence. Their 
conduct is compared to that of the 

“ordinary reasonable person.” For 
example, when a homebuyer sues a 
home inspector for failing to disclose 
a material defect, the jury must decide 
whether the inspector acted with rea-
sonable care. Defendants who fail that 
common-sense standard must pay 
damages for the harm they caused.

Evidence of industry custom can be 
considered, but the jury is free to over-
ride it based on the jurors’ own per-
sonal understanding of how reason-
able people are expected to behave. 
Thus, even if the inspector followed 
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In pursuit of professional status for computing professionals.
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V members should uphold “the responsi-
bilities the profession has to the larger 
society that it serves.”2

But who generated this list of pro-
fessional traits? Are we sure that for-
mal education, licensure bars, and 
codes of ethics properly distinguish 
professionals from nonprofessionals? 
After all, although countless occupa-
tions have faithfully pursued this for-
mula, courts remain reluctant to ex-
tend the professional designation 
much beyond the traditional domains 
of medicine and law.

In fact, this list of professional 
traits can be traced back to early work 
in organizational sociology. Early 20th-
century sociologists sought to identi-
fy the key traits that separated the 
“gentlemanly” professions—such as 
medicine, law, and clergy—from oth-
er, common-class occupations. That 
work produced lists of traits closely 
resembling the indicia described in 
the Hospital Computer Systems case. 
Yet, later critics condemned the trait-
based approach as being “essentially 
atheoretical”7 and suffering from sta-
tus quo bias and confirmation bias.4 
They accused earlier thinkers of 
“becom[ing] the dupe of established 
professions”6 and inventing arbitrary 
factors that serve only to lock in elitist 
class distinctions. That lock-in effect 
remains evident in the judicial case 
law today.

Is there a better way to distinguish 
professionals from nonprofessionals? 
In short, yes. The key distinction be-
tween professionals and nonprofes-
sionals is the legal substitution of “cus-
tomary care” for the ordinary 
“reasonable care” standard. That sub-
stitution is an important safeguard 
when the practice is not a precise sci-
ence but an inexact art, and thus there 
is a great need for the exercise of pro-
fessional judgment. Arguably, this 
need for professional judgment arises 
when three conditions are met: bad 
outcomes are inevitable in the prac-
tice; those bad outcomes are attribut-
able to inherent uncertainties in the 
science of the field; and the practice is 
socially vital even where bad outcomes 
are especially likely to occur.3

The first factor is important because it 
means run-of-the-mill practitioners will 
face questions of tort liability. Doctors 
and lawyers, for example, are lightning 

the profession’s internal customs and 
norms. In a medical malpractice case, 
what matters is whether the doctor 
followed practices accepted by other 
peers in the same field, not whether 
the jury feels those customary practic-
es were reasonable. Juries are not free 
to substitute their own views on how 
the professional should have acted.

Most legal scholars agree the list of 
professions includes medicine and law. 
Beyond that there is little consensus 
as to who else qualifies. A scattering of 
court decisions have allowed accoun-
tants, architects, engineers, social work-
ers, or even sports coaches. One leading 
legal authority, the Second Restatement 
of Torts, recommends extension to 
“skilled trades” such as airplane pilots, 
precision machinists, electricians, car-
penters, blacksmiths, and plumbers.a A 
more recent version, the Third Restate-
ment of Torts, argues in favor of adding 
insurance agents but not construction 
contractors.b Despite the many candi-
dates, there is still great uncertainty as 
to which occupations should be treated 
as professions, and why.

The computing industry is not on 
any of those lists. On the contrary, every 
court to consider this question has re-
fused to recognize software developers 
as professionals. The leading case is 
Hospital Computer Systems, Inc. v. Staten 
Island Hospital,c in which the court re-
cited a long list of traits that the profes-
sional possesses but that the software 
developer lacks. The judge wrote: “A 
profession is not a business. It is distin-
guished by the requirements of exten-
sive formal training and learning, ad-
mission to practice by a qualifying 
licensure, a code of ethics imposing 
standards qualitatively and extensively 
beyond those that prevail or are tolerat-
ed in the marketplace, a system for dis-
cipline of its members for violation of 
the code of ethics, a duty to subordinate 
financial reward to social responsibili-
ty, and, notably, an obligation on its 
members, even in nonprofessional 
matters, to conduct themselves as 
members of a learned, disciplined, and 
honorable occupation.”d

a	 Restatement (Second) of Torts § 299A (1965).
b	 Restatement (Third) of Torts: Liability for Eco-

nomic Harm § 4 (2020).
c	 788 F. Supp. 1351 (D.N.J. 1992).
d	 Id. at 1361.

As one leading computer law trea-
tise summarized: “Computer program-
mers commonly define themselves as 
‘professionals.’ Yet, despite the com-
plexity of the work, computer program-
ming and consultation lack the indicia 
associated with professional status.”5

At first sight, those cases seem to 
imply that meeting the professional 
indicia will provide an automatic 
pathway to professional status. If one 
accepts that premise, then it makes 
sense to push the computing industry 
to check the appropriate boxes. Thus, 
many universities have sought to for-
malize accreditation standards for 
computer science and engineering 
degrees. Some members of the com-
munity have advocated for state licen-
sure and professional exams for soft-
ware engineering.

That pursuit of professional status 
also explains why ACM approved major 
revisions to its Code of Professional 
Conduct in 1992—the same year that 
Hospital Computer Systems was decided. 
The authors who led the revisions ex-
plained that ACM was “tak[ing] a new 
direction” in order to achieve greater 
“consensus and commitment of its 
members to ethical behavior.”1 Those 
efforts, in turn, would “help persuade 
the public that professionals are de-
serving of its confidence and respect, 
and of increased social and economic 
rewards.”e With the latest revisions in 
2018, ACM has again proclaimed that 
“computing is a profession,” and that 

e	 See Anderson et al.,1 quoting Mark S. Frankel, 
Professional Codes: Why, How, and with What 
Impact? J. Bus. Ethics 8, 109 (1989).

Most legal scholars 
agree the list 
of professions 
includes medicine 
and law. Beyond 
that there is little 
consensus as to 
who else qualifies.
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cal or national regions. Moreover, who 
counts as a “member” of a profession 
can be determined on a case-by-case 
basis, just as courts have considered 
whether the medical profession should 
include dentists, nurse practitioners, 
orthopedists, and other related occupa-
tions. That heterogeneity should allay 
concerns that the practice of software 
development does not look enough 
like the practice of medicine or law. 
Customary practices for building cyber-
physical systems can and do differ from 
those for developing database systems, 
just as they do for enterprise applica-
tions versus mobile apps.

Finally, a word should be said about 
the role of ethics in governing profes-
sional conduct. For nonprofessionals, 
ethical codes of conduct have little bite 
in determining legal duties of care. If 
a jury finds one’s conduct to be unrea-
sonable, it is no defense to argue that 
one’s conduct was ethical. For profes-
sionals, however, evidence of custom-
ary practice is decisive. Accordingly, a 
code of ethics can be deeply influential 
in shaping the legal duties of profes-
sionals, as long as that code reflects 
and guides actual norms among the 
professional community.

Much of the computing community 
has assumed that a more robust com-
mitment to ethics is a prerequisite for 
legal recognition as a profession. That 
assumption is exactly backward. Pro-
fessional malpractice law is needed to 
catalyze a robust code of ethics. The 
lesson is this: the best way for ACM’s 
Code of Ethics to make a meaningful 
difference in changing software devel-
opment practices is for courts to recog-
nize software as a profession.	
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rods for tort claims because they are ex-
pected to intercede in fraught areas with 
a high likelihood of failure. Doctors are 
encouraged to treat patients who are un-
likely to survive, just as lawyers are en-
couraged to represent defendants who 
are unlikely to be acquitted. By contrast, 
barbers and cosmetologists are not ex-
pected to injure their clients in the ordi-
nary course of performing their services. 
The professional designation is unneces-
sary when one is unlikely to be sued.

The second factor gets to the heart of 
the distinction between professional 
judgment and professional expertise. 
When the science of the field is inher-
ently uncertain in light of current 
knowledge, even experts can reasonably 
disagree about the appropriate course 
of action in a particular instance. Medi-
cine and law are inexact sciences. That 
uncertainty makes it problematic to al-
low a judge or jury to second-guess the 
judgment calls that the professional 
does make. In other words, it is impor-
tant to judge a professional’s actions in 
light of the full range of choices that 
would be acceptable in the field.

This explanation also provides a 
crisp justification for why courts have 
refused—and will likely continue to re-
fuse—to extend the professional desig-
nation to skilled trades such as electri-
cians and plumbers. Although skilled 
artisans possess a high degree of spe-
cialized expertise, there is also high 
uniformity in best practices. When 
electricians cause fires or plumbers 
cause water damage, there is less un-
certainty about which safety principles 
should have been followed.

The third factor reserves the profes-
sional designation for only those activi-
ties that are truly vital to societal func-
tioning. A reduction in medical or legal 
services would diminish care for the 
neediest cases. Doctors and lawyers 
provide essential services for the com-
munity and their disappearance can be 
a crippling loss. Similar reasoning 
could be extended to other occupa-
tions such as clergy and teachers, as 
well as to firefighters, police, and other 
critical personnel. By contrast, many 
dangerous activities can be deterred or 
even prohibited without ill effect on so-
ciety. For example, tiger keepers are in-
eligible for professional status even if 
their work involves a high degree of 
risk and uncertainty.

This alternate framework offers a 
clearer, more compelling case for le-
gal recognition of software workers as 
a profession. Unlike the trait-based 
test, which rests on antiquated no-
tions of class nobility, the judgment-
based test addresses a problem of 
modern science. Despite decades of 
maturation, the practice of software 
development—like medicine and 
law—remains deeply uncertain. Any 
software system of nontrivial com-
plexity is expected to have undetected 
faults and errors despite careful de-
sign and testing practices. Yet, once 
an error is exposed, it is too easy for 
outside observers to second-guess 
one’s coding practices and character-
ize them as careless. Under the ordi-
nary “reasonable care” standard, soft-
ware liability looks essentially random 
and unpredictable. Instead, requiring 
judges and juries to use the “custom-
ary care” standard would allow soft-
ware experts to define a range of ac-
ceptable practices, as well as a 
minimum floor of competence. Ulti-
mately, the professional malpractice 
framework would improve software 
quality by offering more sensible legal 
oversight.

The professional malpractice frame-
work is a nuanced tool capable of ad-
dressing a broad range of practice 
arrangements. For example, both 
medicine and law can be performed 
by solo practitioners or large teams, 
by generalists or specialists, and in lo-

The key distinction 
between 
professionals and 
nonprofessionals 
is the legal 
substitution 
of “customary care” 
for the ordinary 
“reasonable care” 
standard.

mailto:choi.1399@osu.edu
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them understanding of significant 
principles.2 They work with games and 
puzzles that have constraints that oc-
cur in computing, and this enables stu-
dents to discover important ideas from 
computer science, such as the insight 
that an algorithm does not necessarily 
take twice as long to process twice as 
much data; or to understand concepts 
in everyday life, such as error detection 
that makes barcodes reliable to scan; 
or to grapple with the limits of what 
can be computed.

Unplugged was developed by com-
puter scientists working with young 
children to show them what computer 

C
OMPUTER SCIENCE UNPLUGGED 

(CS Unplugged, or just “Un-
plugged”) is a pedagogy 
for teaching computational 
ideas to grade-school stu-

dents without using a computer.a It 
was developed in the early 1990s as a 
necessity when working with comput-
ers in the classroom was not usually 
practical, but it still finds widespread 
adoption as a supplement to comput-
er-based lessons, even where devices 
are readily available. This appears as a 
contradiction to some (if you are teach-
ing computer science, why not spend 
as much time as possible on a com-
puter?), while for others it provides a 
chance to reduce screen time, get phys-
ical exercise, and engage with students 
in a kinesthetic way. Unfortunately, 
Unplugged can also be used to justify 
poor decisions by treating it as a com-
plete curriculum in itself—a teacher 
who does not have the time or support 
to extend themselves in new curricu-
lum content might rely on Unplugged 
as “enough,” or administrators might 
justify a lack of funding by suggesting 
that schools use Unplugged teaching 
instead of buying devices.

The Unplugged approach is widely 
used, mentioned in dozens of research 
papers about CS education, has been 
translated into many languages, and is 
widely used in teacher professional de-
velopment.1 A number of studies have 

a	 See http://www.csunplugged.org for examples 
of activities, including videos of it in action.

reported positively on its use. And yet 
there are those who have raised con-
cerns about teaching computer sci-
ence without computers (for example, 
Stager and Martinez7) since it appears 
antithetical to learning programming.

So why does it work for some, and 
not for others?

The Intention of CS Unplugged
Unplugged is based on a constructiv-
ist approach: students construct their 
own knowledge by engaging with 
computational challenges based on 
concisely described rules, where the 
process of solving the challenge gives 

Education 
CS Unplugged or 
Coding Classes? 
Perhaps a more appropriate question is ‘Why not both’?

• Mark Guzdial, Column Editor 
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tent programmers to address a labor 
shortage, but there are deeper social 
goals at play that must be considered if 
we want to avoid focussing on a subset 
of students.

Not just knowledge and skills. We 
must address the lack of diversity in 
the computing industry, and to do 
this it is important to find gateways to 
spark the interest of those who might 
not otherwise see themselves in this 
role. Plutarch noted that “education is 
not the filling of a pail, but the lighting 
of a fire”—teaching should go beyond 
knowledge and skills, and needs to val-
ue qualities like self-efficacy.6

How best to “light a fire” for stu-
dents depends on the context. An ex-
ample of this is discussed in Guzdial’s 
recent article,4 where a curriculum 
that is light on programming and in-
cludes Unplugged teaching increased 
participation in advanced CS courses 
for underrepresented students.

scientists are passionate about. It fo-
cussed on getting students to experi-
ence the kind of thinking that com-
puter scientists engage in, such as 
solving graph problems, working with 
digital representations, and grappling 
with computational complexity. Later, 
the phrase “thinking like a computer 
scientist”8 would turn up as a descrip-
tion of computational thinking (CT), 
and hence Unplugged activities reso-
nated with movements to introduce 
CT in schools.

As CT has become part of formal 
curricula, and devices are readily avail-
able in many schools, students now 
have the opportunity to engage with 
computer programming. Unplugged 
never sought to replace computer pro-
gramming, but to provide impactful ex-
periences with computer science with-
out depending on programming. I am 
a strong advocate of students engaging 
with programming, as the experience 
of using thought to create something 
out of nothing can be life-changing for 
some students. However, we should 
not assume access to devices is the only 
barrier to learning programming, and 
it has emerged that using Unplugged 
activities with programming can im-
prove students’ self-efficacy and en-
gage a more diverse audience.

A turning point was a study by Her-
mans and Aivaloglou,5 who worked 
with two groups of students: one group 
spent four out of 10 weeks doing Un-
plugged activities before learning pro-
gramming, and the other group spent 
the entire 10 weeks on programming. 
Between the groups they found “no dif-
ference in performance on the under-
standing of programming concepts. 
However, the unplugged first group 
shows more self-efficacy and ... a wider 
vocabulary [of commands].” Here, Un-
plugged activities seemed to act as a 
catalyst when combined with program-
ming to bring about a better result.

To encourage this link, the CS Un-
plugged site now includes a “plugging 
it in” section that explicitly links Un-
plugged activities to programming, 
rather than leaving it for teachers to 
make the connection.

Goals of Introducing  
CS to Younger Learners
Sometimes CS education in schools is 
seen primarily as developing compe-
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Examples of Computer Science Unplugged 
activities: 

(a) � A student using cards to engage 
with how data can be represented 
using binary digits.

(b) � Confusing arithmetic in a programming 
environment that can be explained by 
the binary card activity.

(c) � An outdoor activity where students 
experience the power of using simple “if” 
statements to sort values into order.
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yet it has emerged as a useful tool as 
part of the many approaches available 
for engaging a variety of students in 
computer science. A combination of 
approaches is needed if we wish to en-
gage a diverse range of students, and 
we must support teachers to adopt 
an appropriate selection of teaching 
methods. We also must be aware they 
are working in highly constrained en-
vironments. Computing professionals 
who have the opportunity to interact 
with teachers can often become fo-
cussed on one particular aspect that 
they personally find engaging, but we 
need to be aware of the range of tools 
to choose from and think about what 
will work in each teacher’s context.

Unplugged can be understood as a 
catalyst that supports learning to pro-
gram. While sometimes learning of-
fline is a necessity because of resource 
constraints, even if these did not exist 
it is emerging that Unplugged can be 
used to improve self-efficacy in students 
without increasing teaching time or de-
creasing programming skills.	
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Not everyone has access. In many 
countries students have the privilege of 
ready access to devices for education, 
but not all have enough access to de-
velop programming skills well. Some-
times the issue is economic—some 
schools simply do not have comput-
ers—but the reason may also be philo-
sophical (for example, Waldorf schools 
discourage the use of computers at low-
er grade levels) or legal (for example, in 
many jurisdictions, prison inmates are 
not allowed access to computersb).

CS is more than programming. 
There is more to CS than just cutting 
code. We do not write programs for 
computers, we write them for people. 
This means we need to develop a cul-
ture of knowing how to make programs 
respond quickly, have interfaces that 
take account of the user, and treat data 
with respect. Stepping back from the 
computer provides a chance to think 
about how to address these issues, 
rather than rushing in to write a pro-
gram, only to find that it seems to take 
forever to finish a computation.

Why Does Unplugged Work 
for Some and Not Others?
Some people hold strong ideas about 
a range of aspects of teaching com-
puter science, and these are partially 
explained because individuals can be-
come very focused on how a particu-
lar approach has worked in a specific 
context. Teachers can develop extreme 
views: some are very experienced and 
risk overwhelming students with their 
aspirations, while others are fearful of 
teaching topics that they have no expe-
rience in, and revert to the familiar.

Context is important. Busuttil and 
Formosa3 found students were more 
engaged using Unplugged in a gym 
than in a computer lab, which reflects 
my experience—any non-computer ac-
tivity in a lab may seem like a wasted 
opportunity to access (possibly limit-
ed) computing resources, and students 
can tune out. It is also important to 
take account of the learners’ values, ex-
perience and expectations, which can 
vary considerably!

CS Unplugged is not a curriculum. 
Unplugged is sometimes treated as a 
curriculum (without connecting it to 
computers) rather than a pedagogy. In-

b	 For example, see https://learnlevel.org/

deed, interventions that attempted to 
use CS Unplugged as a self-contained 
curriculum instead of weaving it into 
an existing one have been found to be 
ineffective. Sometimes it may be nec-
essary to teach regular classes without 
computers, but in a well resourced 
education environment the CS Un-
plugged activities are intended to be 
used in conjunction with conventional 
programming lessons—and any other 
effective tools for teaching CS.

Teachers need support. We must 
acknowledge that as new CS content 
is introduced to school curricula, in 
many countries there is limited time 
for teachers to get up to speed. An un-
derinvestment in teachers forces them 
to either invest their own time (which 
they may not have the luxury of being 
able to donate), or else they quite un-
derstandably may latch onto the first 
ideas that make sense to them, and 
make do with that. Developing self-ef-
ficacy in students is the goal, but teach-
ers themselves need to be supported to 
develop their own self-efficacy in this 
discipline so that they can teach with 
confidence and competence!

Conclusion
Working out how to teach CS is not 
simple, and it is not surprising we see 
different outcomes as a particular tool 
is used in different contexts, and with 
varying support for the teachers us-
ing it. When Unplugged was created 
30 years ago it was designed for quite 
a different context to the curricula 
now appearing around the world, and 

Unplugged was 
developed by 
computer scientists 
working with 
young children to 
show them what 
computer scientists 
are passionate 
about.
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power plays no role, but by creating 
and sustaining countervailing powers. 
Simultaneously, law is about coordi-
nating human interaction, making 
sure that governments treat their citi-
zens with equal respect and concern,5 
thus providing for legal certainty and 
justice. That is why it is imperative that 
nobody is above the law.

This also goes for the architects of 
our computational environments, 
who increasingly design and engineer 

S
OME  PE OPLE THINK they are 
above the law. In a consti-
tutional democracy this 
cannot be the case. Nei-
ther the head of state nor 

the doctor or the police are above the 
law. They should all be enabled to do 
their work, but we do not buy the 
claim that they could act as they wish. 
In 18th century Europe we replaced 
the authoritarian rule by law with a 
rule of law, to mitigate uninhibited 
power, and to ensure that those in 
power can be held to account in a 
court of law. Whereas rule by law is 
rule by persons (law as an instrument 
of control), rule of law implies a divi-
sion of powers where those who enact 
the rules do not get the last word on 
their interpretation.13

This also refers to the difference 
between law and ethics. Replacing 
rule by law with rule of law means we 
do not want to depend on the ethical 
inclinations of those who rule us. In-
stead, we can send them home if we 
don’t agree with the rules they im-
pose (democracy) and we can contest 
their interpretation of those rules in 
court (rule of law). As a thought ex-
periment I ask the reader how this 
would apply to the rules computing 
systems impose: Can we send home 
the developers (and/or those who im-
plement these systems to gain a prof-
it or to engage in public administra-

tion)? Can we contest their rules in a 
court of law when they impact our 
choice architecture?

Law and the rule of law have been 
implemented by way of intricate checks 
and balances that safeguard the con-
testability of legally relevant decision 
making, thus preparing the ground for 
robust, legitimate, and binding deci-
sions. This is how we create and sus-
tain societal trust: not by cherishing 
the illusion of an ideal world where 

Viewpoint 
Understanding Law  
and the Rule of Law: A Plea  
to Augment CS Curricula
Why law matters for computer scientists and other folk.
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V crucial to sustain the open texture of 
human language while still ensuring 
closure.6,7 The beauty of ‘natural’ 
language is that it simultaneously 
opens a space for multiple interpre-
tations of the same word, sentence, 
paragraph, or larger text body, and 
provides the means for the closure 
that is necessary to achieve mutual 
understanding.

This closure, however, is never final 
as it can always be called into ques-
tion, for instance, by using language 
in a different manner, by connecting 
terms with previously unconnected 
terms or by creating references to 
new events or situations. The latter is 
interesting, because human lan-
guage not only refers to objects such 
as chairs and tables, bridges and 
highways, but also to objects such as 
‘marriage’, ‘religion’, or ‘economic 
markets’ that are neither given nor 
tangible in the way that, for example, 
rivers and canals are. Those objects 
are the result of performative speech 
acts that ‘do what they say.’1,10 When 
a civil servant declares a couple hus-
band and wife, they are not describ-
ing a situation but calling it into exis-
tence, with all the (legal) consequences 
this entails.9

This type of performative speech 
act abounds in the law, where lawyers 
are trained to determine what factual 
circumstances ‘count as’ a specific le-
gal fact, and subsequently, to deter-
mine the specific legal effects of the 
relevant legal fact. To achieve such de-
terminations, a lawyer will first inves-
tigate under what jurisdiction the 
problem falls.

Jurisdiction
For instance, a lawyer may have to de-
termine whether a specific action 
‘counts’ as ‘unfair’, meaning that they 
have to elicit the relevant legal condi-
tions and check whether they apply, 
based on the relevant facts. The legal 
requirement of ‘fairness’ returns in 
many different jurisdictions and is 
part of many different legal domains 
(decisions of public administration 
must be fair, punishment must be 
fair, compensation for breach of con-
tract must be fair, recruitment of em-
ployees must be fair). Lawyers are ac-
customed to the fact that fairness is 
not a predefined notion and has dif-

the space we inhabit. Computer sci-
entists, Web developers, roboticists, 
and software engineers must under-
stand both when and how the law ap-
plies to them, and insofar as they de-
v e l o p  m o d u l e s ,  s y s t e m s  o r 
applications for specific use cases, 
they should be sensitized about how 
and when the law may apply. This 
goes for issues of privacy and data 
protection, cybercrime, intellectual 
property rights and private law liabil-
ity (for example, tort), but also for is-
sues of jurisdiction (what law applies) 
and international law (how national 
legal systems interact at the global 
level). It goes even more for the idea 
of the rule of law that should inform 
our understanding of the law.

Based on many years of teaching 
law to master’s students of computer 
science,8 I have come to believe that 
by teaching them about law I am not 
only helping them to comply with cur-
rent law, but also offering them a 
unique opportunity to engage with 
the foundations and implications of 
their own ‘trade’ (precisely because 
computing systems also produce 
rules that affect human behavior).

I have noticed students’ intuitive 
understanding of complexity (devel-
oped while studying the behavior of 
computing systems) provides them 
with unique analytical skills that are 
surprisingly relevant for the study of 
law and the rule of law. Obviously, 
computer scientists are more aware 
of the limitations of formalized sys-
tems than others, making them open 
to what law has on offer as a complex, 
multidimensional, adaptive operat-
ing system.

In this Viewpoint I hope to explain 
why law and computer science have 
much in common, as well as much to 
learn from each other. Basically, I will 
argue that an introduction to law and 
to the rule of law should be integrated 
into the curriculum of computer sci-
ence, considering the huge impact of 
computational systems on our shared 
world.

Legal Research  
and Computer Science
Computer science is about the design 
and behavior of computing systems, 
including their verification, grounded 
in mathematics, information theory, 

statistics, electrical engineering and 
often including the study of computa-
tional game theory, complexity theo-
ry, and cognitive theory, as well as cy-
bernetics, the theory of programming 
languages, and much more. Hopeful-
ly it is also about the falsification of 
testable theory that contributes to sci-
entific research.11

Legal research is about the inter-
pretation and development of posi-
tive law; that is, the architecture of 
binding legal norms that define a spe-
cific jurisdiction, thus ensuring alter-
native interpretations can be argued, 
and safeguarding the integrity of law 
and the rule of law.5,8

Computer science concerns code 
that decides the behavior of a system, 
depending on specified inputs; legal 
research concerns a specific type of 
norms that decide what legal effect 
follows when certain conditions ap-
ply. Legal norms can be both written 
or unwritten, but in both cases they 
are expressed in natural language. 
Law is text-driven. Computing sys-
tems are code- (and possibly data-) 
driven.

Law and Computing Systems
This is where things become interest-
ing. For computing systems it is cru-
cial to remove ambiguity, for law it is 
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politicians may observe that once an 
envy-free division has been realized, 
the incentive to enlarge the cake 
could be lost—diminishing the appe-
tite for innovation. Finally, the as-
sumption that envy rules the world is 
simply one way of framing the prob-
lem. The assumption is utilitarian 
(preference based), and grounded in a 
particular kind of methodological in-
dividualism that may not hold. Utili-
tarianism does not necessarily pro-
vide for the best way of understanding 
the notion of a fair division (and fair-
ness is not per se about division). Law 
is pragmatic and refrains from deter-
mining what is ‘fair’ in any universally 
valid sense, limiting itself to the ques-
tion whether a given state of affairs 
should be qualified as ‘unfair’, de-
pending on the relevant jurisdiction.

The latter refers to the fact that the 
legislature and the courts of a particu-
lar state or supranational organiza-
tion determine what counts as unfair 
within that jurisdiction. What counts 
as unfair also depends on the legal do-
main (criminal law is about desert, 

ferent meanings, depending on the 
legal domain and the case at hand. 
Deciding its meaning requires them 
to answer a series of very specific 
questions, such as ‘fair compared to 
what’ (what type of cases should be 
considered the point of reference), 
‘fair compared to whom?’ (which oth-
ers should be treated equally), and 
‘fair in respect of what?’ (of a private 
or a public interest). The answers to 
those questions will have legal effect, 
they are not part of a thought experi-
ment or a model building exercise. 
They will affect real people in the 
real world, depending on the rele-
vant jurisdiction.

Take, for instance, the judgment of 
the Court of Justice of the European 
Union (CJEU),a which concerned uni-
sex rules on insurance premiums and 
benefits, and was based on the legal 
prohibition to use ‘sex as an actuarial 
factor’. This legal prohibition meant 
that such usage ‘must not result in 
differences in premiums and benefits 
for insured individuals’: even though 
the driving behaviors of men was sta-
tistically more risky, the Court con-
cluded the insurance company was 
not allowed to charge men a higher 
premium. Considering the fact that 
many other factors may function as a 
proxy for ‘sex’, this case is highly rele-
vant for risk assessments based on 
machine learning. The decision, 
however, is only applicable within 
the jurisdiction of the EU. We are not 
in the realm of universal rules on 
fairness, which actually do not ‘exist’ 
in the real world. Neither in ethics 
(where disagreement abounds), nor 
in law (whose validity is restricted to a 
particular jurisdiction).

Other than the envy-free cake cut-
ting algorithm, discussed in a previ-
ous issue of Communications, lawyers 
cannot abstract from real life implica-
tions based on invalid assumptions. 
For instance, we cannot assume agent 1 
will be able to find a division with 
equally preferred slices of cake, nor 
can we assume that agent 2 would 
not have preferred another initial 
division (noting that many different 
initial divisions are possible). On 
top of that lawyers, economists and 

a	 CJEU, 1 March 2011, Case C 236/09 (Test-Ach-
ats), at 30.
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empower and protect human agency 
as well as societal trust.

It is pivotal that computer scien-
tists come to grips with the architec-
ture, the multidimensionality, and 
the constitutive force of law. Design-
ing computational systems ‘to do 
good’ is not enough. The end users of 
those systems should not be depen-
dent on the ethical inclinations of in-
dividual developers, when confronted 
with an environment that is soaked in 
computational infrastructure. Before 
engaging with the ethical implica-
tions of such infrastructure, comput-
er scientists must urgently be trained 
in both the theoretical underpinnings 
and the practical affordances of both 
law and the rule of law.	
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prevention, deterrence; private law is 
about compensation, autonomy, 
property; administrative law is about 
the public interest), and on the partic-
ular circumstances of the case at 
hand. There is no algorithm for decid-
ing what counts as fair, it requires 
judgment rather than calculation. An 
algorithm would forever lag behind 
what is relevant, trained on historical 
data or framed by code written on the 
basis of previous events. The situated 
nature of (un)fairness implies that 
lawyers are familiar with many of the 
issues that ‘fair computing’ struggles 
with, they are used to the fact that de-
ciding the meaning of (un)fairness is 
an act of interpretation rather than 
the outcome of a calculation.

However, lawyers could learn lots 
about their own blind spots by taking 
note of the myriad interpretations of 
fairness that have been detected by 
machine learning experts,3 while the 
latter could learn lots about the myri-
ad considerations that lawyers take 
into account when determining what 
‘counts as’ (un)fair. Legislation and 
case law provide for an especially rich 
resource of granular decisions of the 
meaning of ‘unfair’ or ‘fair’. Those de-
cisions have force of law within a spe-
cific jurisdiction, which may be na-
tional but also international (for 
example, human rights treaties). This 
highlights the fact that concepts such 
as fairness do not lend themselves to 
universal interpretation, as a comput-
er scientist may be tempted to believe. 
Law, instead, takes into account the 
history, values, and cultural back-
ground that grounds a jurisdiction. 
Simultaneously, even at the level of 
transnational jurisdiction, there are 
limits to what qualifies as fairness. 
Taking cultural settings into account 
does not mean that anything goes. 
This suggests a family resemblance 
between different interpretations 
rather than a set of necessary and/or 
sufficient conditions.

If You Cannot Disobey  
a Law, It Cannot Be Law
In the meantime, the fact that law 
can be disobeyed is often presented 
as a drawback. This is, however, not 
a bug but a feature. The law appeals 
to the agency of those under its ju-
risdiction, it does not self-execute or 

twist their arm. In the latter case, we 
would not speak of law but rather of 
administration, discipline, or brute 
force.4 Clearly, those who disobey the 
law may find themselves up against 
law enforcement: they may have to 
pay damages, or fines, or they may 
even be punished. This is where law 
differs from ethics. Following the 
law is not a matter of individual pref-
erence or personal taste: nobody is 
above the law. Nevertheless, in a con-
stitutional democracy, law enforce-
ment leaves room for contestation 
(due process, a fair trial), treating 
those under its rule as agents ca-
pable of giving reasons for their ac-
tions, thus respecting their dignity.12

The Binding Force  
of Law, Code, and Ethics
Defining law is like nailing a pud-
ding to the wall, legal historian Uwe 
Wesel once wrote.14 The same goes 
for all human institutions, such as 
‘marriage’, ‘universities’, ‘corpora-
tions’, ‘religion’, or ‘economy’, ‘ar-
tificial intelligence’, and even ‘com-
puter science’. This, again, is not 
a bug but a feature, as it enables us 
to navigate our shared institutional 
world in a reasonably smooth way—
institutions are adaptive without be-
ing altogether undefined (one could 
say they are underdetermined). What 
differentiates law from ethics is nei-
ther brute enforcement nor mecha-
nistic application of rules that speak 
for themselves, but a complex web 
of binding norms, enforceable deci-
sions and dedicated institutions that 

It is pivotal  
that computer 
scientists come to 
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architecture, the  
multidimensionality 
and the constitutive 
force of law.
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small tasks that it encompasses. You 
can break your day down into small 
events or tasks, and take a mental note 
about whether or not you enjoyed each 
one. For example, a software engineer 
might realize they enjoy working pub-
licly on open source on GitHub, and 
writing documentation, but are not so 
keen on reanswering the same ques-
tions on a private user forum. Figur-
ing this out would help the software 
engineer to push for projects and re-
sponsibilities that are better catered to 
their interests. If you cannot identify 
any items, or if all the items identified 
are considered negative experiences, 
then it is time to look more critically at 
your role. There is no list of best prac-

A
T FACE  VALUE,  when we 
think of developer pro-
ductivity we might think 
of effectiveness in time 
management, communi-

cation, and task completion.14 Al-
though we are drawn to personal 
workflow or time management tools, 
and learning secrets to improving our 
productivity, ironically this quest for 
the holy grail can sometimes take us 
off course and be a detriment to our 
productivity. The problem is that ac-
complishing tasks or having a filled up 
schedule does not necessarily equate 
to productivity. Creating a formulaic 
working strategy, as was common in 
the last century, does not either.a,8,13 
Productivity is less a quality that can 
be easily measured,b controlled, or im-
proved directly with tools, but instead 
is a human element that manifests 
from developer happiness.

This Viewpoint is intended for re-
mote software engineers who are fac-
ing new challenges to thinking about 
routine, responsibility, and goal set-
ting. As a developer of scientific soft-
ware, and one who has transitioned 
to working remotely before any stay 
at home orders,24 I have slowly 
learned to optimize my own produc-
tivity by focusing exclusively on well-
being. In this Viewpoint, I summarize 
what I have learned.

a	 The Scrum Guide. Scrum.org (2020): https://bit.
ly/3ePRiT6

b	 The myth of developer productivity; https://
bit.ly/3m3uvF7

Best Practices
1.	 Work on Things You Care About. It 
goes without saying that a core ingre-
dient to happiness, and thus produc-
tivity, is working on projects or soft-
ware that you care about.31 In fact, this 
has been experimentally shown: hap-
pier workers are more productive, and 
lower happiness associated with ad-
verse life events is a detriment to pro-
ductivity.7,28 Thus, we might step back 
to say that before we discuss any best 
practice criteria, you should enjoy the 
practices of software engineering, or 
participation in a community, enough 
to warrant having it a part of your daily 
life. If you are not sure if you are in the 
right role, then assess it based on the 
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V space. If you find yourself distracted by 
anything, you might consider changing 
your environment. Habitual repetition 
by way of thinking about your environ-
ment or making explicit choices can 
lead to the establishment of longer-
term habits.25 The more that you are 
able to repeat a behavior in a specific 
environment, the more likely it is to be-
come effortless.12 For example, if you 
immensely enjoy browsing the Internet 
for pleasure, you might teach yourself 
to look forward to this activity after din-
ner, and choose to browse at a different 
location with a different device to not 
associate either with work. If you are 
the kind of person who enjoys the rou-
tine of working in a coffee shop, you 
might try to emulate this experience at 
home by creating several different 
working spots, and taking a walk in the 
middle of the day to mimic moving be-
tween them. In the case of a maladap-
tive habit you want to get rid of, you 
might consider changing your environ-
ment.37 For example, if you typically 
work alone and you do not like it, you 
might consider trying an environment 
with more regular interactions with an-
other person. If you do not feel produc-
tive, you might consider testing a differ-
ent working location, morning ritual, 
or lunch or exercise routine. An impor-
tant aspect of this routine is creating a 
clear separation between times when 
you are working, and times when you 
are not. This is especially challenging 
and important for working at home, be-
cause any routine of going to and from 
work is gone, and home becomes two 
in the same. Finally, a routine that in-
cludes more than work, meaning ac-
tivities that are for your personal well-
being (exercise, time with family, 
relaxation), are essential to consider. 
The remarkable features of a healthy 
routine and environment are that they 
work so well that you do not notice 
them.

5.	 Take Responsibility for Your 
Work. If you are in a role that provides 
user-support, work on a team, or other-
wise have a list of tasks set out for you, 
there is a tendency to be passive. While 
you might check off items from a to-do 
list on a daily basis, this does not neces-
sarily indicate that you have taken own-
ership or responsibility for your work. 
Having this ownership can be a driving 
factor for caring more about your work, 

tices that you could reasonably follow 
to make you happy if you are not in the 
right line of work to begin with. If this 
is true for you, you will have a difficult 
time being regularly productive.

2.	 Define Goals for Yourself. As soft-
ware engineers, it is sometimes the 
case that we don’t have a career lad-
der.21 Many of us might not sit within 
established groups where we have a 
manager who is aware of supporting 
our personal and professional develop-
ment and growth. This can be prob-
lematic because goal setting can gener-
ally have a positive effect on 
performance.35 Under these circum-
stances, and especially in the present 
moment when we are more discon-
nected from our teams, we have to take 
our personal and professional develop-
ment into our own hands. This means 
thinking about the kind of work that 
you want to do, or more generally, the 
goals you want to accomplish in the 
short and long term. For example, if 
you program a lot, your goal might be 
to learn a new language that would be 
useful to know. If you are feeling dis-
connected, your goal might be to pur-
sue interacting with a small set of new 
communities, or creating structure 
into your schedule for discussing proj-
ects or work with colleagues. If you are 
involved with research, your goal might 
be to submit or publish a paper. Short-
er-term goals might be in the context of 
a week or month. You might want to 
solve a particular challenge, add a fea-
ture to your software, or write up an 
idea you have. Having these goals is im-
portant for your productivity because 
you can better understand how your 
work fits into the overall story of you, as 
a software engineer. If you share your 
goals with your colleagues or supervi-
sor, they might learn they are impor-
tant to you, and be interested to sup-
port you or otherwise keep an eye out 
for you.

3.	 Define Productivity for Yourself. 
If we were in a role that explicitly pro-
duced some kind of output (for exam-
ple, a farmer might grow corn) then we 
might easily measure and define pro-
ductivityc as these units of output. 
However, in context of a rich role that 
involves not just writing code but also 

c	 Definition of productivity—see https://bit.
ly/38M7HEc

interacting with people and ideas, this 
simple representation does not work 
very well. While we could define pro-
ductivity based on lines of code or de-
veloper outputs,26 this definition fails 
to capture individual differences. 
There is huge variance in software en-
gineering work, and it would be a 
daunting task to quantify or qualify 
what productivity or happiness means 
globally. However, even though we lack 
definition, we still are cognizant of 
what a productive day feels like. Al-
though there are arguably different 
kinds of happiness,5 we do not need to 
have a holistic definition to know if we 
feel good at the end of a day. A produc-
tive day is one that you finish and feel 
satisfaction that your work was mean-
ingful. Thus, it follows that we might 
be able to define productivity for our-
selves by assessing our daily tasks 
and deciding if they contribute to that 
feeling of satisfaction. A software en-
gineer might create a physical list, 
and add items to it whenever some-
thing feels done or accomplished. 
These items can either be items of 
work that are mention-worthy, or soft-
er goals like fostering a collaboration 
or growing a community. This list can 
be hugely useful for deriving a better 
understanding of yourself, and what 
makes you happy or productive. Al-
though happiness and productivity are 
not exactly the same thing, they seem 
to be intimately related.17

4.	 Establish Routine and Environ-
ment. Small details about your working 
environment, or lack of a routine, can 
hugely throw off your workday, and 
thus your productivity. You should gen-
erally pay attention to the lighting, 
noise level, and comfort of a work 

It goes without saying 
that a core ingredient 
to happiness,  
and thus productivity, 
is working on projects 
or software that  
you care about.
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you might see if anyone would be inter-
ested in having a virtual coffee a few 
times a month, or a virtual “happy hour” 
to involve others. The choice of group is 
up to you. While it is reasonable to con-
sider your colleagues at work, what you 
are missing might be connection to 
friends or family, and so a regularly 
scheduled family meeting or even meet-
ing online to play a game could be a regu-
lar event. In the context of work, you can 
also use the trick of sharing your work to 
pursue human connection. If you share 
progress on your projects on social me-
dia or Slack, it likely will open lines of 
communication with others interested 
in your work. Whatever your strategy, by 
changing your environment you can feel 
less lonely.38 As a remote worker you 
might live in isolation, but you do not 
need to work in it.

7.	 Practice Empathetic Review. 
Software engineering requires a lot of 
technical communication. Whether 
you are having discussion in a chat win-
dow, on video, or a code review, you are 
undoubtedly going to encounter a lot 
of different kinds of people, all with 
different expectations and incentive 
structures. Empathy is essential. Com-
munication can lead to good productiv-
ity,2,27 and having good productivity can 
further make you a better, less adver-
sarial communicator.19 For example, if 
you encounter a maintainer of a reposi-
tory seeming curt or mean, you might 
consider the responsibility on their 
shoulders to maintain the software, the 
number of other issues or pull requests 
they need to review, and that they are 
working in free time. The maintainer 
is likely to be in a stressful role. You 
might also consider cultural differenc-
es in communication—it could be that 

and thus your productivity.30 It is a chal-
lenging but important skill to learn 
how to independently recognize and 
address challenges in your community 
or space. For example, a challenge 
might be anything from a small annoy-
ance that your group faces on a regular 
basis, to a significant computational 
problem. The more capable you are of  
deciding something is important to do, 
creating a plan to do it, and executing 
that plan, the more you can establish 
independence, learn new skills, and 
feel you have ownership over your work. 
If you share your ideas or projects with 
your supervisor or team, they will also 
see these positive qualities in you, and 
this can help to establish trust, which is 
hugely important in a remote working 
environment. In fact, participation in 
organizational decisions can give a 
sense of psychological ownership that 
also improves general well-being.20 
Taking ownership on both of these lev-
els, in that it establishes trust, can help 
to solidify how your team thinks about 
and consequently treats you. Your su-
pervisor should not require tracking 
software to keep abreast of your every 
move because they have confidence 
and trust in you.

6.	 Take Responsibility for Human 
Connection. When newly remote, it is 
common to place the burden of connec-
tion on your team. If your team is not re-
mote first,11 it is even more unlikely that 
there are established protocols and best 
practices for how to make you feel in-
cluded and happy. Many of us learn this 
the hard way right at the offset of going 
remote. If we become disconnected 
from our immediate or even open 
source communities, it can feel terribly 
lonely and have direct impact on our 
well-being.9,34 In fact, social-isolation or 
exhaustion alone can trigger this same 
loneliness.32 In this situation, it is im-
portant to identify that there is a prob-
lem, namely lack of human connection, 
and figure out the kinds of human con-
nection that are meaningful to you. You 
might first find comfort in the fact that 
feeling lonely is more common than 
you might think.36 You might then seek 
out human connection. Seeking human 
connection means attending virtual 
workshops, conference calls, or looking 
around for regular meetings that you 
could participate in. If you are looking 
for more one-on-one human interaction, 
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10.	 Choose Correct Communica-
tion Channels. When working remote-
ly, there are many ways to communi-
cate with others. In that people have 
different working environments and 
schedules, ideally the communication 
is asynchronous, meaning that you use 
messaging services like Slack, or issue 
boards on version control services like 
GitHub.f However, you should be care-
ful to choose the method based on the 
needs of the communication.g Discus-
sion that should be open and linked to 
code would be better on GitHub issues 
or Gitterh than Slack. A discussion that 
moves into a document might first do 
really well using a collaborative docu-
ment tool like Google Docs, but after 
some hardening you might want to 
move it into version control. Some-
times a quick call is more efficient than 
trying to write out a verbose email.1 The 
important detail is that, whether you 
choose a video call, an email, or a Slack 
message, your choice of channel is ap-
propriate for the needs of the problem 
that needs to be discussed, the degree 
to which the communication should 
be transparent and open, and your own 
level of comfort.23,29 If you are less com-
fortable with video or voice chat, you 
might section off specific time slots or 
days for it to make it a predictable part 
of your routine.

Discussion
I have summarized 10 suggested best 
practices to optimize remote developer 
happiness, and thus remote developer 
productivity:

	˲ Work on things that you care about;
	˲ Define goals for yourself;
	˲ Define productivity for yourself;
	˲ Establish routine and environment;
	˲ Take responsibility for your work;
	˲ Take responsibility for human 

connection;
	˲ Practice empathetic review;
	˲ Have self-compassion;
	˲ Learn to say yes, no, and not any-

more; and
	˲ Choose correct communication 

channels
I can personally attest that by discov-

ering and subsequently following these 

f	 Build software better, together.
g	 Journal of Knowledge Management Practice. 

(Oct. 2001); https://bit.ly/30UB56O
h	 Gitter; https://gitter.im/

a succinct response is more common 
in their community or culture. When 
you take these factors into account, a 
response that you might have reacted 
with that is defensive, confrontational, 
or otherwise aggressive, might be ad-
justed to have kindness, and further, 
be productive by asking how you might 
help. Arguably, the quality of commu-
nication on the level of an organiza-
tion comes down to the quality of the 
individuals’ communication within it. 
Better communication leads to posi-
tive outcomes that range from address-
ing an issue to solving a problem, or 
simply feeling involved with decision 
making.15 No interaction is too small 
to practice good communication. Prac-
ticing empathetic development means 
introducing yourself, describing the 
issue or change clearly, and making it 
easy for the other party to reproduce. By 
setting an example, you will not only in-
fluence the others involved in the work 
at hand, but also set an example for the 
immediate community and larger com-
munity of software engineers.

8.	 Have Self-Compassion. You can 
do your best to define personal goals, 
establish routine, and do meaningful 
work that feels productive, but this does 
not always mean that you finish the day 
and feel that you were successful. This 
is where self-compassiond and mind-
fulness4 are important, as they have 
been shown to have positive impact 
on mental health and well-being.3 Self-
compassion can broadly be defined as 
being mindful and forgiving to your-
self.16 Having self-compassion means 
looking back on the experience of a 
day, and not egging yourself for every-
thing that was not perfect. It is just a 
given that every day will not feel pro-
ductive. You might try new routines 
that do not work for you. Instead of 
thinking negatively, you might con-
sider that establishing your routine, or 
figuring out a hard problem, is a work 
in progress, and there is no real state 
of failure because you wake up and try 
again. I have found that it helps to try 
to imagine myself as another person. 
If someone else approached me with 
the same experiences and negative 
thoughts, how would I comfort them? 
It is very likely that I would react with 

d	 The Five Myths of Self-Compassion; https://
bit.ly/3bVDepm

compassion, and that is the same 
compassion that I must find for my-
self. If the source of criticism comes 
from an external source, although 
you cannot control other people, you 
can choose to respond thoughtfully, 
with kindness, and try to find humor 
in the situation. However, obviously 
if someone is in violation of some 
code of conduct, you should report 
it, and not absorb it quietly. Thus, 
self-compassion also means know-
ing when to stand up for yourself 
and say something. This advice is 
especially pertinent for women and 
other minorities in the work force 
who might experience subtle in-
equality or microaggressions.e

9.	 Learn to Say Yes, No, and Not 
Anymore. As a software engineer, en-
gaging with projects can be akin to go-
ing to a candy store. Each one offers a 
rich set of problems to work on, peo-
ple to work with, and new languages 
or technologies to learn. You might be 
someone who very easily says “yes” to 
contributing to a project, or generally 
providing help.10 While this is a really 
great way to grow as a developer and 
person, there is also a time to say no: 
when you do not have the bandwidth, 
do not share the vision of the project, 
or otherwise have a gut feeling telling 
you to do so.13 It is also okay to say “yes” 
but then scope your contribution to an 
amount that you have time for. Final-
ly, what if you originally say “yes” and 
then change your mind? This is okay 
too. To maximize your productivity, 
maintaining awareness about what is 
on your plate, and when it is time to 
ramp up or taper down engagement is 
essential for focusing on the projects 
that are most valuable and important 
to you or your community.18

e	 Almost two thirds of women face everyday sex-
ism and racism at work; https://bit.ly/3eOB64l

As a remote worker 
you might live in 
isolation, but you do 
not need to work in it.

https://bit.ly/30UB56O
https://gitter.im/
https://bit.ly/3bVDepm
https://bit.ly/3eOB64l
https://bit.ly/3bVDepm


36    COMMUNICATIONS OF THE ACM   |   MAY 2021  |   VOL.  64  |   NO.  5

viewpoints

14.	 Hakes, T. How to Measure Developer Productivity. 
(2019); https://bit.ly/3qWH5q8

15.	 Hellweg, S.A. and Phillips, S.L. Communication and 
productivity in organizations. Public Productivity 
Review 6, 4 (1982), 276–288.

16.	 Igic, I. et al. Daily Self-Compassion during work: A 
daily diary study. (2017).

17.	 Irwin, P. Knowmail. (Jan. 2018).
18.	 Izraeli, D.M. and Jick, T.D. The art of saying no: 

Linking power to culture. Organization Studies 7, 2 
(Apr. 1986), 171–192.

19.	 Jabljn, F.M. and Sussman, L. An exploration of 
communication and productivity in real brainstorming 
groups. Hum. Commun. Res. 4, 4 (June 1978), 329–337.

20.	 Javed, T. Impact of employee ownership on an 
organizational productivity: A mediating role of 
psychological ownership. Academy of Accounting and 
Financial Studies Journal 22, 2 (Jan. 2018), 1–12.

21.	 Katz, D.S. et al. Community organizations: Changing 
the culture in which research software is developed 
and sustained. Computing in Science Engineering 21, 
2 (2019), 8–24.

22.	 Ledford, G.E. Comment: Happiness and productivity 
revisited. Journal of Organizational Behavior 20, 1 
(1999), 25–30; https://bit.ly/3vDtNCS

23.	 Lurey, J.S. and Raisinghani, M.S. An empirical study 
of best practices in virtual teams. Information & 
Management 38, 8 (Oct. 2001), 523–544.

24.	 Mervosh, S., Lu, D. and Swales, V. See which states 
and cities have told residents to stay at home. The 
New York Times (Mar. 2020).

25.	 Neal, D.T., Wood, W. and Quinn, J. Habits—A Repeat 
Performance. Curr. Dir. Psychol. Sci. 15, 4 (Aug. 2006), 
198–202.

26.	 Oliveira, E. et al. How have software engineering 
researchers been measuring software 
productivity?—A systematic mapping study. In 
Proceedings of the 19th International Conference on 
Enterprise Information Systems (Porto, Portugal). 
SCITEPRESS—Science and Technology Publications, 
(2017), 76–87.

27.	 Opitz, I. and Hinner, M.B. Good internal communication 
increases productivity. Technical Report. Freiberger 
Arbeitspapiere. 2003.

28.	 Oswald, A.J., Proto, E. and Sgroi, D. Happiness and 
productivity. Journal of Labor Economics 33, 4 
(2015), 789–822. https://doi.org/10.1086/681096 
arXiv:https://doi.org/10.1086/681096

29.	 Pauleen, D.J. and Yoong, P. Facilitating virtual 
team relationships via Internet and conventional 
communication channels. Internet Research 11, 3 
(Jan. 2001), 190–202.

30.	 Pierce, J.L. and Rodgers, L. The psychology of 
ownership and worker-owner productivity. Group & 
Organization Management 29, 5 (Oct. 2004), 588–613.

31.	 Robertson, I. and Cooper, C. Well-Being: Productivity 
and Happiness at Work. Palgrave Macmillan, London.

32.	 Seppälä, E. and King, M. Burnout at work isn’t just 
about exhaustion. It’s also about loneliness. Harvard 
Business Review (June 2017).

33.	 Siniaalto, M. and Abrahamsson, P. A Comparative Case 
Study on the Impact of Test-Driven Development 
on Program Design and Test Coverage. (Nov. 2017); 
arXiv:1711.05082 [cs.SE]

34.	 Sochat, V. The Sadness of the Open Source Developer. 
(2017); https://bit.ly/3vvklRX

35.	 Umstot, D.D., Bell, C.H. and Mitchell, T.R. Effects of 
job enrichment and task goals on satisfaction and 
productivity: Implications for job design. J. Appl. 
Psychol. 61, 4 (Aug. 1976), 379–394.

36.	 Williams, S.E. and Braun, B. Loneliness and social 
isolation—A private problem, a public issue. Fam. 
Consum. Sci. Res. J. 111, 1 (Feb. 2019), 7–14.

37.	 Wood, W. and Rünger, D. Psychology of habit. Annu. 
Rev. Psychol. 67 (2016), 289–314.

38.	 Wright, S.L. Loneliness in the Workplace. (2005).

Vanessa Sochat (sochat1@llnl.gov) is a Computer 
Scientist at Lawrence Livermore National Lab (LLNL), 
Livermore, CA, USA. She was previously a Research 
Software Engineer at the Stanford University Research 
Computing Center, Stanford, CA, USA. 

The author thanks Ruth Marinshaw and colleagues in 
the Stanford Research Computing Center, her new team 
at LLNL, along with the many open source communities 
that she cares deeply about, for their humor and support 
during these times.

Copyright held by author.

guidelines over half a decade, I have 
felt more productive, more guided in 
my work, and can more easily take on 
additional responsibility without det-
riment to well-being. You might have 
noticed that most of these points come 
down to identifying a locus of control. 
The software engineer who feels in 
control of his or her work and has men-
tal tricks for handling uncertainty and 
stress is more prepared to deal with 
said uncertainty, and over time is more 
productive and happy. Even in the case 
where happiness is related to disposi-
tion,22 by way of being mindful of these 
mental strategies we can change the 
way that we think, and arguably change 
our disposition.6 It should also be not-
ed that although these points of discus-
sion are especially relevant for remote 
software engineering, they can easily 
be extended beyond this domain of 
work. These points offer a refresh-
ing idea that success and productiv-
ity does not happen to us, but is some-
thing that we choose to create.	
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methods of comparison, namely inclu-
sion and simulation, can yield mutual-
ly exclusive outcomes. The simplest ex-
ample is the counter machine (a.k.a. 
Minsky machine, abacus model). Each 
counter holds a natural number that 
can be incremented, decremented, and 
tested for zero (see the sidebar). With 
only two counters, the model is not 
even powerful enough to square its in-
put2,20 or recognize primes.15 However, 
if we agree to represent a number n as 
the exponential 2n (a simpler encoding 
than Gödel numbering of expressions), 
then, courtesy an ingenious proof by 
the late Marvin Minsky,14,17 we find that 
two counters suffice to compute every 
computable function. This is why one 
encounters statements such as:

	˲ It is well known that a finite-state 

W
E HAVE A serious prob-
lem with how we have 
been teaching com-
putability theory, a 
central component of 

the ACM/IEEE computer science cur-
riculum.

Let me explain. For a fair number of 
years, I taught a computability course. 
Following the standard curriculum 
(such as described by Hopcroft and Ull-
man14), and in concert with my col-
leagues in the field, I made claims on 
countless occasions that one model of 
computation is more powerful than an-
other or that two models have the same 
power of computation. In some cases 
the argument appealed to ordinary set 
inclusion, while at other times it in-
volved a notion of simulation via en-
codings. Imagine my chagrin when I 
came to realize these two methods of 
comparison are in fact incompatible!

When two models work with the 
same entities, simple set inclusion of 
formal languages or sets of functions is 
employed naturally by everyone. We 
teach that finite-state automata recog-
nize the same languages as defined by 
regular expressions but are strictly  
weaker than pushdown automata, and 
we bring palindromes or non-square 
words as proof positive.13 Similarly, we 
assert that primitive recursion (or, 
equivalently, looping via bounded for 
loops only) is weaker than general re-
cursion (with while loops, too) because 
of the two models, only the latter can 
compute the Ackermann function.14

When, on the other hand, the do-
mains of the models under consider-
ation differ, encodings are required 

before they can be compared. For ex-
ample, Alan Turing, in an appendix to 
his profound landmark 1936 paper, 
showed that the lambda-computable 
functions and the functions that can 
be computed using his Turing ma-
chines are of equivalent computational 
power. “Standard” machine descrip-
tions (lists of quintuples) were turned 
into decimal numbers, which in turn 
were expressed in the lambda calculus 
as Church numerals. Turing also 
proved that his machines and general 
recursion are equipotent.24 To show 
that Turing machines can compute all 
general recursive functions, numbers 
are normally (and wastefully) repre-
sented on the machine tape as a se-
quence of tally marks in unary.14

Unfortunately, the preceding two 

Viewpoint 
Let’s Be Honest  
Seeking to rectify the two mutually exclusive ways  
of comparing computational power—encoding and simulation. 
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lating model M′ such that every func-
tion f computed by the former is mir-
rored by a function f ′ computed by the 
simulator M′ such that f ′(c(x1),…,c(xn)) = 
c( f (x1,…,xn)) for all inputs x1,…,xn com-
ing from the domain of M. The follow-
ing are textbook quotations:

	˲ To show two models are equiva-
lent, we simply need to show that we 
can simulate one by the other … Any 
two computational models that satisfy 
certain reasonable requirements can 
simulate one another and hence are 
equivalent in power.22

	˲ Computability relative to a cod-
ing is the basic concept in comparing 
the power of computation models … 
Thus, we can compare the power of 
computation models using the con-
cept “incorporation relative to some 
suitable coding.”23

But what should be deemed “rea-
sonable” or “suitable” lies in the eyes 
of the beholder. If we do take this simu-
lation route, and I believe we must, and 
if we are to have a mathematically satis-
fying theory of computation, then we 
are in dire need of a formal definition 
of allowable encodings c.

Hartley Rogers elucidated, “The 
coding is chosen so that it is itself giv-
en by an informal algorithm in the un-
restricted sense.”19 This requirement, 
however valid, is at the same time too 
informal and potentially too generous. 
And it is circular, since our goal is to 
demarcate the limits of effective com-
putation. As Richard Montague com-
plained: “The natural procedure is to 
restrict consideration to those corre-
spondences which are in some sense 
‘effective’ … But the notion of effec-
tiveness remains to be analyzed, and 
would indeed seem to coincide with 
computability.”18 The only way around 
its informality would be to agree some-
how on a uniform, formal notion of 
“effective” algorithm that crosses do-
mains (such as Boker and Dershow-
itz4). Still, an “unrestricted” encoding 
could conceivably enlarge the set of 
functions that can be computed by the 
simulating model, as we saw with 
counter machines and an effective ex-
ponential encoding.

What other restrictions, then, 
should be imposed on encodings? Ob-
viously, we need one and the same en-
coding c to work for all simulated func-
tions f. Were one to examine lone 

automaton equipped with two coun-
ters is Turing-complete.9

	˲ [Minsky proved that a] two-counter 
machine is universal, and hence has an 
undecidable halting problem.16

Such claims of completeness or uni-
versality would be blatantly false were 
one to subscribe to the set-inclusion 
sense, whereas they are manifestly true 
in the simulation sense, which is in-
deed what Minsky proved. As Rich 
Schroeppel expressed it: “Any counter 
machine can be simulated by a 2CM, 
provided an obscure [sic!] coding is ac-
cepted for the input and output.”20 So, I 
take issue with a statement like this: 
“The surprising result about counter 
machines is that two counters are 
enough to simulate a Turing machine 
and therefore to accept every recursive-
ly enumerable language.”13 Two-coun-
ter machines do simulate Turing ma-
chines, but they do not “accept” all 
recursively enumerable languages in 
the usual “as-is,” unencoded sense, 
primes being a prime example.

The point is it behooves teachers to 
be forthright and forthcoming and to 
address this inconsistency. We cannot 
carry on oblivious to the fact that by one 
of the methods of comparison that we 
use in our lectures 2-counter machines 
are strictly weaker than (the complete) 
3-counter machines, while by a second 
method that we also endorse the two 
are to be deemed equivalent.

The Solution
All is not lost, thankfully. We can eat 
our proverbial cake and still have it, 
provided we invest extra effort.

To begin with, it would be an unmit-
igated disaster to abandon simula-
tions, since the idea that all our tradi-
tional unrestrained models are of 
equivalent power, despite operating 
with different entities, stands at the 
core of computability theory, as en-
shrined in the Church-Turing thesis. 
Consequently, as painful as it may 
seem, we are obliged to give up the in-
clusion notion for paradigms that 
compute functions, such as general re-
cursion and primitive recursion—
though not for formal languages, as I 
will explain later.

By “simulation” one usually means 
there is an (injective, 1-1) encoding c 
from the domain of the simulated 
model M into the domain of the simu-
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tive) encoding that allows one to simu-
late all the computable functions plus 
an incomputable one like halting.3 It 
turns out, in fact, that simulating the 
successor function effectively is neces-
sary and sufficient to guarantee that 
Turing machines cannot simulate (un-
der a single-valued encoding) anything 
unexpected.4 And this is all we need for 
the big picture to remain intact.

On the other hand, with just a bit of 
effort, one can devise a recursive func-
tion (a modification of Ackermann’s 
function) that cannot be simulated by 
primitive recursion regardless of the 
encoding.3 So it thankfully remains 
true that primitive recursion is strictly 
weaker than recursion—in the very 
strong sense that no (injective) encod-
ing whatsoever would endow primitive 
recursion with full Turing power. Were 
it not likewise provable that 1-counter 
machines cannot simulate all recur-
sive functions, statements like “Com-
bining these simulations, we see that 
two-counter machines are as powerful 
as arbitrary Turing machines (one-
counter machines are strictly less pow-
erful)”12 would be indefensible.

Turning to formal languages (sets of 
words over some alphabet), the situa-
tion is reversed. Encodings are bad; in-
clusion is good. Homomorphic map-
pings may preserve the relative power 
of most language models (with their 
purely local impact on the structure of 
strings), but more general injections or 
bijections do not. In fact, there is a ne-
farious bijection between the words of 
any (nonsingular) alphabet with the 
disconcerting property that all the reg-
ular plus all the context-free languages 
can be recognized by mere finite-state 
automata. The situation is actually infi-
nitely more intolerable: one can at the 
same time also recognize countably 
many arbitrary undecidable languages 
with vanilla finite automata via such a 
mischievous bijection.10

In the case of languages, then, we 
are compelled to adhere to straightfor-
ward inclusion and ban (even comput-
able) mappings of input strings when 
comparing the power of language 
models. Earlier, when dealing with (all) 
the computable functions, we did have 
the flexibility of simulating via map-
pings, but that was because the same 
mapping is also applied to the full 
range of possible function outputs.5

functions, then it would be easy to 
come up with a bespoken “deviant en-
coding” that makes a single uncomput-
able function appear computable. For 
another thing, we must insist that the 
same encoding c be used both for the 
inputs xi as well as for the output of f, or 
else everything can easily go belly-up 
(pace Butterfield et al.8). Ideally, the re-
strictions would ensure that (unlike for 
counter machines, or the lambda cal-
culus, for that matter) no allowed en-
coding can expand the class of comput-
ed functions. Specifically, we must 
preclude the endowing of Turing’s ma-

chines or the recursive functions with 
superpowers (what is termed “hyper-
computation”). How can we guarantee 
this? Shapiro21 has submitted that for 
an encoding of (Platonic) numbers to 
be “acceptable,” the encoded successor 
function should also be computable by 
M′. In other words, M′ must include a 
function s′: c(n)  c(n + 1) simulating 
successor. I agree. But why successor?

Mercifully, encoding turns out not 
to be a problem for the usual use cases. 
Indeed, no encoding whatsoever can 
break the Turing barrier. Specifically, 
one can prove that there is no (injec-

Counter machines are one of the very simplest models of computation.
Think of a collection of bowls of marbles, alongside a heap containing an unlimited 

supply of more marbles. 
An n-counter machine comes with n bowls.
A program consists of a list of instructions of the following five simple types: 
(1)	 Place a marble taken from the pile into bowl X, where X is a particular bowl. 
(2)	 Remove a marble from bowl X, and return it to the pile; do nothing if there is 

nothing in the bowl.
(3)	 Check if there are no marbles in bowl X; if so, continue with instruction K, where 

K is the number or label of one of the instructions in the program.
(4)	 Continue with instruction K, unconditionally.
(5)	 Halt.
The colors and sizes of the marbles do not matter; only the quantity does.
Initially, the bowls have some given number of marbles as input. When and if a 

program halts, the number of marbles in a designated bowl is the program’s output.
For example, the following is a 4-counter program for multiplying the quantities 

initially in bowls A and B. Bowls C and D start out empty. The product of A and B will be 
in D at the end. Bowl C serves as a holding area.

S: If A is empty, continue at H.
Remove a marble from A.
L: If B is empty, continue at R.
Remove a marble from B.
Place a marble in C.
Place a marble in D.
Continue at L.
R: If C is empty, continue at S.
Remove a marble from C.
Place a marble in B.
Continue at R.
H: Halt.
It is a fact that three bowls suffice to compute any computable single-argument 

function over the natural numbers, but to compute them all with only two bowls is only 
possible with an encoding such as 2i for i.

Counter Machines

Bespoke Illustration Creative Brief from author:
Also my suggestion for a sidebar image: it could be accompanied with 
a picture/illustration of one or more bowls of marbles.
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only if n = <P> is an encoding of a valid 
[self-contained] program P and P ter-
minates) is “undecidable.”7

For your usual, straightforward en-
codings of machine descriptions, the 
problem is indeed undecidable, but for 
any number of alternative encodings it 
becomes decidable. The same goes for 
the “universal halting” problem U.

On the other hand, the more basic 
halting problem, T(i, j), which asks 
about the behavior of the ith machine 
on the jth possible input, is undecidable 
regardless of how machines are encod-
ed or how inputs are enumerated. Nev-
ertheless, one must be careful how 
pairs <i, j> are encoded for models of 
computation—such as run-of-the-mill 
Turing machines—that allow only a 
single input representing both i and j. 
Similarly, the “diagonal” language D, 
consisting of the indices of those ma-
chines that halt when the input string 
has the same index in its enumeration 
as does the machine in its encoding, is 
not computable for any and all ma-
chine encodings and string enumera-
tions. So it is true that “no encoding [of 
all Turing machines as numbers] can 
represent a TM M such that L(M) = Ld 
[the diagonal language],” as claimed in 

Related Concerns
There is another ubiquitous use of 
encodings that similarly requires ex-
tra caution. Oftentimes, one wishes 
to compute a function on objects oth-
er than strings or numbers, such as 
graphs, logical formulae, or computer 
programs. For that purpose, one must 
somehow represent those objects in 
the input/output language of the com-
putational model that is to manipulate 
them, typically strings or numerals. To 
quote: “A necessary preliminary to apply-
ing our work on computability … is to 
code expressions by numbers …. There 
are many reasonable ways to code fi-
nite sequences, and it does not really 
matter which one we choose.”6

To be “reasonable,” however, one 
needs to be sure that the encoding 
does not do anything beyond faithfully 
representing the input.

For example, it is a trivial matter to 
concoct an encoding of Turing ma-
chines that turns an undecidable 
problem about machines into a readily 
computable one. Let w0, w1, … be an 
enumeration of all binary strings (over 
the alphabet {0, 1}), and let M0, M1, … 
be some enumeration of all Turing 
machines (over that input alphabet). 
The following are four typical decid-
ability questions:

T(i, j): machine Mi halts on input wj.
H(i): machine Mi halts on input w0.
U(i): machine Mi halts on all inputs 

w0, w1 …
D(i): machine Mi halts on input wi.
Halting on a single particular in-

put (like the empty word) is just the 
parity problem if one reorders a stan-
dard enumeration of machines so 
that the odd-numbered ones halt on 
that input while the even ones do not. 
The snag with such an encoding of 
Turing machines is that it also makes 
ordinary tasks incomputable. Specifi-
cally, once could not modify the code 
of a given machine to act in some re-
lated but different way, because one 
would need to ascertain the termina-
tion behavior of the modified ma-
chine. So whether problem H is decid-
able or not actually depends on 
exactly how machines are encoded.

Consider an assertion such as the 
following:

	˲ One of Turing’s key insights was 
the Halting Problem H (which takes 
an integer n and outputs H(n) = 1 if and 

It would be  
an unmitigated 
disaster to abandon 
simulations,  
since the idea  
that all our traditional 
unrestrained models 
are of equivalent 
power, despite 
operating with 
different entities, 
stands at the core of 
computability theory, 
as enshrined in the 
Church-Turing thesis.

For further information 
and to submit your 
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Hopcroft et al.,13 but the same immu-
nity to encoding does not hold true for 
the collection of machines that accept 
nothing (Le).13 Regrettably, no textbook 
I have seen clarifies which encodings 
of machines are valid and for what pur-
pose and why. Nothing in the following 
remark, for example, precludes a rep-
resentation from incorporating a finite 
amount of uncomputable information 
about the represented machine, such 
as whether it always terminates or halts 
on a specific input:

	˲ The details of the representation 
scheme of Turing machines as strings 
are immaterial [as long as]: (1) We can 
represent every Turing machine as a 
string. (2) Given the string representa-
tion of a Turing machine M and an in-
put x, we can simulate M’s execution 
on the input x.1

The standard part of a malicious 
string encoding would allow one to 
simulate execution as usual, while 
tacked-on extras can allow an algo-
rithm to decide otherwise undecidable 
questions about them. Overzealous 
encoding is not, however, a problem in 
programming languages that pass un-
adulterated programs as arguments, 
sans encoding.

As a final comment, when it comes 
to complexity comparisons, everyone 
realizes that representation is an issue 
to be taken into account, but the re-
quirements remain vague: “The in-
tractability of a problem turns out to 
be essentially independent of the par-
ticular encoding scheme … used for 
determining time complexity … It 
would be difficult to imagine a ‘rea-
sonable’ encoding scheme for a prob-
lem that differs more than polynomi-
ally from the standard ones … What 
we mean here by ‘reasonable’ cannot 
be formalized …”11

It would seem to me that standard 
string and image compression schemes 
are perfectly reasonable encodings, de-
spite reducing size exponentially in 
many cases. In any event, a formal, 
principled definition of “reasonable-
ness” is still sorely lacking for the theo-
ry of complexity. (But see Boker and 
Dershowitz5 for one proposal.)

Takeaway
To recapitulate the main points of the 
problem raised here:

	˲ Every single course in automata or 

computability utilizes set inclusion as 
the means of comparing the computa-
tional power of different formalisms 
for language definition.

	˲ Virtually every such course claims 
equivalence of a wide variety of mod-
els of computation in support of the 
Church-Turing thesis, an equivalence 
that is based on mutual simulations.

	˲  These two notions are logically in-
compatible as we have witnessed.

	˲ No textbook nor any instructor 
I have encountered recognizes, let 
alone addresses, this fundamental in-
consistency.

At a bare minimum, then, we must 
make the following changes in the man-
ner this subject is traditionally taught:

	˲ One should use set inclusion only 
as a means to compare classes of for-
mal languages, such as in the demon-
stration that context-free grammars 
are a strictly more inclusive formal-
ism than are regular expressions.

	˲ We should never use set inclu-
sion to compare the power of primi-
tive recursion with general recursion, 
or for-loop programs with while-loop 
ones, or one-counter machines with 
two counters, without mentioning 
that it has in fact been demonstrated 
that the one can also not simulate all 
of the other.

	˲ Instructors ought to emphasize 
that one must always be careful with 
encodings, as they easily alter com-
putational power, while pointing out 
it has been proved this is not an issue 
for the usual use case of Turing-level 
computability.

	˲ One should definitely avoid us-
ing halting-on-empty-tape, or empty-
language acceptance, or similar prob-
lems as fundamental examples of 
undecidability, as their decidability is 
encoding-dependent. Instead, we need 
to explicate the subtle role of input en-
codings when reducing the standard 
two-input halting problem to those 
other problems.

	˲ We should be cautious to never say 
or imply that two-counter machines 
recognize all recursively enumerable 
languages (they do not), nor that they 
compute (as opposed to simulate) all 
Turing-computable functions.

	˲ One should not choose the lambda 
calculus as a primary exemplar of a fully 
empowered computational model (since 
it simulates more than it computes).�

https://bit.ly/3bZnLVi
https://bit.ly/3cEzd99
https://bit.ly/3eUun99
https://bit.ly/3cH8589
https://bit.ly/3cDSR3M
https://bit.ly/2P45zRn
https://dspace.mit.edu/handle/1721.1/6202
https://bit.ly/3eOJEbF
mailto:nachum@tau.ac.il
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WITH ORGANIZATIONAL DATA practices coming under  
increasing scrutiny, demand is growing for 
mechanisms that can assist organizations in meeting 
their data-management obligations. In this context, 
trusted execution environments (TEEs), also known 
as enclaves or secure enclaves (the terms are used 
interchangeably here), are the subject of much interest.

TEEs provide hardware-based mechanisms 
(enclaves) with various security properties for assisting 
computation and data management. Broadly, TEEs are 
concerned with the confidentiality and integrity of data, 
code, and the corresponding computation. Because  
the main security properties come from hardware, 

certain protections and guarantees can 
be offered even if the host privileged 
software stack (for example, the oper-
ating system or hypervisor) is curious, 
vulnerable, or compromised.3

The technology is growing in promi-
nence. There are a range of hardware 
offerings, and the major cloud provid-
ers are beginning to feature enclaves in 
their services.

A Technology of Current Interest
TEEs have a rich history, based on long-
established security principles. In the 
early 2000s the use of such technology 
gained some attention by way of “Trust-
ed Computing” initiatives, which pro-
ponents argued were advantageous be-
cause they provided the means to 
enforce particular systems operations. 
These initiatives were met with contro-
versy, given that the technology effect-
ed a loss of user control in the interests 
of vendors (see the “Application Con-
texts” section later in this article).4

Today the growing awareness of the 
likelihood and costs (financial, reputa-
tional, legal) of security and privacy 
breaches, along with the increased le-
gal and regulatory attention to data 
and technology more generally, has re-
sulted in more interest in TEEs’ poten-
tial to assist organizations in manag-
ing issues of data and its processing.

One key driver for this interest is the 
dominance of the cloud (that is, ser-
vice-oriented computing in multiparty 
environments). This is because en-
claves can provide a technical means 
for enabling isolation and assurance 
against the “untrusted” host (that is, 
the provider), other tenants (custom-
ers of cloud services), and other par-
ties with which interactions occur. The 
industry has recognized this potential 
for enclaves to shield a tenant’s data 
and processing from others, including 
the cloud provider, by effectively re-
moving the provider from the trust 
chain.16,22 Reflecting this, terms such 
as confidential computing are used to 
highlight cloud-related business cases 
for such technology.13,16 Enclaves can 
also work in a cloud context to assure 

Enclaves 
in the 
Clouds 
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the integrity of systems, that certain 
processing occurred, that configura-
tion and management policies are ap-
plied,8 and that billing accurately re-
flects the resources consumed.1

Directly related to this interest in 
TEEs is the attention being paid to the 
privacy and security considerations of 
data analytics and ML (machine learn-
ing), which is increasingly occurring in 
the cloud. Work has been ongoing on 
enclaves for enabling secure multiparty 
computation on untrusted platforms,19 
as well as for privacy in large-scale data 

analytics (for example, SGX-PySpark12) 
and enabling more privacy-aware ma-
chine learning as a service.11

This article focuses on TEEs for the 
cloud, because the cloud represents the 
dominant form of providing applica-
tions and data processing infrastructure.

Enclaves and the Law
The legal requirements and obligations 
of those designing, deploying, or us-
ing technical systems for processing 
personal data stem from a variety of 
sources. A prominent example is the 

European Union’s GDPR (General Data 
Protection Regulation), which is both 
high profile, and, though an EU regula-
tion, also globally relevant—it not only 
operates across territories, but also 
serves as a model for the data protec-
tion regimes of many other jurisdic-
tions, including the CCPA (California 
Consumer Privacy Act). Various aspects 
of GDPR have direct technical implica-
tions, including in relation to security, 
organizational accountability, and data 
protection by design.

GDPR has received much attention, 
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Overview of some prominent TEEs.
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TEE Target ISA Security Features

TPM/vTPM Multiple Targets ◐ ● ● ● – – –

Intel TXT  x86_64 ● ● ● ● – – –

Intel SGX  x86_64 ● ● ● – – – –

ARM TrustZone ARM ● – ◐ ● ● ◐ –

Sanctum/KeyStone/
MultiZone

RISC-V ● ● ● ● – ◐ ●

AMD SEV AMD x86 ● ● ● – – – –

ing new requirements and the practi-
calities of their implementation. Many 
hardware vendors and service providers 
now incorporate such technology into 
their offerings (see the “Application 
Contexts” section later in this article).

Security properties. TEEs reflect a 
broad set of security features and con-
cerns, as outlined here. The accompa-
nying figure presents the purported 
features of some prominent imple-
mentations.

In-enclave protection. TEEs can pro-
vide a shielded execution environment 
that protects (to various degrees) data 
and code against unauthorized access 
and modification by external software. 
This includes protections from the 
host operating system or hypervisor 
that otherwise would generally have 
the potential for full control of and vis-
ibility into the tenant’s code and data. 
Note that of those listed in the figure, 
only Intel SGX and AMD SEV support 
runtime memory encryption.

Remote attestation. This feature se-
curely verifies the internal state of a 
platform and the in-enclave applica-
tion. It gives certain guarantees about 
the enclave before the transfer of “se-
crets” (keys/certificates, data, or code) 
to a remote platform and enables veri-
fication that the code and data running 
in the enclave are correct— for exam-
ple, not modified or tampered with. It 
can be achieved either statically at boot 
time or dynamically at runtime to es-
tablish a dynamic root of trust, which 
can serve as a foundation for providing 
various systems-level guarantees.

Sealing. Persisting an enclave’s se-
crets to a disk in a protected manner 
enables the retrieval and reinstantia-
tion of in-enclave state, perhaps as a 
result of system reboot, power inter-
rupt, or being in line with application 
requirements. Sealing requires bind-
ing the secrets to a specific enclave’s 
state or device.

Secure boot. A secure boot defines 
and ensures a chain of trust regarding 
the enclave images, operating system 
components, and configurations. Of-
ten this entails loading immutable and 
verified images to an enclave.

Isolated peripherals. Secure peripheral 
sharing (for example, NICs) and isolated 
I/O paths are enabled via fine-grained 
control over hardware resources or using 
cryptography-based mechanisms.

given the potentially significant penal-
ties for noncompliance. Still, it is only 
one example—legal obligations with 
technical implications can flow from 
other sources, such as contractual agree-
ments or product-liability regimes.

It follows that demand is growing 
for mechanisms that assist organiza-
tions in meeting their legal responsi-
bilities. TEEs are seen as one technol-
ogy to help with such concerns. 
Indeed, vendors have explicitly charac-
terized the technology as enabling 
compliance with various regulations 
(see the “Cloud Computing” section 
later in this article). Despite these as-
sertions, however, the extent to which 
enclaves assist with legal obligations 
requires exploration. So far, neither 
the implications of such protections in 
a service-provider context nor the po-
tential for this technology to reinforce 
the dominance of the large providers 
have been given much consideration.

Accordingly, this article provides a 
cross-disciplinary analysis of how the 
functionality of TEEs relates to legal ob-
ligations in the context of the cloud. The 
article presents a high-level overview of 
the common security properties provid-
ed by enclaves and introduces some of 
the relevant legal landscape. The focus 
is on data protection (specifically the 
GDPR), as that represents a key area of 
law relating to data concerns.

The article then explores how en-
claves can assist an organization’s legal 
obligations, responsibilities, liabilities, 
and compliance concerns in a service-
provider context, considering the ben-
efits for the parties involved. It shows 

that although TEEs might assist in 
managing some legal obligations, they 
will not resolve issues of data protec-
tion compliance—despite what some 
marketing materials might imply.

Further, despite some benefits for 
tenants, the technology is shown to fa-
vor the interests of the service provider 
(similar to how previous instances of 
the technology were seen as protecting 
vendor interests), and the implications 
of this are considered. Finally, the tech-
nology’s potential as a foundation for 
enabling compliance and accountabil-
ity regimes is considered.

Technology Overview
At a high level, a TEE (or secure enclave 
or just enclave) can be described as an 
execution environment that isolates 
the code and data inside it from the 
host’s software. The security guaran-
tees are backed by hardware (for exam-
ple, CPUs), protecting the confidential-
ity and integrity of the data and code 
within. Cryptography often plays a key 
role in the security guarantees.

Conceptually, Trusted Computing is 
not new. In the 1980s the U.S. Depart-
ment of Defense Trusted Computer 
System Evaluation Criteria,28 known as 
the “Orange Book”, provided the basic 
principles of trust for sensitive applica-
tions. This included a definition for a 
TCB (trusted computing base) and gen-
erally established the need for mini-
malism, compartmentalization, and 
the verification of systems-critical hard-
ware/software modules. Efforts to de-
velop trusted computing technology 
continue today, both in terms of defin-
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Side-channel resistance. This feature 
mitigates information leakage through 
various software- or hardware-based 
side-channel attacks.

Technical considerations. Leveraging 
TEEs raises several practical consider-
ations, some of which we outline below.

Usability. Properly leveraging the ca-
pabilities of enclaves requires exper-
tise, including an understanding of the 
particular technology’s role, features, 
and limitations in a specific context. 
TEEs operate only to directly protect 
that code and data residing within the 
enclave, although they are often used 
as a foundation to provide broader sys-
tems protections and guarantees. De-
veloping enclave-assisted applications 
involves considering which aspects re-
quire and are most amenable to pro-
tection and compartmentalizing the 
application to use the TEE’s function-
ality appropriately. Tools are being de-
veloped to support running legacy ap-
plications inside enclaves without 
modification (for example, SCONE5) or 
running applications on heteroge-
neous enclaves (Microsoft’s OpenEn-
clave20). One must also determine how 
best to manage and protect the code 
and data running outside the enclave.

A growing TCB. Traditionally, en-
claves were designed to support very 
specific and small operations (for ex-
ample, cryptography or key manage-
ment). The ideal is for enclaves to con-
tain an uncomplicated and verifiable 
in-enclave software stack, with mini-
mal interactions with the outside envi-
ronment, so as to offer strong security 
guarantees and assurances.28 In prac-
tice, however, enclaves are used in 
much more complex application archi-
tectures such as web services, auditing, 
and privacy-aware data analytics.

The risks associated with service 
provision and software stack vulnera-
bilities, and the difficulties in engineer-
ing and refactoring applications into 
trusted and untrusted compartments 
to leverage enclaves, have led to en-
abling in-enclave support for a larger 
portion of an applications’ dependen-
cies, including entire language run-
times and operating systems.27 For the 
cloud, a larger TCB allows more com-
plex applications to be deployed by ten-
ants, thereby making the cloud more 
attractive to them. Again, however, se-
curity guarantees and assurances are 

generally significantly lowered by hav-
ing larger and more complex TCBs.29

Security vulnerabilities. TEE hard-
ware provides only particular security 
properties—the software or system de-
sign must properly leverage these to 
benefit. Insecure or buggy in-enclave 
code will often not (depending on the 
issue) mitigate security risks and, in-
deed, could actually render a worse 
outcome as the enclave works to pro-
tect the problematic computation (for 
example, acting as an enclave that pro-
tects malware23). As already men-
tioned, increasing the size and com-
plexity of what resides in the enclave 
and various layers of interactions with 
the untrusted world causes a range of 
vulnerabilities that can jeopardize the 
enclave’s security properties and guar-
antees.26,29 Further, there may be vul-
nerabilities regarding the TEE itself 
(architecture or supporting services)—
various attacks have been demonstrat-
ed18—and, as a commodity technology, 
an enclave issue can result in insecuri-
ty at scale, as the Spectre/Meltdown 
processor vulnerabilities demonstrate 
(see www.meltdownattack.com).

Note that many enclave offerings 
are proprietary and closed (to varying 
degrees), meaning that it can be diffi-
cult to ascertain precisely what is of-
fered and how they work, and to as-
sess and validate their claims. Moves 
toward more open access to software 
and hardware stacks would assist 
such interrogations.

Standardization. The growing adop-
tion of enclaves means they will increas-
ingly form part of a wider technical eco-
system. Therefore, standardization is 
important for facilitating adoption, con-
sistency in functionality and use, as well 
as allowing interoperability and man-
agement in increasingly heterogeneous 
environments. Various standardization 
initiatives are under way, including by 
GlobalPlatform, the Trusted Computing 
Group, and the Confidential Computing 
Consortium, with many different areas 
warranting consideration.

Application Contexts
As a general-purpose security technol-
ogy, there are many potential applica-
tions for TEEs. In the early 2000s came 
the various “Trusted Computing” ini-
tiatives, which aimed to enforce par-
ticular behavior and functionality on 

a machine. They were controversial, 
seen as technologies serving vendor 
(rather than user) interests.4,21 Con-
cerns included power asymmetries 
and anti-competitiveness, given that 
trusted computing effectively enabled 
vendors to control what users could 
and could not do on their machines, 
thereby facilitating DRM (digital rights 
management), the reinforcement of 
vendor ecosystems (lock-in), and so 
on.4 Note that this was in an era when 
software and processing predominantly 
occurred locally, on user hardware; 
however, as we explore, the concerns 
about who the technology benefits, as 
well as its wider implications, remain.

Today a prominent use of enclaves 
is providing security guarantees and 
assurances regarding data and its pro-
cessing, and how they relate to broader 
computational infrastructures. The fo-
cus here is on the use of TEEs in the 
context of cloud computing, where 
various technical capabilities are of-
fered as a service in a multiparty envi-
ronment. Note, however, that enclaves 
are also increasingly embedded within 
a wide range of systems to underpin se-
curity functionality,9 and will likely 
play a role in supporting edge and IoT 
(Internet of Things) ecosystems.24

Cloud computing. TEEs are increas-
ingly marketed as a means of helping 
mitigate some of the risks associated 
with the cloud. Cloud computing en-
tails the provision of computing func-
tionality, resources, and infrastruc-
ture, delivered as a service.17 The cloud 
encompasses several parties: the cloud 
service provider, which offers the par-
ticular service(s) to tenants, who are 
the customers and direct consumers 
of the services.

A vast range of cloud services are 
available; in general, tenants use the 
cloud to provide or manage (aspects of) 
their technical infrastructure, includ-
ing, the storage and processing of data. 
That is, cloud providers offer the infra-
structure and components for support-
ing, hosting, and running customer ap-
plications, services, data analytics/ML, 
and so forth. Cloud providers leverage 
economies of scale, whereby the servic-
es and resources they provide may be 
shared among tenants. Often the cloud 
uses a pay-per-use model that is attrac-
tive for tenants, given that they can ac-
cess compute resources on demand, as 

http://www.meltdownattack.com
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growing legal and regulatory attention. 
Various legal obligations and require-
ments—arising from data protection, 
security, and product safety legisla-
tion, as well as from contractual obliga-
tions and other liability concerns—are 
increasingly relevant for technical sys-
tems and will encourage technological 
responses. The adoption of technical 
measures (including for security) to 
meet legal obligations is often driven 
by the fact that failure to do so can re-
sult in penalties and restrictions on op-
erations, among other repercussions.

The focus here is on data protec-
tion law, given its particular promi-
nence and general relevance to sys-
tems and data concerns. Note, 
however, that other laws can be rele-
vant and can also impose legal obliga-
tions and responsibilities regarding 
security and data management (see 
“Law as a Technology Driver”).

General Data Protection Regula-
tion. This article’s discussion is in the 
context of the EU’s GDPR, given its pro-
file and breadth. Though the GDPR is 
EU law, it has worldwide relevance; it 
can apply to entities outside the EU 
that process data on EU individuals 
(GDPR Art.3), and it’s becoming a de 
facto worldwide standard, with other 
jurisdictions establishing laws along 
similar lines.

GDPR’s framework. GDPR applies to 
the processing of personal data—that 
is, any data relating to an individual 
who can be directly or indirectly identi-
fied (GDPR Art.4(1)). This includes not 
only names or IDs, but also location 
data, device identifiers, online identifi-
ers, IP addresses, and so on. Similarly, 
personal data can also exist where an 
individual may be identified from 
some combination of factors specific 
to the physical, physiological, genetic, 
mental, economic, cultural, or social 
identity of that individual. Important 
for this discussion is that encrypted 
personal data is often still considered 
personal data and is thus subject to 
GDPR (even if the entity holding the 
data does not hold the decryption keys 
or can’t otherwise access the plaintext).7 
This is because anyone with access to 
the plaintext could use it directly or in-
directly to identify an individual.

As defined by GDPR, processing in-
cludes any operation or set of opera-
tions performed on personal data, 

needed, typically at a substantially low-
er cost and with lower overhead than 
maintaining such services in-house.

Security is a key concern in the cloud. 
Enclaves can allow a tenant’s code, data, 
and processing to be better isolated and 
protected: from other tenants on the 
shared infrastructure; and, importantly, 
and from the cloud provider itself—
though a provider might host particular 
data or computation, enclaves can limit 
a provider’s access to such. This is im-
portant, particularly where the data, 
code, computation, or analytics might 
be personal or otherwise sensitive. Fur-
ther, TEEs can also be used to give guar-
antees that certain processing occurred, 
certain management policies were en-
forced, and the like.

Note that the service provider inte-
grates the enclave technology into its 
service infrastructure. In this context, 
TEEs provide certain controls and 
guarantees over the providers’ systems, 
as opposed to the situations where a 
TEE operates as a control mechanism 
over the user’s hardware/system.

Enclaves as a service. TEEs can be of-
fered by service providers at different 
levels of technical abstraction, depend-
ing on the features of the particular 
TEEs employed and the particular use 
cases. In practice, enclave offerings 
tend to take the following forms: Trust-
ed/trustworthy virtual machines (for ex-
ample, Intel’s Trust Domain Extension 
(TDX) or AMD’s SEV (Secure Encrypted 
Virtualization)); an in-enclave LibOS (li-
brary operating system, for example, 
Graphene-SGX27) or container (for ex-
ample, SCONE5); enclave-assisted appli-
cations and analytics frameworks (for 
example, SGX-PySpark,12 and VC3 [Veri-
fiable Confidential Cloud Comput-
ing]22); or a limited SDK and program-
ming framework (for example, Google’s 
Asylo and Microsoft’s Open Enclave).

Enclaves can underpin a number of 
services in a cloud context. First, they 
can be used to support and protect spe-
cific operations—for example, for 
cloud-based key or credential storage, 
management, and verification. Alterna-
tively, the TEEs of the cloud provider 
can be used to support custom applica-
tions, as developed by the tenants 
themselves, or more generally where a 
whole application, container, or operat-
ing system might be enclave protected 
(see the earlier section on “Technical 

Considerations”). Allowing larger ap-
plications as well as data processing or 
analytics operations to run within an 
enclave may be attractive to prospective 
tenants. These offerings can support a 
range of tenant requirements, while 
serving to make some of the technolo-
gy’s functionality more widely accessi-
ble, thus recognizing that leveraging 
enclaves can require some expertise.

The major cloud providers already 
offer enclave-backed infrastructure ser-
vices. Indeed, providers see the emer-
gence of TEEs as facilitating the growth 
of cloud computing. With industry ma-
terials describing the technology as en-
abling “confidential computing” and 
removing the provider from the “trust 
loop,”13,16,25 enclave-backed offerings at-
tempt to encourage otherwise risk-
averse customers (tenants) to make 
more use of cloud services because of 
the security guarantees and assurances 
that the technology can provide.

In particular, the technology can en-
able computation to happen on provid-
er infrastructure, without that provider 
having plaintext access to the code, 
data, and processing. This can be attrac-
tive where the nature of the data or its 
processing is highly confidential, per-
sonal, or subject to other constraints. 
The services are also marketed as pro-
viding integrity guarantees (that is, as-
surance the data has not been unduly 
modified, that the correct processing 
actually occurred, that machines were 
configured correctly, and so forth).

TEE offerings are also promoted to 
tenants as supporting the manage-
ment of legal obligations. For example, 
Intel’s description of IBM’s cloud ex-
plicitly describes the technology as as-
sisting with GDPR compliance.25

In summary, enclaved-backed ser-
vice offerings provide incentives for 
customers to use cloud services. Pro-
spective tenants can leverage the cloud 
providers’ significant resources and 
technical capacity to take advantage of 
the security and possible compliance 
benefits of the technology (and related 
services), while avoiding the potential-
ly significant overheads of in-house in-
frastructure management.

Legal Context
The design, deployment, and use of 
systems, and the management and 
processing of data, are the subjects of 
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including, for example, collection, 
storage, adaptation or alteration, re-
trieval, and use (GDPR Art.4(2)). Note 
that this is broader than the standard 
computer science use of the term, as it 
entails far more than just computation.

GDPR establishes that those in-
volved in processing personal data act 
as data controllers or data processors. 
Controllers are those entities that deter-
mine the means and purposes of pro-
cessing personal data (GDPR Art.4(7)). 
Processors, on the other hand, are enti-
ties that process personal data on be-
half of and under the instruction of a 
controller (GDPR Art.4(8)). In simple 
terms, controllers generally decide why 
and how the processing happens, while 
processors carry out particular process-
ing operations for the controllers.

Whether one is a controller or pro-
cessor is important, as it has a direct 
bearing on legal obligations and re-
sponsibilities. In many instances a 
company providing an application is 
the data controller, while others provid-
ing various technical services are usual-
ly data processors (that is, regarding the 
cloud, for example, often the cloud pro-
vider is the controller, though this will 
depend on the specific circumstances17). 
The role taken by a particular entity, 
however, is determined on the basis of 
who is actually doing what, regardless of 
any contract or other agreement be-
tween the entities.

Security-related obligations. GDPR 
places positive obligations on control-
lers and processors in relation to secu-
rity and data management. GDPR man-
dates the principles of data protection 
by design and by default (GDPR Art.25), 
whereby technologies, applications, 
and processes need to be designed 
from the earliest stages with data pro-
tection in mind. GDPR also requires 
that both data controllers and proces-
sors take “technical and organizational 
measures” to ensure a level of security 
appropriate to the risks incurred in pro-
cessing personal data (GDPR Art.32; Re-
cital 83). These risks may relate to, 
among other things, loss, alteration, or 
unauthorized data disclosure or access.

Enforcement and penalties. The pen-
alties for GDPR noncompliance can be 
significant. Supervisory authorities 
(regulators) are empowered to take var-
ious actions against both controllers 
and processors for failures to comply 

with GDPR’s requirements, including 
banning them from processing data 
(GDPR Art.58(2)), which could prove fa-
tal to an organization. Both controllers 
and processors are liable for adminis-
trative fines of up to the greater of 
€10M or 2% of global turnover for cer-
tain breaches, including the failure to 
meet GDPR’s security requirements, or 
€20M or 4% of turnover for some class-
es of other GDPR breaches (GDPR 
Art.83(4)). In this way, GDPR seeks to 
be effective against even the largest 
companies.

Law as a technology driver. The 
GDPR is an example showing how law 
can introduce legal requirements and 
obligations that impact system design, 
and where compliance has technical 
implications. Though data protection 
law is particularly prominent and 
broadly applies to personal data pro-
cessing concerns, other laws can also 
raise security- and data-related consid-
erations. (For reasons of space these 
are not explored here.) Various parties 
in a technical ecosystem will face legal 
requirements and obligations, wheth-
er through contract, liability, statute, or 
regulation.

With the prospect of potentially sig-
nificant penalties for noncompliance, 
whether stemming from data protec-
tion requirements or elsewhere, there 
are strong incentives to implement risk-
mitigation measures beginning from 
the earliest stages of system design. 
Therefore, as a security technology of-
fering a broad range of capabilities, 
TEEs have received considerable atten-
tion as a possible means for helping sys-
tems designers and operators meet le-
gal obligations and requirements.

Legal Relevance and Discussion
TEEs might assist in meeting legal ob-
ligations primarily by: practically re-
ducing risks relating to security (and 
data governance) or providing evi-
dence (technical or otherwise) of steps 
undertaken to mitigate those risks, or 
demonstrating that the appropriate ac-
tions were taken.

In this way, TEEs can help meet some 
of the requirements set out in GDPR, as 
well as those from other regulations. En-
claves might also assist in meeting the 
security obligations that can arise from 
contractual relationships. Even where 
security requirements are not explicit 

GDPR places 
positive obligations 
on controllers  
and processors  
in relation  
to security and  
data management.
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Ultimately, enclaves are but one 
measure that can help meet security 
obligations. By adopting technical 
measures such as TEEs—which can 
provide isolated execution, protected 
memory, remote attestation, and en-
abling other relevant functionality such 
as secure recordkeeping/logging (see 
“Enclaves: A Basis for Compliance and 
Accountability?”)—controllers and 
processors may be in a better position 
to meet their security obligations and 
mitigating or reducing their risk of pen-
alty where breaches occur. Enclaves will 
provide only so much on their own, 
however; appropriate compliance re-
gimes entail a holistic approach en-
compassing both technical and non-
technical organizational measures.

Encryption and personal data. En-
crypting personal data does not neces-
sarily mean it is no longer personal 
data.7 Again, this is because the data 
will still relate to an identifiable indi-
vidual and can be decrypted, either 
with the appropriate key or because of 
some vulnerability in the encryption 
mechanism—both of which could be 
discovered or compromised at a later 
date. Moreover, both the act of encrypt-
ing and subsequent operations per-
formed with that encrypted data (in-
cluding storage, retrieval, transfer, 
decryption, or use) will also be consid-
ered processing and subject to GDPR.

In other words, although encryption 
can mitigate some risks regarding the 
disclosure of personal data, it often 
does not affect the status of that data as 
personal (GDPR Recital 28). Organiza-
tions will therefore still have the same 
obligations for appropriately manag-
ing encrypted personal data as they do 
for personal data in general.

In this way, using TEEs, which in-
clude cryptographic means for isolating 
data and compute, does not remove 
one’s obligations under GDPR. This 
raises implications for those processing 
data on behalf of others, such as cloud 
providers. Those providing such services 
still have responsibilities under GDPR 
for encrypted personal data, even if they 
do not have access to the legible (plain-
text) data or decryption keys, and impor-
tantly, even if they are unaware that the 
data is personal in the first place.7,17

Analytics and machine learning. Data 
analytics and machine learning are ar-
eas of considerable commercial inter-

in law, security-oriented requirements 
may arise from best practices, adher-
ence to industry standards, and so on. 
TEEs can assist with meeting these re-
quirements in much the same way as 
they can assist with meeting similar ob-
ligations established by law.

The following sections consider in 
more detail how TEEs relate to obliga-
tions under GDPR in a cloud context. 
Note that some of the discussion may 
be applicable more widely.

Security-related requirements. Re-
call that GDPR requires data control-
lers and processors to take the appro-
priate “technical and organizational 
measures” to ensure a level of security 
appropriate for the risks of data pro-
cessing (see “Security-related Obliga-
tions”). In determining the measures 
to employ, parties should take into ac-
count the current technological state 
of the art; the scope, context, nature, 
and purpose of the data and its pro-
cessing and the associated risks; and 
issues around loss, alteration, unau-
thorized disclosure and access, among 
others (GDPR Art.32; Recital 83). GDPR 
explicitly envisages that appropriate 
measures might include encrypting 
personal data and mechanisms to en-
sure the confidentiality and integrity of 
processing (GDPR Art.32; Recital 83).

Because of their significant resourc-
es, it is argued that cloud providers are 
often better placed to deal with securi-
ty concerns than companies managing 
their infrastructure in-house. More-
over, GDPR requires that processors 
can be used only if they provide suffi-
cient guarantees that they have imple-
mented measures ensuring GDPR-
compliant processing, including in 
relation to security obligations (GDPR 
Art.28). In this way, enclaves, beyond 
potentially further enhancing a provid-
er’s security posture, could provide an 
additional mechanism to help cloud 
providers offer such guarantees.

Conversely, a vulnerability in the 
cloud service (for example, an incor-
rectly configured enclave-backed ser-
vice) potentially affects everyone using 
that service. There is, therefore, a sig-
nificant reliance on cloud providers to 
implement TEEs correctly (as with oth-
er aspects of their infrastructure)—
where the discovery and consequences 
of a vulnerability can be more wide-
spread, affecting swaths of tenants.

Using TEEs, 
which include 
cryptographic 
means for isolating 
data and compute, 
does not remove 
one’s obligations 
under GDPR.
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est. Note that despite the discussions 
concerning privacy-preserving analyt-
ics, the position under GDPR remains 
the same for analytics and ML as it 
does for any other form of processing. 
That is, analytics and machine learn-
ing are just particular forms of the wid-
er category of operations performed on 
personal data that are collectively 
termed processing, and therefore it has 
the same obligations.

The cloud is described as having a 
key role to play in providing the infra-
structure for enabling data storage, 
analytics, model building, among oth-
ers. Though using the cloud will not 
relieve an organization’s data protec-
tion obligations, there are responsibili-
ty-related incentives for prospective 
tenants leveraging enclave-backed pro-
cessing environments for analytics and 
ML. As noted, controllers are obliged 
to use only those providers that can 
provide sufficient guarantees that their 
undertakings are in accordance with 
GDPR requirements—where, again, 
TEEs might assist providers in demon-
strating their compliance. Further, us-
ing enclaves for cloud-based analytics/
ML can provide tenants with addition-
al confidentiality assurances, whereby 
the data and compute can be “sealed” 
from other parties and potentially the 
provider itself. This becomes particu-
larly relevant where the data, computa-
tion, or results may be personal or oth-
erwise sensitive. Moreover, integrity 
guarantees (over the code, data, and 
execution) can also be used to provide 
evidence demonstrating that the data 
was used only for particular purposes.

Data sharing and transfer. Many data 
processing scenarios involve the trans-
fer of data, whether as part of its collec-
tion, aggregation, distribution, com-
putation, or through interactions with 
various online services. Data may flow 
across technical boundaries (soft-
ware, service, or hardware) or admin-
istrative domains (that is, infrastruc-
tures of different organizations).24 In a 
cloud context, this can include data 
moving in-cloud (for example, across 
VMs, containers, and other hosted 
services), as well as data moving to/
from cloud services through the tenants 
up/downloading data, and interactions 
with remote services.

The remote-attestation functionality 
of enclaves can be relevant here to help 

ensure the confidentiality and integrity 
of code, data, and computation. This is 
because remote attestation allows an 
interrogation of the machine to which 
data is being considered for transfer by 
verifying, for example, that it is correctly 
configured, runs the correct code or ap-
plications, is operated by the expected 
organization, and so on. This can pro-
vide some assurance that data will be 
processed in an appropriate and expect-
ed manner. In this way, the technology 
can allow for more measured and con-
trolled data transfers between parties.

From a data protection perspective, 
remote attestation can give controllers 
a greater degree of control over the pro-
cessing operations for which they are 
ultimately responsible. Processors 
(typically providers) can process data 
only on behalf of and on the instruc-
tion of controllers (typically tenants) 
(GDPR Art.28 and 29), while also em-
ploying measures to ensure they pro-
cess data in a manner that complies 
with GDPR (GDPR Art.28). Remote at-
testation potentially assists with this, 
paving a way for controllers to establish 
processing boundaries and to verify 
processor adherence. Attestation may 
also aid processors in demonstrating 
their own compliance and assisting 
their audit (GDPR Art.28), for example, 
where a provider involves others as part 
of its supply chain.

As such, TEEs represent one possi-
ble measure (of many) that could help 
controllers ensure that processors are 
operating appropriately. They also as-
sist processors in demonstrating that 
they are meeting their obligations.

Benefits and risk. Cloud services are 
used by tenants for a wide variety of 
purposes. Given the growing aware-
ness of legal obligations relating to 
data and its processing, various materi-
als describe TEE technology as a means 
for tenants to meet their GDPR obliga-
tions (as mentioned earlier). Yet, while 
industry focuses on the benefits for 
tenants, less discussed is how the tech-
nology may actually serve the provid-
ers’ interests.

Cloud provider liabilities. Under 
GDPR, the controller is the entity that 
remains ultimately responsible for 
compliance (GDPR Art.5(2)). In the 
cloud this is generally (but not always) 
the tenant. GDPR provides several 
ways, however, in which processors 

(usually cloud providers) may be liable 
for certain violations, including in rela-
tion to security obligations, and there-
fore may face penalties for noncompli-
ance. It follows that providers can 
benefit through means helping them 
manage these concerns.

Again, GDPR requires processors to 
take appropriate technical and organi-
zational security measures, and to as-
sist the controller in ensuring compli-
ance with those obligations (GDPR 
Art.28(3)(c), Art.28(3)(f)). GDPR also re-
quires that controllers and processors 
establish contractual provisions that 
oblige processors to make available to 
controllers the information for demon-
strating compliance and facilitating 
audits (GDPR Art.28(3)(h)). Indeed, 
prominent cloud providers incorpo-
rate such terms into their standard 
form services agreements (see, for ex-
ample, those for Amazon AWS2 and Mi-
crosoft Azure14), although these raise 
practical considerations (for example, 
the limitations on the ability of tenants 
to meaningfully “inspect” a provider’s 
operations17). This means that while 
both tenants and providers may be ac-
countable to regulators and other over-
sight bodies for failures to meet these 
security requirements (which can re-
sult in potentially severe penalties), 
cloud providers should, according to 
GDPR, also be accountable in contract 
to the tenant and may face action, po-
tentially including for damages, when 
they do not meet their obligations.

In other words, cloud providers have 
a number of obligations, and this ex-
poses them to legal and financial liabil-
ity. Cloud providers tend to be the ma-
jor player in a technology supply chain, 
and as large organizations with sub-
stantial resources at their disposal with 
which to cover damages, they are often 
a prime target for litigation. Therefore, 
there are strong incentives for providers 
to limit and manage their risk exposure.

Benefits for providers. In adopting 
TEEs, cloud service providers may help 
mitigate their own liability exposure.

First, the security properties offered 
by enclaves can provide additional guar-
antees regarding the confidentiality of 
data, code, and processing. If there is a 
(plaintext) data leak, the provider may 
point to the use of enclaves to show that 
the data was protected on its platform, 
indicating that the responsibility for the 
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cloud provider’s service, such as an in-
correctly configured TEE, can poten-
tially impact their entire customer 
base. This is particularly problematic 
in a consolidated environment, given 
that the cloud aims at scale—a provid-
er serves a vast range of customers, cov-
ering a vast range of applications (of 
varying importance for individuals, 
business, and society), meaning any is-
sue can have systemic implications.

Further, by controlling technical in-
frastructure, providers have the power 
to act as gatekeepers, determining 
how, when, and why the cloud services 
that now underpin many applications 
are used. Since the major cloud provid-
ers offer a substantial collection of 
other products and services, some of 
those applications and services of-
fered by tenants will be in competition 
with the offerings from the companies 
also providing the cloud. The power to 
determine who can use their services, 
and for what purposes, means they 
might—intentionally or otherwise—
influence the behavior of their com-
petitors in other markets, while at the 
same time generally influencing the 
broader application landscape.

The context for this discussion is 
that the dominant tech firms are in po-
sition to derive significant market and 
societal power.30 As societal reliance on 
cloud services increases, so too does 
the power conferred on providers. As 
these providers were already dominant 
in their markets, this would, in effect, 
be a circular, self-reinforcing phenom-
enon: TEEs provide incentives for 
greater use of the cloud; TEEs become 
more widely accepted as best practice; 
cloud providers are best placed to im-
plement TEEs, given their expertise 
and economies of scale; which pro-
vides further incentives for the use of 
cloud services; and so on. As a result, 
the current structural conditions of the 
cloud ecosystem, and the power of pro-
viders within that ecosystem and in so-
ciety more generally, would likely be 
reinforced and entrenched.

Therefore, the potential for TEEs to 
increase the power of cloud providers 
and provide incentives to use the cloud 
should be factored into discussions 
concerning the dominance of technol-
ogy firms—particularly in light of soci-
ety’s increasing reliance on technical 
infrastructure.30

leak lies elsewhere. The integrity guar-
antees of enclaves can also help demon-
strate that the cloud provider has acted 
appropriately (for example, in terms of 
system configuration, that the data was 
not tampered with, the right code was 
executed, and so on). It follows that in 
practice, enclaves may assist a provider 
by presenting evidence that it wasn’t at 
fault. This can help in absolving liability 
when issues arise.

Although the provider, as a proces-
sor, still has obligations under GDPR, 
even where it does not know that data 
is personal and even if it cannot ac-
cess the plaintext, the fact that the 
tenant requested an enclaved-backed 
service gives the provider an extra sig-
nal that the particular scenario may 
require special care. This can help in-
form the provider’s associated risk-
mitigation strategy.

Benefits for tenants. There are some 
benefits for tenants. First, the technolo-
gy can help tenants manage their own 
legal obligations. As discussed, control-
lers can use only those processors that 
can provide sufficient guarantees they 
implement the appropriate technical 
and organizational measures to meet 
GDPR’s requirements, including the se-
curity obligations (GDPR Art.28(1)). Ten-
ants using the services of a cloud provid-
er that employs TEEs can go some 
distance toward meeting their own obli-
gations under GDPR and mitigate their 
own liability exposure. This is where the 
technology gives extra assurances that 
better justify the use of the cloud, while 
allowing tenants to benefit from the pro-
vider’s functionality and expertise, 
where the provider, indeed, may well be 
better placed to deal with security and 
data-management concerns.

Enclaves can also provide a founda-
tion for tenants to “audit” the provider. 
For example, if a cloud provider is 
claiming to use TEEs, the tenant should 
be able to verify this, as well as the as-
sociated operations and functionality 
that the enclave underpins. Where this 
is not occurring, the tenant can poten-
tially take action against the provider.

More generally, however, enclaves, 
as a means for limiting a provider’s in-
volvement in processing operations 
(that is, by segregating data and com-
pute), may actually encourage the up-
take of the cloud in situations that 
otherwise would have been too risky 

(for example, where data is particular-
ly sensitive). Therefore, the technolo-
gy can make cloud services more via-
ble for prospective tenants by 
influencing the risk calculus such that 
compliance becomes less of a barrier 
for cloud adoption. This may be desir-
able for prospective customers, which 
may seek to migrate to the cloud to 
benefit from reduced operational 
costs (compared with running opera-
tions in-house) and to leverage the 
provider’s other security measures, re-
sources, and expertise.

A gain for providers. In short, TEEs 
can be useful for mitigating the provid-
er’s own risk. At the same time, the 
technology can also encourage more 
cloud adoption, which again benefits 
the cloud provider. This is interesting, 
given that providers are actively mar-
keting the technology to prospective 
tenants, often at a premium, despite 
the significant benefits for providers in 
terms of their own risk management 
and in driving further business.

The power of dynamics of adoption. 
A vast array of applications, services, 
and organizations rely on the use of 
cloud services. At the same time there is 
much consolidation among vendors in 
the cloud computing space, and in the 
tech industry more generally, in which 
there are a few dominant players.6

TEEs have the potential to help en-
trench the reliance on the cloud and 
strengthen the position of the major 
cloud service providers. This is because 
the guarantees provided by enclaves 
could drive further cloud adoption, in-
cluding in situations where this would 
previously have been untenable. More-
over, if TEEs become widely accepted as 
best practice, it will be these providers 
that are best placed to meet the requi-
site standards. This is because of their 
significant resources, access to security 
expertise, experience with the technol-
ogy, and ability to absorb the cost of 
implementing new technologies.

In this way, regulatory and market 
incentives may interact with the devel-
opment and adoption of TEEs to help 
drive the consolidation of the techni-
cal infrastructure, which supports a 
range of applications, around a few 
dominant companies. This raises a 
number of concerns.6

First are those around security and 
resilience. An issue or vulnerability in a 
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Enclaves: A basis for compliance and 
accountability? A related area warrant-
ing consideration is how enclaves might 
provide a technical foundation for en-
abling new measures that aim explicitly 
at increasing levels of assurance, compli-
ance, and accountability24—that is, to ex-
plore whether and how TEEs can provide 
a suitable processing environment and 
other guarantees upon which specific 
legal compliance and accountability 
mechanisms could be built. For exam-
ple, TEEs could provide the basis for 
raising levels of assurance in systems 
audit data (evidence) through improved 
recordkeeping regimes (for example, 
by improving the security and integrity 
of logs and logging mechanisms10). 
Generally, there is a need for further 
work on enabling more reliable and ro-
bust mechanisms supporting the over-
sight, monitoring, management, scrutiny, 
and review of technical infrastructure 
and organizational practices. This is an 
area ripe for attention.

Concluding Remarks
Organizations that deal in data are in-
creasingly subject to legal and regula-
tory obligations. In exploring how data 
protection relates to enclaves in a cloud 
context, we have shown that—despite 
material suggesting the possibility—
TEEs will not solve compliance issues. 
They do not provide a means by which 
those designing, deploying, or using 
technical systems can avoid their data 
protection responsibilities. Instead, 
TEEs represent yet another security tool 
(but one tool among many) that can aid 
risk management. They have the poten-
tial to help in building more secure sys-
tems, and in doing so can perhaps assist 
with meeting some legal obligations.

For tenants, the real gains appear 
less about the legal aspect and more 
about reducing the compliance barri-
ers for cloud adoption—where cloud 
uptake can result in cost savings. 
While enclaves are marketed to pro-
spective tenants, many of the poten-
tial benefits of TEEs actually fall to the 
providers. That is, providers can use 
the technology to manage their own 
risks better and to drive further busi-
ness. Indeed, this accords with the 
prior criticisms of such technology as 
primarily being in the interests of ven-
dors. As outlined here, lower-level se-
curity technologies such as TEEs can 

reinforce the power of the few domi-
nant tech companies and, therefore, 
warrant further consideration.

There also appears to be an opportu-
nity for the technology to support stron-
ger governance regimes by underpin-
ning compliance, reporting, and other 
accountability mechanisms. This is an 
area that is so far underexplored.

Overall, the above tech-legal analy-
sis shows that there is more to enclaves 
than just their functionality. As such, 
the technology should be on the radar 
of not only technologists, but also busi-
nesses, regulators, policymakers, and 
civil society.

Acknowledgments
The Compliant and Accountable Sys-
tems Group acknowledges the finan-
cial support of the Engineering and 
Physical Sciences Research Council, 
University of Cambridge, through the 
Trust & Technology Initiative, and Mi-
crosoft through the Microsoft Cloud 
Computing Research Centre. Do Le 
Quoc is supported by funding from 
an innovation program under the LE-
GaTO Project (legato-project.eu), grant 
agreement no. 780681.	

References
1.	 Alder, F., Asokan, N., Kurnikov, A., Paverd, A., Steiner, 

M. S-FaaS: Trustworthy and accountable function-
as-a-service using Intel SGX. In Proceedings 
of the ACM SIGSAC Conf. Cloud Computing 
Security, 2018, 185–199; https://dl.acm.org/
doi/10.1145/3338466.3358916.

2.	 Amazon. AWS GDPR Data Processing Addendum; 
https://d1.awsstatic.com/legal/aws-gdpr/AWS_
GDPR_DPA.pdf.

3.	 Anati, I., Gueron, S., Johnson, S., Scarlata, V. 
Innovative technology for CPU-based attestation and 
sealing. In Proceedings of the 2nd Intern. Workshop on 
Hardware and Architectural Support for Security and 
Privacy. ACM.

4.	 Anderson, R. Cryptography and competition policy: 
issues with “trusted computing.” In Proceedings of the 
22nd Annual Symp. Principles of Distributed Computing, 
2003, 3–10.

5.	 Arnautov, S. et al. SCONE: Secure Linux Containers 
with Intel SGX. In Proceedings of the 12th 
Usenix Symp. Operating Systems Design and 
Implementation, 2016, 689–703; https://dl.acm.org/
doi/10.5555/3026877.3026930.

6.	 Cobbe, J., Norval, C., Singh, J. What lies beneath: 
Transparency in online service supply chains. J. Cyber 
Policy 5, 1 (2020), 65–93.

7.	 European Commission. What is personal data? https://
ec.europa.eu/info/law/law-topic/data-protection/
reform/what-personal-data_en.

8.	 Gollamudi, A., Chong, S. Automatic enforcement 
of expressive security policies using enclaves. In 
Proceedings of the ACM SIGPLAN Intern. Conf. 
Object-oriented Programming, Systems, Languages 
and Applications, 2016, 494–513; https://dl.acm.org/
doi/10.1145/2983990.2984002.

9.	 Hunt, G., Letey, G., Nightingale, E. The seven properties 
of highly secure devices. Microsoft Technical Report 
MSR-TR-2017-16; https://www.microsoft.com/en-us/
research/publication/seven-properties-1st-edition/.

10.	 Karande, V., Bauman, E., Lin, Z., Khan, L. SGX-Log: 
Securing system logs with SGX. In Proceedings of the 
2017 ACM Asia Conf. Computer and Communications 
Security, 19–30.

11.	 Le Quoc, D., Gregor, F., Arnautov, S., Kunkeland, R., 
Bhatotia, P., Fetzer, C. secureTF: A secure TensorFlow 
framework. In Proceedings of the 21st Intern. ACM/
IFIP Middleware Conference; 2020.

12.	 Le Quoc, D., Gregor, F., Singh, J., Fetzer, C. SGX-
PySpark: Secure distributed data analytics. In 
Proceedings of WWW ’19: The World Wide Web Conf.; 
https://dl.acm.org/doi/10.1145/3308558.3314129.

13.	 Linux Foundation. Confidential Computing Consortium, 
2020; https://confidentialcomputing.io/.

14.	 Microsoft. Online Services Data Protection Addendum; 
https://www.microsoft.com/en-us/licensing/product-
licensing/products.

15.	 Microsoft. Virtualization-based security (VBS) memory 
enclaves: Data protection through isolation, 2018; 
http://bit.ly/3ps8rF2

16.	 Microsoft. Azure confidential computing, 2020;  
https://azure.microsoft.com/en-us/solutions/
confidential-compute

17.	 Millard, C.J., ed. Cloud Computing Law, second edition. 
Oxford University Press, 2021.

18.	 Nilsson, A., Bideh, P.N., Brorsson, J. 2020. A survey of 
published attacks on Intel SGX; arXiv:2006.13598.

19.	 Ohrimenko, O., Schuster, F., Fournet, C., Mehta, 
A., Nowozin, S., Vaswani, K., Costa, M. Oblivious 
multi-party machine learning on trusted 
processors. In Proceedings of the 26th Usenix Conf. 
Security Symposium, 2016; https://dl.acm.org/
doi/10.5555/3241094.3241143.

20.	 Open Enclave SDK. 2019; https://github.com/
openenclave/openenclave.

21.	 Schoen, S.D. Trusted computing: promise and risk. 
Electronic Frontier Foundation, 2003; https://www.eff.
org/files/20031001_tc.pdf.

22.	 Schuster, F., Costa, M., Fournet, C., Gkantsidis, C., 
Peinado, M., Mainar-Ruiz, G., Russinovich, M. VC3: 
Trustworthy data analytics in the cloud using 
SGX. In Proceedings of the 2015 IEEE Symp. 
Security and Privacy; https://ieeexplore.ieee.org/
document/7163017.

23.	 Schwarz, M., Weiser, S., Gruss, D. Practical enclave 
malware with Intel SGX. In Detection of Intrusions 
and Malware, and Vulnerability Assessment. Springer 
International Publishing, 2019, 177–196.

24.	 Singh, J., Millard, C., Reed, J., Cobbe, J., Crowcroft, 
J. Accountability in the IoT: Systems, law, and ways 
forward. IEEE Computer 51, 7 (2018), 54–65; https://
ieeexplore.ieee.org/document/8423131.

25.	 Skillern, R. Intel architecture enables new IBM cloud 
service with enhanced container security. Intel IT 
Peer Network, 2018; https://itpeernetwork.intel.com/
intel-ibm-cloud-container-security.

26.	 Tarkhani, Z., Madhavapeddy, A. Sirius: enabling 
system-wide isolation for trusted execution 
environments. 2020; arXiv:2009.01869.

27.	 Tsai, C.-C., Porter, D. E., Vij, M. Graphene-SGX: A 
practical library OS for unmodified applications on 
SGX. In Proceedings of the 2017 Usenix Annual 
Technical Conf., 645-658; https://dl.acm.org/
doi/10.5555/3154690.3154752.

28.	 U.S. Department of Defense. 1985. DoD Trusted 
Computer System Evaluation Criteria.

29.	 Van Bulck, J., Oswald, D., Marin, E., Aldoseri, A., Garcia, 
F.D., Piessens, F. A tale of two worlds: Assessing 
the vulnerability of enclave shielding runtimes. 
In Proceedings of the 2019 ACM SIGSAC Conf. 
Computer and Communications Security, 1741–1758; 
https://dl.acm.org/doi/10.1145/3319535.3363206.

30.	 van Dijck, J., Poell, T., de Waal, M. The Platform 
Society: Public Values in a Connective World. Oxford 
University Press, 2018.

Jatinder Singh heads the Compliant and Accountable 
Systems Research Group in the Department of Computer 
Science and Technology, the University of Cambridge, U.K.

Jennifer Cobbe is a research associate in the Compliant 
and Accountable Systems Group, Department of 
Computer Science and Technology, the University of 
Cambridge, U.K.

Do Le Quoc is a postdoc at the Systems Engineering 
Group of TU Dresden, Germany, and a co-founder of 
Scontain UG.

Zahra Tarkhani is a Ph.D. candidate in the Systems 
Research Group at the Cambridge University Computer 
Laboratory, Cambridge, U.K.

Copyright held by authors/owners. 

https://dl.acm.org/doi/10.1145/3338466.3358916
https://d1.awsstatic.com/legal/aws-gdpr/AWS_GDPR_DPA.pdf
https://dl.acm.org/doi/10.5555/3026877.3026930
https://dl.acm.org/doi/10.1145/2983990.2984002
https://www.microsoft.com/en-us/research/publication/seven-properties-1st-edition/
https://dl.acm.org/doi/10.1145/3308558.3314129
https://confidentialcomputing.io/
https://www.microsoft.com/en-us/licensing/product-licensing/products
http://bit.ly/3ps8rF2
https://azure.microsoft.com/en-us/solutions/confidential-compute
https://dl.acm.org/doi/10.5555/3241094.3241143
https://github.com/openenclave/openenclave
https://ieeexplore.ieee.org/document/7163017
https://ieeexplore.ieee.org/document/8423131
https://itpeernetwork.intel.com/intel-ibm-cloud-container-security
https://dl.acm.org/doi/10.5555/3154690.3154752
https://dl.acm.org/doi/10.1145/3319535.3363206
https://www.microsoft.com/en-us/licensing/product-licensing/products
https://azure.microsoft.com/en-us/solutions/confidential-compute
https://dl.acm.org/doi/10.5555/3241094.3241143
https://ieeexplore.ieee.org/document/7163017
https://ieeexplore.ieee.org/document/8423131
https://itpeernetwork.intel.com/intel-ibm-cloud-container-security
https://dl.acm.org/doi/10.1145/3338466.3358916
https://dl.acm.org/doi/10.5555/3026877.3026930
https://dl.acm.org/doi/10.5555/3154690.3154752
https://ec.europa.eu/info/law/law-topic/data-protection/reform/what-personal-data_en
https://ec.europa.eu/info/law/law-topic/data-protection/reform/what-personal-data_en
https://ec.europa.eu/info/law/law-topic/data-protection/reform/what-personal-data_en
https://www.microsoft.com/en-us/research/publication/seven-properties-1st-edition/
https://github.com/openenclave/openenclave


52    COMMUNICATIONS OF THE ACM   |   MAY 2021  |   VOL.  64  |   NO.  5

practice

TESLA HELD ITS first Battery Day on 
September 22, 2020. What a fantastic world 
we live in that we can witness the first Apple-
like keynote for batteries. Batteries are 
a part of everyday life; without them, the 
world would be a much different place. Your 

cellphone, flashlight, tablet, laptops, drones, cars, and 
other devices would not be portable and operational 
without batteries.

At the heart of it, batteries store chemical energy and 
convert it into electrical energy. The chemical reaction 
in a battery involves the flow of electrons from one 
electrode to another. When a battery is discharging, 
electrons flow from the anode, or negative electrode, 
to the cathode, or positive electrode. This flow of 
electrons provides an electric current that can be used 
to power devices. Electrons have a negative charge; 

therefore, as the flow of negative elec-
trons moves from one electrode to an-
other, an electrolyte is used to balance 
the charge by being the route for 
charge-balancing positive ions to flow.

Let’s break this down a bit and un-
cover the chemical reactions at play 
within batteries. An electrical current 
requires a flow of electrons. Where do 
those electrons come from?

Electrons in the anode are produced 
by a chemical reaction between the an-
ode and the electrolyte. Simultaneous-
ly, another chemical reaction occurs in 
the cathode, enabling it to accept elec-
trons. These chemical reactions create 
the flow of electrons, resulting in an 
electric current.

A chemical reaction that involves 
the exchange of electrons is known as 
a reduction-oxidation reaction, or re-
dox reaction.

Reduction refers to a gain of elec-
trons. Thus, half of this reaction—the 
reduction—occurs at the cathode be-
cause it gains electrons. Oxidation re-
fers to a loss of electrons. Therefore, the 
other half of this reaction—oxidation—
occurs at the anode because it loses 
electrons to the cathode. Each of these 
reactions has a particular electric po-
tential. An electrochemical cell can be 
made up of any two conducting materi-
als that have reactions with different 
standard potentials, since the more ro-
bust material, which makes up the cath-
ode, will gain electrons from the weaker 
material, which makes up the anode.

Batteries can be made up of one or 
more electrochemical cells, each cell 
consisting of one anode, one cathode, 
and an electrolyte, as described earlier. 
The electrodes and electrolyte are gen-
erally made up of different types of 
metals or other chemical compounds. 
Different materials for the electrodes 
and electrolyte produce different 
chemical reactions that affect how the 
battery works, how much energy it can 
store, and its voltage.

Volts
The word volt refers to the measure of 
electric potential. The term derives 
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from the name of the Italian scientist 
who is credited with inventing the first 
battery, Alessandro Volta. In 1780, Lu-
igi Galvani, another Italian scientist, 
observed that the legs of frogs hanging 
on iron or brass hooks would twitch 
when touched with a probe of some 
other type of metal. Galvani believed 
that this was caused by electricity from 
within the frogs’ tissues. He called it 
“animal electricity.”

Volta believed the electric current 
came from the two different metal 
types: the hooks on which the frogs were 
hanging and the probe’s different met-
al. He thought the current was merely 
being transmitted through, not from, the 
frogs’ tissues. Volta experimented with 
stacks of silver and zinc layers inter-
spersed with layers of cloth or paper 
soaked in saltwater and found an elec-
tric current flowed through a wire ap-
plied to both ends of the pile. Volta also 
found the amount of voltage could be 

increased by using different metals in 
the pile, leading to what we know today 
as the scientific unit of a volt.

There are two ways to increase a bat-
tery’s voltage: stack several cells together 
or increase a cell’s electrochemical po-
tential by choosing different materials.

Combining cells in a series has an 
additive effect on the battery’s voltage. 
Essentially, the force at which the elec-
trons move through the battery can be 
seen as the total force as they move 
from the first cell’s anode through all 
the cells the battery contains to the last 
cell’s cathode.

In contrast, combining cells in par-
allel increases the battery’s possible 
current, which is defined as the total 
number of electrons flowing through 
the cells, but not its voltage.

Measuring Electricity
When you buy a light bulb, the box in-
dicates the wattage for the bulb. The 

watt is a measurement of power. It 
describes the rate at which electric-
ity is being used at a specific moment. 
Therefore, a 60-watt light bulb uses 
60 watts of electricity at any moment 
while turned on.

A watt-hour (Wh), on the other hand, 
is a measurement of energy. It de-
scribes the total amount of electricity 
used over time. You can derive from its 
name that watt-hours are a combina-
tion of watts, the rate electricity is used; 
and hours, the length of time used. Go-
ing back to the example, a 60-watt light 
bulb that draws 60 watts of electricity 
at any moment while turned on, uses 
60 watt-hours of electricity in one hour.

Watt-hours will get you only so far, 
however. To measure the electricity 
used by a large appliance or a house-
hold, the more common term is kilo-
watt-hour (kWh). A kilowatt is equal to 
1,000 watts; therefore, one kilowatt-
hour is equal to 1,000 watt-hours.
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of the battery comes from the fact that 
lithium ions are involved in the chemi-
cal reactions that make up the battery.

In a lithium-ion cell, both electrodes—
anode and cathode—are made of mate-
rials that can absorb lithium ions. The 
absorbing action is known as interca-
lation, which allows the charged ions of 
an element to be stored inside a mate-
rial without significantly disturbing it. 
The lithium ions are paired with an 
electron within the structure of the an-
ode. When the battery discharges, the 
intercalated lithium ions are released 
from the anode and travel through the 
electrolyte solution to be intercalated 
in the cathode.

A lithium-ion battery starts its life 
in a state of full discharge: All its lithi-
um ions are intercalated within the 
cathode, and its chemistry cannot yet 
produce any electricity. Before the bat-
tery can be used, it needs to be 
charged. As the battery is charged, an 
oxidation reaction occurs at the cath-
ode, meaning that it loses some nega-
tively charged electrons. An equal 
number of positively charged interca-
lated lithium ions are dissolved into 
the electrolyte solution to maintain 
the charge balance in the cathode. 
These travel over to the anode, where 
they are intercalated, or absorbed, 
into what is typically graphite. This in-
tercalation reaction also deposits 
electrons into the graphite anode, to 
pair with the lithium ions.

There are many other types of bat-
teries, but for the context of this article 
you primarily need to understand lithi-
um-ion batteries. (Some people might, 
however, be interested in a urine-pow-
ered battery.)

New Technologies
Solid-state batteries. Instead of the liq-
uid or polymer-gel electrolyte found in 
batteries today, a solid-state battery 
uses a solid electrolyte and solid elec-
trodes. Recall that positive ions flow 
through the electrolyte to balance 
the electrons’ negative charge. Today, 
batteries are quite efficient at trans-
ferring positive ions since a liquid 
electrolyte is in contact with the elec-
trodes’ entire surface area. Using a 
solid makes this a bit harder. Imagine 
the difference between dipping a chip 
in soup and dipping it into chopped 
tomatoes. The soup would cover more 

To measure the output of a power 
plant or the amount of electricity used 
by an entire city, megawatt is the more 
practical term. A megawatt is 1,000 
kilowatts or 1 million watts. Going even 
larger, a gigawatt is 1,000 megawatts, 1 
million kilowatts, or 1 billion watts. 
Gigawatt is the namesake of Tesla’s Gi-
gafactory. In 2018, battery production 
at the Gigafactory in Nevada reached 
20 gigawatt-hours (GWh) per year.

Alkaline Batteries
Most people are familiar with alkaline 
batteries. These are the batteries you 
typically use to power toys, electronics, 
flashlights, among others. The bulk of 
alkaline batteries produced are single-
use, although there are some recharge-
able alkaline batteries.

Alkaline batteries use zinc as the an-
ode and manganese dioxide as the 
cathode. The name comes from the al-
kaline solution used as the electrolyte. 
The electrolyte is typically potassium 
hydroxide, which can contain a large 
number of dissolved ions. The more 
ions the electrolyte solution can ab-
sorb, the longer the redox reaction that 
drives the battery can keep going.

The zinc anode is usually in pow-
dered form. Powder has a greater sur-
face area for a reaction, which means 
the cell can quickly release its power. 
The zinc anode gives up its electrons to 
the manganese-dioxide cathode, to 
which carbon, in the form of graphite, 
is added to improve its conductivity 
and help it keep its shape.

Alkaline batteries are popular be-
cause they have a low self-discharge 
rate, giving them a long shelf life, and 
they don’t contain toxic heavy metals 
such as lead or cadmium. They account 
for the bulk of batteries that are made 
today, although their place at the top 
will likely soon be challenged by the 
lithium-ion batteries in our phones, 
laptops, cars, and an increasing num-
ber of other gadgets.

Lithium-ion Batteries
Lithium-ion batteries are popular be-
cause of their energy density. Because 
the energy is dense, your phone can 
last all day and still be the small, por-
table, handheld device we are all famil-
iar with. As you likely know from the 
behavior of your phone, lithium-ion 
batteries are rechargeable. The name 

A lithium-ion 
battery starts its 
life in a state of full 
discharge: All its 
lithium ions are 
intercalated within 
a cathode, and its 
chemistry cannot 
yet produce any 
electricity.  
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of the chip’s surface area than would 
the chopped tomatoes.

Why use a solid electrolyte if it is less 
efficient? Today’s lithium-ion batteries 
typically rely on flammable liquids as 
the electrolyte. By using a solid electro-
lyte, batteries can be less prone to 
bursting into flame. You may remem-
ber Samsung’s Galaxy Note 7, which 
had the unfortunate side effect of 
catching fire. Solid electrolytes provide 
a much safer alternative.

Solid electrolytes typically tend to be 
either solid polymers at high tempera-
tures or ceramics at room temperature. 
The downside of solid polymers is they 
need to operate at temperatures above 
220°F (105°C). That is certainly not 
practical for a handheld device such as 
a phone or tablet but could work for 
storing energy to power a home.

A few companies are working on us-
ing ceramics at room temperature to 
create a solid-state battery. Toyota has 
been talking about its battery for years 
and aims to have it completed in 2025. 
Startups such as Solid Power and A123 
Systems (with the help of Ionic Materi-
als) aim to do the same.

A lot of the novel research being 
done on solid-state batteries is the work 
of Jürgen Janek, who recently published 
a benchmark of the performance of all-
solid-state lithium batteries. Another 

high-profile battery scientist, Gerbrand 
Ceder, published a paper on interface 
stability in solid-state batteries. New re-
search on solid-state batteries is being 
published quite frequently. Although 
there are many skeptics of solid-state 
batteries, since they have yet to be com-
mercially delivered and scaled, I would 
not dismiss it from having a seat at the 
table in the future.

Nuclear batteries. So far we have dis-
cussed only batteries powered by 
chemical reactions, such as those in 
flashlights, phones, and other gadgets. 
Chemical batteries, also known as gal-
vanic cells, discharge in a given amount 
of time and need to be either thrown 
away or recharged. Is there a type of 
battery that could last long term?

Nuclear batteries, or atomic batter-
ies, use the energy of beta decay and 
are known as betavoltaics. They are re-
ceiving research attention because 
they could last much longer than those 
powered by chemical reactions. Radio-
active isotopes used in nuclear batter-
ies have half-lives ranging from tens to 
hundreds of years, so their power out-
put remains nearly constant for a very 
long time.

If nuclear batteries can last from 
tens to hundreds of years, why are they 
not being used everywhere today? 
Doesn’t everyone want a phone that 

could last at least a decade without 
needing to be charged?

Nuclear batteries have a few side ef-
fects. They cannot be turned off; elec-
trons are continually being produced, 
even when they are not needed. Re-
search is being done into stimulating 
beta decay, which would create more 
current on demand, allowing the out-
put to drop to almost nothing when it 
is turned off.

Another downside is the power den-
sity of betavoltaic cells is much lower 
than that of chemical batteries. It is in-
teresting to note that betavoltaics were 
used in the 1970s to power cardiac 
pacemakers, before being replaced by 
cheaper lithium-ion batteries, even 
though the lithium-ion battery has a 
shorter lifetime.

In 2016, Russian researchers from 
the National University of Science and 
Technology MISiS presented a proto-
type betavoltaic battery based on nick-
el-63. A downside of using nickel-63 is 
that it is not readily available, making 
their research hard to commercialize. 
City Labs sells a betavoltaic battery 
with a 14.4-year half-life, which you can 
buy today starting at $1,000, but you 
would need 1.2 million of these just to 
have one watt of power. NDB is a start-
up working on a nano diamond battery 
that could last for thousands of years. 

Figure 1. Benefits of Tesla’s vertical integration.
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The Battery Day outcomes could in-
crease Tesla vehicles’ range while be-
ing more economical; the plan is to 
halve the cost per kilowatt-hour. Most 
startups (except for Sila Nanotechnolo-
gies, which seems to be most closely 
aligned with Tesla’s methodology) in 
this space tend to take a single design 
decision into account for their prod-
ucts—for example, anode material—
and focus on that. Tesla, on the other 
hand, took a broader approach. It took 
into account not only the materials for 
the cathode and anode, but also the 
cell design, factory, and integration 
with the vehicle, illustrated in Figure 1. 
(Tesla claimed in its presentation there 
were more aspects not mentioned that 
it could improve in the future.)

Let’s break down each of these im-
provements.

Cell design. For Tesla’s batteries, 
when discharging, the positive ions 
flow over the tabs, while the lithium 
ions flow from the anode to the cath-
ode, as shown in Figure 2. The tabs al-
low a cell’s energy to be transferred to 
an external source.

The Tesla team sought to increase 
the cell size to 46 millimeters, which 
optimizes vehicle range and cost re-
duction. Increasing the cell’s size, how-
ever, has a negative side effect on su-
percharging because of thermal issues. 

UPower Technologies is another start-
up working on a megawatt-scale atom-
ic generator.

Silicon anode. Today the material 
typically used for the anode is graphite 
because it is economical, reliable, and 
relatively energy dense, especially com-
pared with current cathode materials. 
The limiting factor of lithium-ion bat-
teries is the amount of lithium that can 
be stored in the electrodes. Using sili-
con as the material for the anode, rath-
er than graphite, allows around nine 
times more lithium ions to be held in 
the anode.

The ability to store more lithium 
ions using silicon sounds amazing; 
why isn’t everyone doing this? The 
problem is a silicon anode swells to 
three to four times its original volume 
when it absorbs lithium ions. Making 
the casing bigger doesn’t circumvent 
the problem because the expansion 
causes the silicon to fracture, leading 
to failure of the battery. A passivation 
layer, also known as the SEI (solid 
electrolyte interphase), forms on elec-
trode surfaces from the decomposi-
tion of electrolytes. This passivation 
layer typically inhibits further electro-
lyte decomposition, giving the battery 
a longer life. The absorption of lithi-
um ions gums up this layer making it 
less effective.

“With silicon, the cookie crumbles and 
gets gooey.” 	 —Elon Musk

As a solution to this problem, many 
companies use silicon as a fraction of 
the anode material, but such materials 
are expensive and highly engineered. 
Examples include silicon structured in 
SiO (silicon dioxide) glass ($6.60 per 
kWh), silicon structured in graphite 
($10.20 per kWh), and silicon nanow-
ires (>$100 per kWh). Sila Nanotech-
nologies is using silicon as its anode 
material. Amprius claims to use silicon 
for 100% of the anode material with 
silicon nanowires, a highly engineered, 
expensive material. Advano, Enevate, 
and Enovix are startups working on a 
silicon solution for the anode material.

Tesla’s Battery Day
At Tesla’s Battery Day event, the compa-
ny announced many changes to its bat-
tery that encompass more than just the 
materials used. Tesla has on staff the re-
nowned battery scientist Jeff Dahn. His 
most recent papers, “A Wide Range of 
Testing Results on an Excellent Lithium-
Ion Cell Chemistry to be Used as Bench-
marks for New Battery Technologies” 
and “Is Cobalt Needed in Ni-rich Posi-
tive Electrode Materials for Lithium-Ion 
Batteries?”help give some insight into 
what Tesla has been working on.

Figure 2. Battery discharge.
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To circumvent these issues, the Tesla 
team removed the tabs, calling the new 
design “tabless.”

The tabless design leads to simpler 
manufacturing, fewer parts, and a five-
fold reduction of the electrical path. 
Going from a 250-millimeter to a 
50-millimeter electrical path length 
leads to substantial thermal benefits. 
The length of the electrical path is sig-
nificant because the distance the elec-
tron has to travel is much less. Even 
though the cell is much bigger, the 
power-to-weight ratio is better than a 
smaller cell with tabs.

Why does this new tabless design 
matter? Instead of calling it tabless, 
Tesla could have called it many tabs, 
because each of the folded pins is a tab, 
as shown in Figure 3. What is the func-
tion of a tab?

Consider this analogy: When I was 
growing up, my family would always 
leave sporting events before they end-
ed to avoid the crowd trying to exit the 
stadium. If we had stayed to the end of 
the event, the exiting process would 
have taken more time and been un-
comfortable since everyone would be 
trying to leave through a few exits at the 
same time. They get closer and closer 
to one another, and the environment 
becomes hot and rowdy. If you think of 
the exiting people as electrons, a stadi-

um with a single exit is similar to a bat-
tery’s behavior with a single tab; elec-
trons are all trying to leave through the 
single tab and bumping up against one 
another until they heat up.

Tesla’s new design has multiple tabs, 
equivalent to a stadium with lots of ex-
its. Now people, or electrons, can exit 
quickly while staying cool and calm.

Tesla didn’t provide many details in 
its presentation on the new tabless de-
sign and its implementation, but it can 
be attributed to “secret sauce.”

Manufacturing a cell consists of an 
electrode process where the active ma-
terials are coated into films onto foils; 
the coated foils are then wound in the 
winding process. The roll is assembled 
into the can, sealed, and filled with 
electrolyte and then sent to formation, 
where the cell is charged for the first 
time. Recall that a lithium-ion battery 
starts its life in a discharged state. For a 
battery cell with tabs, manufacturing is 
much more complicated. When the 
cell with tabs is going through the as-
sembly line, it has to keep stopping 
where all the tabs are so you can’t do 
continuous motion production. It is 
also a lot more error prone.

“It is really a huge pain … to have tabs 
from a production standpoint.” 	
	 —Elon Musk

The new batteries are 46 millimeters 
by 80 millimeters, leading to the name 
4680, referring to the diameter and 
length. Previously, an extra zero was 
added onto the end of the name but was 
removed since it had no purpose.

The 4680 batteries have five times 
more energy with six times the power 
and enable a 16% range increase. At the 
battery-pack level, the form-factor im-
provements alone result in a 14% re-
duction in cost per kWh.

Cell factory. Earlier we learned a 
bit about how removing tabs from the 
battery cells simplifies the manufac-
turing process. In an assembly line, 
you don’t want the line to stop and 
start, but continuously move. Stop-
ping the process leads to inefficiency. 
The Tesla team aims to speed up its 
process to make one factory be multi-
ple scales of efficiency better than a 
typical battery factory.

We also learned the electrode pro-
cess is where the active materials are 
coated into films onto foils. The wet 
step of the electrode process begins 
with mixing, which occurs when the 
powders are mixed with either water 
or a solvent, typically a solvent for the 
cathode. The mix then goes into a 
large coat-and-dry oven, tens of me-
ters long, where the slurry is coated 
onto the foil and dried. The solvent 

Figure 3. Tabless cell.
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think of it as a bookshelf, as illustrated 
in Figure 4. In this case, the lithium 
ions are books. The most efficient 
bookshelf holds the most books while 
still being stable enough to retain its 
structure as the books are taken out 
and returned.

The Tesla team aims to increase 
the amount of nickel in its cathode 
material since it is less expensive and 
has the highest energy density (as 
shown previously). Cobalt is typically 
used as a cathode material because it 
is very stable. The Tesla team, howev-
er, aims to leverage novel coatings and 
dopants to stabilize nickel better and 
remove cobalt entirely from its mate-
rials. Removing cobalt will lead to a 
15% reduction in the cathode’s cost 
per kWh.

The cost and availability of materi-
als were important considerations. 
Availability was not an issue for the an-
ode material since silicon is abundant. 
The same goes for lithium, which is 
also highly accessible. For nickel, on 
the other hand, the Tesla team is diver-
sifying the amount it is using for each 
type of vehicle.

The team also simplified the cath-
ode-manufacturing process by remov-
ing all the legacy parts. According to 
the Battery Day presentation, the cath-
ode manufacturing process, which is 

then has to be recov-
ered. Finally, the coat-
ed foil is compressed to 
the final density. This 
process is complex and 
inefficient, especially 
since humans need to 

transport the mix from the mixing 
step to the ovens. It is also inefficient 
because of the need to put the solvent 
in and then recover it.

One significant change Tesla is 
making is skipping the solvent step of 
the electrode coating’s wet process in 
favor of a dry process, which trans-
forms the powder directly into film. 
This technology stemmed from Tes-
la’s acquisition of Maxwell at the be-
ginning of 2019. On Battery Day, Musk 
mentioned that since the acquisition, 
Tesla is now on the fourth revision of 
the equipment that turns powder into 
film. He noted, “There is still a lot of 
work to do. There is a clear path to suc-
cess but a ton of work between here 
and there.” When this process is 
scaled up, it results in a tenfold reduc-
tion in footprint and an equal reduc-
tion in energy, as well as a massive de-
crease in capital expenditure (CapEx).

The manufacturing step known as 
formation is where the cell is charged 
for the first time and its quality is veri-
fied. Formation is typically 25% of the 

CapEx investment. The Tesla team im-
proved density and cost effectiveness 
by using their knowledge from cars 
and power-wall charging and dis-
charging. This led to an 86% reduction 
in CapEx investment per GWh in for-
mation and a 75% reduction in foot-
print. For a factory that previously had 
an output of 150GWh, this translates 
to that same factory putting out 1TWh 
using the more efficient processes. At 
the battery-pack level, this led to an 
18% reduction in cost per kWh.

Anode material. Tesla announced it 
was moving to silicon as its anode ma-
terial. Silicon is the most abundant ele-
ment in the earth’s crust after oxygen. 
Rather than creating a highly engi-
neered material that would be expen-
sive, Tesla will use raw silicon and de-
sign for it to expand. The silicon’s 
surface will be stabilized through an 
elastic, ion-conducting polymer coat-
ing and a highly elastic binder and 
electrolyte.

Tesla’s silicon costs $1.20 per kWh, 
whereas the other solutions covered 
here cost anywhere from $6 per kWh 
to upward of $100. Using silicon will 
lead to a 5% reduction in cost per kWh 
at the battery-pack level and a 20% 
longer range for Tesla vehicles.

Cathode material. A helpful analogy 
for understanding the cathode is to 

• more online

A version of 
this article 
with embedded 
informational 
links is available 
at https://queue.
acm.org/detail.
cfm?id=3439415

Figure 4. Battery cathode.
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35% of the cathode cost per kWh, had 
not had a fresh look in a long time and 
was wildly inefficient.

“If you take a look at the ‘It’s a small 
world journey’ of I am a nickel atom, and 
what happens to me, it’s crazy, you’re go-
ing around the world three times, there is 
a moral equivalent of digging the ditch, 
filling in the ditch, and digging the ditch 
again. It’s total madness.”	 —Elon Musk

A typical cathode process starts with 
the metal from the mine being turned 
into an intermediate material called 
metal sulfate, which, in turn, is pro-
cessed again. The Tesla team removed 
the intermediate step of turning the 
metal into metal sulfate along with a 
bunch of other unnecessary steps. It 
also localized the cathode materials to 
the U.S., which decreased the number 
of miles required for the materials to 
travel. This led to a 66% reduction in 
CapEx investment, a 76% reduction in 
process cost, and zero wastewater. The 
cathode material improvements led to 
a 12% reduction in cost per kWh at the 
battery-pack level.

Cell vehicle integration. In the ear-
ly days of aircraft, fuel was carried as 
cargo. Later, fuel tanks were made in 
the shape of the wings. This was a 
breakthrough because the wings, 
which are critical to the airplane’s 
function, now could be used for an-
other purpose. The fuel tank was no 
longer cargo but fundamental to the 
structure of the aircraft. Tesla intends 
to do the same for cars.

Removing the intermediate struc-
ture in the battery pack allows the 
cells to be packed more densely. In-
stead of having supports and stabiliz-
ers in the battery cells, making up the 
intermediate structural elements, the 
battery pack itself is structural. Tesla 
had been filling the battery packs with 
a flame retardant. The new battery 
packs now are filled with a flame retar-
dant and structural adhesive, giving 
them stiffness and stability without 
intermediate structural elements. 
This makes the structure even stiffer 
than a regular car.

The cells can now be moved more 
toward the center of the vehicle be-
cause the volumetric efficiency is bet-
ter, avoiding the risk of a side impact 
potentially contacting the cells. This 

also allows the car to maneuver better 
because the polar moment of inertia is 
improved—much the way an ice skater 
can turn better with arms close to the 
body rather than extended out.

The improvements to the battery-
pack integration led to a 10% mass re-
duction in the car’s body, a 14% range 
increase, and 370 fewer parts. The 
smaller, integrated battery and body 
also help increase the efficiency of 
manufacturing. This has resulted in a 
55% reduction in CapEx investment 
and a 35% reduction in floor space. At 
the battery-pack level, the integration 
improvements mean a 7% reduction in 
cost per kWh.

The sum of all these improve-
ments—including cell design, factory, 
materials, and vehicle integration—
achieves the goal of halving the cost 
per kWh. Producing more affordable 
electric vehicles broadens Tesla’s mar-
ket to include new buyers, thereby re-
ducing the number of gas-powered ve-
hicles on the road.

Summary
It is satisfying to see a technology we 
all rely on day to day get its time in the 
spotlight. Although not mentioned 
during Battery Day, if Tesla were to 
achieve 400 watt-hours per kilogram, 
a zero-emissions jet just might be on 
the horizon. Now that batteries are ver-
tically integrated into Tesla’s product, 
you can only imagine that the software 
will track more data on battery efficien-
cy, leading to more improvements in 
the future.

It is encouraging to see Tesla take 
a fresh look at making more efficient 
and cost-effective batteries. The level 
of thought and detail put into rethink-
ing old processes to make them more 
efficient is inspiring. The Tesla team 
didn’t just look at one angle but all the 
angles: cell design, manufacturing, ve-
hicle integration, and materials. There 
is a clear why for every decision made 
that boils down to economics, not just 
technical gains. Hopefully, we will see 
another core technology in the spot-
light soon.	   

Jessie Frazelle is the cofounder and chief product officer 
of the Oxide Computer Company. Before that, she worked 
on various parts of Linux, including containers, as well as 
the Go programming language.

Copyright held by owner/author.  
Publication rights licensed to ACM.

Producing more 
affordable electric 
vehicles broadens 
Tesla’s market to 
include new buyers, 
thereby reducing 
the number  
of gas-powered 
vehicles on the road.
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CL A SSICAL APPROACHES TO cyber-security—isolation, 
monitoring, and the like—are a good starting point for 
defending against attacks, regardless of perpetrator. 
But implementations of those approaches in hardware 
and/or software can invariably be circumvented 
by insiders, individuals who abuse privileges and 
access their trusted status affords. An organizational 
culture in which people and procedures are part 
of the system’s defenses is thus necessary. Such 
a culture would instantiate classical approaches 
to cyber-security but implemented by people who 
follow administrative procedures. So, a careful look 
at a system’s defenses finds that many of the same 
classical approaches reappear at each level. But the 
implementation at the lowest layers— structures we 
might term insider defenses—involves people.

People do not slavishly follow administrative 
procedures the way a computing system executes its 
programs. In addition, people are more prone than 
computing systems to making errors, and people can 
be distracted or fooled. Finally, because they can 

be influenced by events both inside 
and outside of the workplace, people 
have very different kinds of vulnerabil-
ities than computing systems. But 
people alter their behaviors in re-
sponse to incentives and disincen-
tives and, when empowered by organi-
zational culture, they will (unlike 
computing systems) respond in rea-
sonable ways to unusual or unantici-
pated circumstances. Thus, the use of 
people in a defense both offers bene-
fits and brings different challenges 
than using hardware or software.

Those benefits and challenges are 
the focus of this article, which is in-
formed by some recent discussionsa 
about best practices being employed 
at global IT companies and at the U.S. 
Department of Defense (DoD) for de-
fense against insider attacks. The pri-
vate sector and DoD are quite different 
in their willingness and ability to in-
vest in defenses, in the consequences 
of successful attacks, and in the incli-
nations of their employees to tolerate 
strict workplace restrictions. Given 
those differences, two things we heard 
seemed striking and worth document-
ing for broader dissemination: How 
similar are the practices being used, 
and how these organizational struc-
tures and procedures to defend against 
insider threats can be seen as instanti-

a	 These discussions were facilitated by the Na-
tional Academies Forum on Cyber Resilience.

Implementing 
Insider 
Defenses 

DOI:10.1145/3418296

How to avoid insider cyber-attacks by creating 
a corporate culture that infuses trust.

BY ERIC GROSSE, FRED B. SCHNEIDER, AND LYNETTE L. MILLETT

 key insights
	˽ Remarkably similar practices are being 

used at large-scale employers that range 
from DoD to the private sector, despite 
the significant differences in employee 
incentives, assets to be protected, and 
institutional cultures.

	˽ People, processes, and culture are 
key to defending against insider 
attacks. Many of the processes will be 
implemented by people doing just what 
computer security mechanisms do: 
monitoring, replication of independent 
function, and logging.

	˽ Carefully audited and constrained 
automation of a datacenter’s system 
administration can replace most  
super-user access by people.
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accountability a posterori often is dic-
tated by the feasibility of monitoring, 
detection, and/or recovery. Can a com-
promise be detected in a timely way? Is 
recovery from a compromise possible? 
Of course, prevention should be pre-
ferred for actions that could lead to im-
mediate and catastrophic outcomes.

Tamper-resistance of logs and back-
ups is critical for implementations of 
accountability. For logs, tamper-resis-
tance helps ensure attackers cannot 
easily change the logs to cover their 
tracks in order to avoid accountability. 
And for backups, tamper-resistance 
prevents attackers from installing sys-
tem modifications that would perpetu-
ate their presence after detection and 
restart. All accesses to sensitive data 
(see the sidebar “How Big Data and AI 
Complicate Things”) or functionality 
should be logged and attributed to an 
individual, if deterrence through ac-
countability is intended. For program-
matic access, log entries would indi-
cate what program is running, what 
were its arguments, who is running the 
program, as well as who wrote and/or 
reviewed the program. Mechanisms 
that are guaranteed to intercept all re-
quests and a strong form of authentica-
tion are thus a necessity for an imple-
mentation of logging.

Mechanisms to support deterrence 
through accountability can be further 
leveraged if the mechanisms also per-
form checks and/or pause to interro-
gate a developer or operator whenever 
sensitive or risky actions are initiated. 
For example, a pop-up message could 
inquire “Are you sure? Give a justifica-
tion for your undertaking this action” 
whenever anyone is changing pass-
words, moving or removing large quan-
tities of data, accessing highly sensitive 
information, and so on. Moreover, by 
requiring that a stylized form of justifi-
cation (for example, bug identification 
references, support ticket, user in-
volvement, requirements, and so on) 
be provided, the actor could be forced 
to reflect in a way that could head-off 
making an error. Obviously, automated 
tools can and should check logs after 
the fact to spotlight suspicious activi-
ties, such as actions involving too few 
individuals or where the explanation 
lacks detailed supporting references.

Physical security is an important el-
ement, not only to implement isolation 

success (for example, when critical 
products fail to perform as expected), 
and customer satisfaction. Insider at-
tacks also are an obvious vehicle for 
perpetrating supply chain attacks on 
an organization’s immediate or down-
stream customers. Moreover, certain 
functions and activities within an orga-
nization might be sensitive enough to 
warrant protection from inadvertent 
mistakes or accidents by even trustwor-
thy employees. Many defenses against 
insider attacks can serve here as well.

Technical Controls
Classical technical controls and mech-
anisms play a key role in defending 
against insider attacks.

	˲ Authorization prevents actions 
that compromise a security policy.

	˲ Audit creates deterrence through 
accountability.

	˲ Logging facilitates recovery after a 
security compromise.

Authorization is facilitated when 
the Principle of Least Privilege8 is fol-
lowed, since access by individuals is 
then limited according to need, which 
might be characterized (and, therefore, 
validated) by using past activity, time, 
location, and role. So, role-based ac-
cess control4 seems preferable, as 
should fine-grained privileges over 
coarse-grained ones.

Highly privileged administrator and 
operator accounts should be eschewed, 
which has led at least one global IT 
company to replace traditional system 
administrator root activities with auto-
mated systems that enable most data-
center operations to run without the 
need for participation by individuals 
having root privileges. If fewer people 
have root privileges, then fewer people 
can abuse those privileges.

The choice between preventing ac-
tion a priori versus deterrence through 

ating some classical approaches to cy-
ber-security.

Assessing Risks  
from Insider Attacks
Risks from insider attacks will be part 
of any credible security assessment for 
an organization. In doing such an as-
sessment, assets along with the pro-
tections they merit must be enumerat-
ed. That list is likely to include integrity 
and confidentiality of information 
about financial and customer data, 
confidentiality of intellectual proper-
ty, integrity of system functionality, 
and availability of services. A risk as-
sessment for insider attacks also re-
quires determining which individuals 
and roles within the organization are 
being trusted and for what, as well as 
how those trust relationships are 
maintained and updated as roles 
change and as changes are made to the 
organizational structure itself. Part of 
this approach, articulated by Phil Ve-
neables,9 then ‘a financial services 
CISO and Board Director at Goldman 
Sachs Bank, is to understand each role 
in the organization and the potential 
impact subverting that role could 
have; the aim would be to ensure no in-
dividual’s role has the potential for 
damage that exceeds the organiza-
tion’s risk tolerance. Note that opera-
tional challenges of effective and com-
prehensive insider risk mitigation 
might delay deployment until other 
areas of an organization’s security pro-
gram are mature but understanding 
and communicating the insider risk is 
nevertheless worthwhile.

Compromised insiders not only 
pose a threat to an organization’s as-
sets but are a threat to organizational 
stability (for example, through person-
nel or organizational changes made in 
reaction to a compromise), mission 

Recent progress in data science and in machine learning means large datasets are 
more prevalent. Scientists and engineers using machine learning and other AI tools 
are taught to examine raw data and check for unspoken assumptions needed to 
validate models. However, an organization concerned with protecting against insider 
attacks cannot have staff exploring sensitive data at will. Automated tools to validate 
assumptions and models would be a way to obviate the need for insider access to that 
data. Such tools have not yet been developed, though.

How Big Data and AI  
Complicate Insider Protections
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of current actions or as analyzers of 
logs listing past actions could become 
inured to false positives. Informal dis-
cussions with managers from govern-
ment and the private sector alike sug-
gest that the risk of such burnout can 
be avoided if this kind of activity is lim-
ited to approximately one- third of an 
individual’s time. And secondary ben-
efits do accrue from having individuals 
check their own actions. Daily system 
reports of unusual actions can serve as 
a reminder and a training tool about 
actions considered suspect. However, 
besides training individuals about 
what actions are sensitive, this practice 
does risk training bad actors about 
how to avoid triggering alerts. Insiders 
are anyway likely to be experts in what-
ever automation the system they work 
with and likely also in how to defeat it.

Monitoring and other organization-
al structures for minimizing insider 
risk come with costs. Senior leadership 
must be prepared to make allowance 
for lower productivity, for the addition-
al resources that will be needed, and 
for lowered work force morale. Even 
with the help of automated systems 
(for example, that only expose safe in-
terfaces and thus employ prevention to 
block attacks), burdens imposed by se-
curity enforcement may contribute to 
the decision of valued staff to leave. 
Fortunately, security fatigue is usually 
given as a secondary, rather than pri-
mary, reason for these departures. And 
some employees—depending on their 
roles and responsibilities—even wel-
come monitoring and other tools that 
help reduce human mistakes or that 
provide means for defending against 
allegations of malfeasance.

Ideally, additional costs incurred to 
reduce the risk of insider attacks would 
not be a competitive disadvantage in 
the corporate sector. But in most sec-
tors, today, they are. And significant, 
revealed insider attacks have been rare 
enough that the market has not incen-
tivized expenditures for suitable de-
fenses. Legal standards and/or regula-
tory approaches would be one way to a 
level playing field where the market is 
not responsive.

Organizations as Monitors
Insiders include anyone who has ac-
cess (even if unintended) to sensitive 
information and/or operations: em-

but also for authorization and for de-
terrence through accountability. One 
prevalent scheme is to require people 
to badge-in (use an identification 
badge or other unique, auditable token 
to gain access to specific locations) and 
badge-out individually. First, it creates 
defense-in-depth if authorization with-
in the computing system depends on 
the physical location from which a re-
quest is issued. Second, deterrence 
through accountability is strengthened 
if the physical security means attacks 
must be instigated from physical loca-
tions where the perpetrator might be 
observed.

Individuals as Monitors
Computing systems are not the only 
way to implement monitoring of an in-
dividual’s behaviors. People can serve 
as monitors, too. We thus can see mon-
itors as an underpinning for organiza-
tional structures where performing 
sensitive activities requires involve-
ment by multiple individuals, observ-
ing each other. Common examples of 
such organizational structures that are 
in use today include:

	˲ Two-person integrity. One person 
observes what a second person does. 
This structure, however, can be off-put-
ting to staff, and it doubles the cost of 
the work being done.

	˲ Pilot and co-pilot or pair program-
ming. Two individuals are both active 
participants in the activity, reversing 
their roles periodically. Pair program-
ming can be effective for some devel-
opers, but it can also impose costs and 
may pose workplace challenges for 
members of underrepresented or mar-
ginalized groups.

	˲ Maker/checker. Widely employed 
within the financial industry, the mak-
er creates a transaction and the checker 
approves it. High value transactions 
may require multiple checkers, al-
though increasing the number of 
checkers can promote a climate where 
approval becomes a rubber stamp. In 
some implementations, a number of 
actions might be collected and the 
checker approves an aggregate rather 
than approving individual activities.

	˲ Poll-watching. Used by U.S. election 
polling sites, this variation of maker/
checker disaggregates critical sequen-
tial actions and has each performed by a 
different individual. In addition, inde-

pendent (uninvolved) individuals are 
engaged to ensure, either systematically 
or through spot-checking, that actions 
are undertaken properly.

	˲ Independent collaborators. Tasks 
are accomplished by individuals who 
are sufficiently separated and indepen-
dent that they are unable to collude, but 
sufficiently close to share a deep under-
standing of action and context. By se-
lecting collaborators in a random fash-
ion, we frustrate outsiders hoping to 
cultivate insiders for later compromise.

These and other organizational 
structures that embody distributed 
trust (so named because our trust in 
the aggregate exceeds our trust in its 
constituents) ultimately depend on as-
sumptions about their participants. 
Typically, we assume a significant frac-
tion will be trustworthy and that par-
ticipants exhibit independence from 
each other—the cost to compromise N 
of them is N times the cost of compro-
mising a single one, and the probabili-
ty of collusion among multiple partici-
pants is small. There also will be an 
assumption that only mandated proce-
dures are followed.3 Role-based access 
control and other privilege assign-
ments can help ensure that no partici-
pant in an organizational structure 
usurps authority and engages in ac-
tions on behalf of another. Monitoring 
by an independent party (typically, 
management) also can help check any 
assumptions required for an organiza-
tional structure.

Professionals in the public and pri-
vate sector alike expect to be treated 
with respect, and constant monitoring 
can negatively affect their morale. The 
physical presence of another person 
necessarily creates a loss of privacy in 
the workplace, although expectations of 
workplace privacy vary by industry, sec-
tor, and type of work. Loss of privacy due 
to monitoring sometimes can be miti-
gated by also providing isolated space 
and time for private, solo work. In addi-
tion, an organizational culture that is 
explicit and public about assigning high 
priority to security and privacy of sensi-
tive data (whether it’s customer data or 
mission-critical intelligence analysis) 
helps staff accept that workplace priva-
cy might not always be possible and that 
organizational procedures do not re-
flect any individual’s trustworthiness.

Individuals who serve as monitors 
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can range from dealing with climate 
and weather emergencies to operating 
in a country or region that suddenly 
finds itself in a violent conflict. Security 
and risk minimization processes must 
not be so compliance-oriented that they 
cannot handle complexity and extraor-
dinary circumstances.

Incentivizing Trustworthy Behavior
Organizations with mature security 
cultures learn to treat their staff well 
(including staff not in security-specif-
ic organizations) while remaining 
slightly paranoid about damage that 
staff might inflict. A government intel-
ligence agency will necessarily have 
different approaches and incentives 
in place than a private company. In-
sider defenses at government agen-
cies can benefit from security clear-
ances, background checks, and 
criminal penalties for disclosure of 
protected information. And the same 
general principles hold for public sec-
tor, national security, and private 
companies. In all, staff and senior 
leadership must understand that po-
lite questions or requests for clarifica-
tion are not rude and reinforce behav-
ior when difficult cases are handled 
well. Existing training for compliance 
with the Foreign Corrupt Practices Act 
may already teach staff how to deal 
with some of these problems.c

Organizations about to implement 
new security policies and procedures 
can benefit by first identifying staff 
whose work demands high levels of se-
curity and reliability, since they are like-
ly to embrace the transition. It is also 
wise to find staff whose work might be 
negatively affected or inconvenienced 
by new security measures, since they 
might need additional persuasion.

Establishing a baseline of trust and 
appropriate openness helps ensure 
that all staff are inclined to share any 
concerns, and that can often ease the 
way. In government contexts, whistle-
blower protections can help. Here, re-
ported concerns should not be ig-
nored, but overreacting could 
discourage borderline reports. Be care-

c	 The Foreign Corrupt Practices Act is a law aimed 
at preventing companies and their senior leader-
ship from paying bribes to foreign officials in 
order to assist a business deal and also imposes 
accounting transparency guidelines. The law 
applies to publicly traded companies.

ployees, contractors, and friends. 
These different classes of individuals 
respond to different incentives which, 
in turn, affords different opportunities 
for defenses and requires different ap-
proaches to assessing threats.

In all cases, predicting when greater 
scrutiny of an individual may be need-
ed can contain costs connected with 
reducing insider attacks. In addition, a 
model of an organization’s business 
processes can be used to identify parts 
of the process that insider attacks are 
likely to target.1

Previous work in combining psy-
chosocial data with cybersecurity ef-
forts provides a path forward for iden-
tifying individuals who might warrant 
additional monitoring.2,5,7 And in gov-
ernment and intelligence organiza-
tions, there is typically a small,  
intensely supervised group that inte-
grates human resources and technical 
indicators to monitor the workforce. 
Private-sector best practices from the 
Securities Industry and Financial Mar-
kets Association similarly recommend 
the deployment of an institutionalized 
insider-threat team. However, some 
surveillance practices are not allowed 
in all jurisdictions where a multina-
tional corporation might operate.b

Whether an individual becomes a 
threat is often correlated with signals 
from system-implemented prevention 
and monitoring as well as from infor-
mation about non-technical activities. 
Staff turnover (incoming or outgoing) is 
one event where greater attention is typ-
ically justified. Experience has shown 
that theft of information is more likely 
to occur when an individual is prepar-
ing to leave the organization. So, moni-
toring indicators of staff dissatisfaction 
can help to anticipate such exfiltrations 
of confidential information. Another 
time to be vigilant is just after hiring—it 
can take time for newcomers to absorb 
the culture of an organization. Finally, it 
is wise to plan for exceptional events 
that require changes to a trustworthy 
person’s normal behavior. These events 

b	 An Insider Threat Best Practices Guide (https://
www.sifma.org/resources/general/best-practices- 
for-insider-threats/) produced by the Securities 
Industry and Financial Markets Association 
cautions that “using such traits to profile insiders 
carries some degree of legal risk, particularly in 
EU member states where automated decision-
making based on such profiles is restricted.”

Organizations  
about to implement 
new security 
policies and 
procedures  
can benefit  
by first identifying 
staff whose work 
demands high 
levels of security 
and reliability,  
since they are  
likely to embrace  
the transition.

https://www.sifma.org/resources/general/best-practices-for-insider-threats/
https://www.sifma.org/resources/general/best-practices-for-insider-threats/
https://www.sifma.org/resources/general/best-practices-for-insider-threats/
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ful that new security policies and pro-
cedures do not put staff into personally 
untenable positions, for instance, by 
ignoring local laws. For companies 
with staff located around the world, 
best practices for security increasingly 
have come to depend on location, citi-
zenship status, secret laws on law en-
forcement access, border inspections 
of devices, the fragmentation of the in-
ternet, and sometimes even coercion 
of family.

To trust an individual is to assert you 
believe you can predict how that indi-
vidual will behave in various contexts. 
Of course, people surprise even them-
selves when left alone and confronted 
with extraordinary circumstances. Ma-
ture security organizations recognize 
this fact and know that collaborative 
efforts with shared goals are likely to 
produce better results than imposing 
controls on creative individuals (who 
might simply be motivated to show how 
those controls can be defeated).

Staff inevitably must respond to 
competing demands—productivity and 
efficiency on the one hand versus dili-
gence, care, and security on the other. 
When checks or safeguards are put in 
place, especially those seen as an im-
pediment to efficiency or productivity, 
leadership should expect creative and 
amusing workarounds. One example is 
the use of a single password for all ac-
counts, which is easy to generate but in-
creases the damage from succumbing 
to a phishing attack.

Discussion
There already has been a good deal of 
research on insider threats. That liter-
ature was recently surveyed, quite 
thoroughly, by Homoliak et al.,6 who 
populate a taxonomy with the goal of 
systematizing knowledge and re-
search in the area. Some of that prior 
work relates to our focus, by exploring 
behavioral frameworks and models, 
how organizations might put these to 
use, and psychological and social the-
ory related to insider threat. But most 
prior work on the insider threat con-
cerns technical aspects: defining what 
constitutes an insiderd or an insider 

d	 Beebe and Chang,2 for example, suggest ex-
panding the definition of an insider to include 
technologies within a system that have ac-
cess and whose outputs are trusted by other 
machines and humans.

attack,9 formulating security policies 
to defend against those attacks, de-
signing technical means for enforcing 
those security policies, and creating 
datasets for testing mechanisms de-
signed to detect insider attacks.

The focus of this article is non-tech-
nical means because technical means 
are invariably subject to compromise 
by insider abuses. By establishing the 
right culture and imposing adminis-
trative procedures, thereby enlisting 
trustworthy insiders to the cause, a de-
fense in depth is achieved and a more 
comprehensive solution results. Rath-
er than propose new administrative 
procedures, this article focuses on ex-
isting administrative procedures in use 
for defending against insider attacks. 
Specifically, we reported on practices 
at one large global IT company and one 
large DoD security organization who 
had not previously talked with each 
other about those practices. Consider-
ing the different incentives of employ-
ees there and the different kinds of as-
sets being protected, we found it 
striking to see such overlap in methods 
that had been independently devised 
and deployed.

Finally, although the main thesis of 
this article concerns policy and ad-
ministrative approaches, our discus-
sions revealed that organizational cul-
ture and personal integrity are what 
matter most for building an organiza-
tion that minimizes insider risk. Lead-
ership support and buy-in is required, 
since mitigations can be costly. And a 
culture of trust and collaboration is 
necessary. No collection of safeguards 
will be sufficient to overcome a cul-
ture that is not security conscious or 
that lacks rigorous engineering prac-
tices. Developing and sustaining such 
a culture is incumbent on senior lead-
ership.
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IN 2006,  JEANNETTE M. Wing45 proposed the concept 
of “computational thinking,” which has produced 
significant worldwide impacts on the education, 
research, and development of computer science. After 
more than a decade, we reexamine computational 
thinking, and find that a more general-thinking 
paradigm is urgently needed to address new challenges.

A couple of recent commentaries12,41 regarding 
computational thinking attracted our interests and 
inspired us to reflect further. More than that, we want to 
summarize and generalize the rationale of our solutions, 

for instance, the Labeled von Neu-
mann Architecture (LvNA)1,28 and the 
Layered Performance Matching (LPM) 
methodology.26,27

Nurtured by Moore’s Law, the num-
ber of transistors available on a single 
chip increases exponentially. Mean-
while, due to architectural innova-
tions, transistors are organized more 
effectively and utilized more vigorously. 
As a result of the combined efforts, 
computers have witnessed a signifi-
cant performance advancement dur-
ing their 70-year history. However, the 
new age, characterized by the slow-
down of Moore’s Law and Dennard 
scaling,44 and by the rise of big data ap-
plications, brings serious challenges 
that computer scientists must face.

The scaling of on-chip transistors 
impacts microprocessor performance 
significantly. However, further im-
provements to transistor density and 
power become more difficult due to 
the limits of semiconductor physics.44 
As a result, architectural innovations 
become increasingly crucial for perfor-
mance breakthroughs, and the epoch 
we are entering is “a new golden age for 
computer architecture.”14

The rise of big data has caused an un-
precedented shift, where the memory 
system, rather than the computational 
core, plays a more vital role. According-
ly, the memory access limitation de-

HCDA: 
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Computational 
Thinking to  
a Generalized 
Thinking 
Paradigm
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As a new era in computing emerges, so too 
must our fundamental thinking patterns.
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 key insights
	˽ Architecturally organizing the computing 

system and exploiting the available 
transistors more effectively can reduce 
the number of transistors required, and 
the labeling and matching are crucial in 
architectural design.

	˽ Computing history is a growing 
warehouse that has not been well 
utilized, and the evolution of computing 
technology is not always linear but  
has lots of “reuses” or “rising from  
the ashes,” and hence historical  
thinking is needed.

	˽ Memory access can become a killer 
performance bottleneck for high 
performance computing, and simply 
adding more on chip memories is not 
a feasible solution to the memory-wall 
problem.

http://dx.doi.org/10.1145/3418291
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trinsic bottleneck of the von Neumann 
architecture.

Before turning to non von Neumann 
architectures (for example, quantum 
computing20 and DNA computing6), we 
should determine whether it is possi-
ble to design new von Neumann archi-
tectures that are still transistor-based 
but can overcome the memory wall. Af-
ter examining the original representa-
tion of von Neumann,42,43 we found 
that von Neumann preserves neutrali-
ty between computation and memory. 
That is, data processing and data ac-
cess are equally important according 
to the von Neumann architecture. 
Computation and data are two sides of 
the same coin. They are the premises 
of each other. Therefore, equilibrium 
(a.k.a. balanced) design is the must 
without any room for maneuver.

The traditional computation-cen-
tric architectural design is due to his-
torical reasons. In the beginning, CPUs 
were very slow and expensive com-
pared to memory. As a result, computer 
systems are computation-centric, fo-
cusing on the speed of computing 
components. Later, due to the mis-
match in advancement of processor 
and memory technologies, computer 
systems became increasingly memory-
centric where data was treated as a 
first-class citizen. From a historical 
perspective, the later memory-centric 
focus counteracts the former computa-
tion-centric focus.

More specifically, as shown in Fig-

ure 1, the memory hierarchy is the 
counterpart of the computational hier-
archy, memory-level-parallelism (MLP) 
is the counterpart of instruction-level-
parallelism (ILP), and processor in 
memory (PIM) is the counterpart of 
memory in processor (MIP).a There-
fore, in this study, we propose a frame-
work that allows computational think-
ing and data-centric thinking to 
naturally coexist.

The thought process of a computer 
system designer is dynamic, but it has 
patterns. Wing introduced the impor-
tant concept of “computational think-
ing” in 2006.45 In this study, we build 
on her ideas to extend the concept of 
computational thinking and present a 
paradigm of thinking patterns for com-
puter researchers and practitioners in 
the new era of computing.

More generally, we identify four 
foundational thinking patterns that 
will foster computer system innova-
tions: historical thinking, computational 
thinking, data-centric thinking, and ar-
chitectural thinking (HDCA). The com-
bination of these four patterns forms a 
regular tetrahedron thinking para-
digm, where history is the source of ref-
erences and lessons, computation is 
the functionality provided by the com-
puting systems, data is the processing 
objects of computing systems, and ar-
chitecture is the hardware mechanism 
to physically execute operations. The 
four thinking patterns are four dimen-
sions that are logically connected, pro-
viding a unified framework for comput-
er design innovations. This thinking 
paradigm will provide a reference mod-
el for researchers and practitioners to 
guide and boost the next wave of inno-
vations in computer systems.

Historical Thinking
Historical thinking is the first point of 
the regular tetrahedron. Present inno-
vations are based on past innovations. 
Revolutionary innovations are based 
on the accumulation of knowledge. 
Historical thinking explores solutions 
and methodologies from past results, 
lessons and experiences.

a	 State-of-the-art processors usually have mul-
tiple levels of cache on a single chip. For in-
stance, Fujitsu’s 48-core A64FX processor 
used in Fugaku supercomputer has 32MB L2 
cache.40

scribed by Sun-Ni’s Law38 is becoming a 
performance killer for many applica-
tions. Thus, data-centric innovations of 
computer system design are urgently 
needed to address the issues of data 
storage and access. Both the emergence 
of big data and the slowdown of Moore’s 
Law have changed the landscape of 
computer systems and require us to ex-
amine past solutions to pave a new path 
for future innovations and for address-
ing new challenges.

The first step to learn from extant 
innovations is to find commonalities 
and patterns within them. In the semi-
nal literature “The Art of Scientific Re-
search,”3 Beveridge summarized the re-
search methods adopted by classical 
natural scientists and found common-
alities, routines and regularities in the 
innovation process, which was previous-
ly thought to be accidental. By follow-
ing Beveridge’s analysis methodology, 
from a thinking pattern perspective, 
we try to summarize and therefore pro-
vide some useful hints for the art of 
computer science research.

One interesting observation that 
motivates us in this study is the sym-
metry between computation (data pro-
cessing) and memory (data access). 
The name “computer” is somewhat 
misleading, leaving an impression that 
the only focus of “computer” is compu-
tation. In contrast to the traditional 
computation-centric design, the newly 
emerged memory-centric computer 
system design views memory as the in-

Figure 1. The symmetry between memory and computation from a hierarchy perspective.
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features could date back to the early 
1980s: systolic arrays23,24 decoupled-ac-
cess/execute,35 and Complex Instruc-
tion Set Computer (CISC) instruc-
tions.32 These features are historical 
“re-runs.” Some of them did not be-
come the mainstream when they were 
first introduced, but they are effective 
and valuable in the TPU’s design.

Based on historical thinking, we can 
focus on computation and data separate-
ly, to develop computational thinking 
and data-centric thinking, respectively.

Computational Thinking
Computational thinking (aka compu-
tation-centric thinking) is the second 
point of the regular tetrahedron. Com-
putational thinking has two different 
meanings from the perspectives of 
mechanism and behaviorism, respec-
tively. Mechanism focuses on “how” 
and “performance”, while behaviorism 
is concerned with “what” and “func-
tionality.” Therefore, computational 
thinking focuses on making the ma-
chine more functional (for example, 
via AI) and more quickly (for example, 
via parallel computing).

From a mechanism perspective, 
computational thinking implies com-
putation-centric design, making the 
speed of computing components as 
fast as possible. Pursuing high peak 
performance of a computer is such an 
example. On the other hand, from a be-
haviorism perspective, computational 
thinking implies solving problems via 
computation.

In the sense of mechanism, an es-
sential feature of computational think-
ing is the creation of microarchitectures 
and the design of computational struc-
tures to assist data processing with re-

As Grier noted,13 many researchers 
seldom read literature published over 
five years ago. They only pay attention to 
the immediate concerns but miss the 
wealth of important ideas and method-
ologies accumulated in the field of com-
puting for many years. That limits their 
vision and often leads to researchers “re-
inventing the wheel.” One instance is 
“The Computer and the Brain,” an un-
finished book written by John von Neu-
mann more than 60 years ago, which in-
cludes many valuable ideas that today’s 
researchers could benefit from. Unfor-
tunately, many have not read it.

Historical thinking urges us to re-
flect on the successful innovations 
from the past by reading more histori-
cal literature in the field, and to learn 
more from others’ experiences to facil-
itate our research. This kind of reading 
and “casual” study will extend our hori-
zons and stimulate our imaginations, 
further motivating us to think outside 
the box and start on solid ground.

Historical thinking is a necessity 
rather than a luxury, and it plays sever-
al vital roles in scientific innovation. 
Armed with a rich historical perspec-
tive, computer scientists could frame 
their work within the broader advance-
ment of human civilization and give 
them insight into the innovation pro-
cess. The contributions of computer 
science research toward the well-being 
of mankind should be fully recognized 
and emphasized historically.

Through historical thinking, we can 
discover new opportunities on the 
ground of past experiences. The cre-
ativity of individual scientists undoubt-
edly plays an important role in their 
success. However, the impact and ne-
cessity of joint efforts that usually last 
for a long time and cross geographic 
lines should not be ignored. History 
shows that a scientific discovery is gen-
erally the result of many scientists’ 
continuous efforts. Scientists rarely 
work from scratch; instead, they usual-
ly extend and follow up others’ work.

Taking one example of our work, by 
taking inspiration from Amdahl’s Law 
in 1967 and Gustafson’s Law in 1988, 
Sun and Ni developed the memory-
bounded speedup model (often re-
ferred to as Sun-Ni’s Law) in 1990, 
which not only extends and unifies Am-
dahl’s Law and Gustafson’s Law, but 
also sheds light on the trade-off be-

tween computation and memory for 
scalable computing.38 These three laws 
have been incorporated into many text-
books and taken as classic principles 
in the field of supercomputing. As an-
other example, by extending the well-
known memory performance model, 
AMAT (Average Memory Access Time), 
we proposed C-AMAT (Concurrent 
AMAT) in 201439 to characterize the 
memory access delay in modern com-
puting systems where data access con-
currency is pervasive. Furthermore, by 
combining Sun-Ni’s law and C-AMAT, a 
new performance model, C2-bound 
(the square bound of memory capacity 
and concurrency), was proposed to 
show the combined effects of memory 
capacity and concurrency in 2015.25

Figure 2 depicts a historical progres-
sion of memory modeling with respect 
to changing architectures, from AMAT 
to C-AMAT, from Amdahl’s Law to Sun-
Ni’s Law, and from Moore’s Law to Hill-
Marty’s model.15 These new models are 
technology driven. For instance, the 
introduction of CAMAT is due to the 
prevalence of concurrent data access 
in modern computing systems. The 
Hill-Marty’s model is an extension of 
Amdahl’s Law to multi-core design 
(please note, though not listed in Fig-
ure 2, paired with Hill and Marty, Sun 
and Chen also extended the scalable 
computing concept to multicore de-
sign37). With the advancement of tech-
nologies, each of the models has its 
own historical significance.

The evolution of technology is not 
always linear but has lots of “reuses” or 
“rising from the ashes.” For example, 
the contemporary Google TPU is the re-
sult of a team of history-aware archi-
tects.18 Three important architectural 

Figure 2. An instance of historical thinking that shows the machines, laws, and models 
related to the memory wall problem.
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example, biology, chemistry and phys-
ics), rather than just computer scientists.

Jeannette M. Wing described com-
putational thinking as using abstrac-
tion and decomposition when solving 
real problems and designing large com-
plex systems.45 Thinking like a comput-
er scientist means more than being able 
to program a computer. Instead, it re-
quires thinking at multiple levels of ab-
straction and examining what comput-
ers and automated processes can do. In 
this way, scientists in diverse fields can 
extend the functionality of computers 
to solve more problems.

Computational thinking can greatly 
improve the level of machine automa-
tion and relieve humans of performing 
tedious computational processes. To 
illustrate, recall that computers based 
on the von Neumann architecture take 
an instruction sequence (program) as a 
generalized stream of data items, then 
executes the stream sequentially, guid-
ed by the program counter. Computers 
are powerful and accurate but can only 
run executable programs. The ability to 
transform scientific problems into 
computable mathematical models is 
essential to computational thinking 
and must be trained and learned.

Data-Centric Thinking
Data-centric thinking (aka data think-
ing) is the third point of the regular 
tetrahedron. Like computational 
thinking, data-centric thinking also 
has behavioral and mechanistic 
meanings in the view of external and 
internal characteristics of data, re-
spectively. From a behaviorism per-
spective, data-centric thinking im-
plies solving problems via data. From 
a mechanism perspective, data-cen-
tric thinking implies memory-centric 
design, making the impact of data ac-
cess delay as small as possible.

As massive data becomes available, 
the interests and feasibility of knowl-
edge discovery are also increased. For 
instance, Google found that if the num-
ber of Internet searchers for “flu” sud-
denly peaked in a region, that region 
might be experiencing a flu epidemic. 
Internet search activity can be consid-
ered as one form of knowledge discov-
ery, while discovery of the link between 
search activity and the flu epidemic can 
be treated as another form.

Data-centric thinking solves prob-

gards to the performance of a problem 
solver. Time and patience are scarce re-
sources for mankind, so we want to 
make computers faster and faster, and 
make the turn-around time of problem-
solving as small as possible.

In the sense of behaviorism, the 
goal of computational thinking is to 
make the computer more versatile by 
increasing its utility for an ever-ex-
panding set of applications. Comput-
ers are intelligent and powerful ma-
chines that can execute different 
programs for different purposes. For 
instance, the 2013 Nobel Prize in 
chemistry was awarded to three scien-
tists due to their contributions to the 
computational model.33 As the Nobel 
committee pointed out, “computer 
models mirroring real life have be-
come crucial for most advances made 
in chemistry today, and computers un-
veil chemical processes, such as a cata-
lyst’s purification of exhaust fumes or 
the photosynthesis in green leaves.”30 
It is simply more difficult and time-
consuming to obtain the same results 
that one would with a simulation via 
traditional experimental methods, 
that is, in a wet laboratory.

Computational thinking enables us 
to understand computation across 
multiple phases of human history. 
Computational thinking existed far be-
fore the birth of modern computers. 
For example, humans had a tool to con-
duct decimal multiplication as early as 
305 BC.32 The 2,300- year-old matrix 
hidden in Chinese bamboo strips was 
found to be the world’s oldest decimal 
multiplication table. Before modern 
computers were invented, a variety of 
computational tools had already been 
developed, including ropes, rods and 
abacuses. Computation is already a 
crucial part of our daily life, with a pro-
found impact on production and living 
quality. With computation as a tool, 
mankind can pursue activities that 
would be impossible without it. More-
over, with high performance comput-
ing, mankind can solve problems that 
would be prohibitive with traditional 
computational methods.

Computational thinking also re-
quires us to understand computation in 
a multidisciplinary manner. The useful-
ness and broad application of comput-
ers benefit from the involvement of do-
main experts from other fields (for 

Both the emergence 
of big data and 
the slowdown 
of Moore’s Law 
have changed 
the landscape of 
computer systems 
and require us 
to examine past 
solutions to pave  
a new path for 
future innovations 
and for addressing 
new challenges.
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Figure 3. Analogy between data mining and ore smelting.
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vidual ecosystems. Since data access is 
as important as data processing (that is, 
computing), big data infrastructures 
and supercomputers will coexist for a 
long time, and need to support and 
complement one another, resulting in a 
converged unified eco-system.

Architectural Thinking
Architectural thinking is the fourth point 
of the regular tetrahedron. Architectural 
thinking refers to utilizing existing tran-
sistors to build optimized computer sys-
tems through hardware and firmware 
designs. In general, the term “computer 
system” could mean a hardware system, 
a software system or a combination of 
the two. Architectural thinking focuses 
on hardware systems. The emphasis on 
utilizing existing transistors implies that 
we no longer merely call for more tran-
sistors but focus squarely on their opti-
mal organization and configuration.

Architectural thinking can be con-
ducted at different levels, the highest of 
which is the system level, which in-
cludes processor, memory, network, 
and input and output (I/O). For in-
stance, the choice of adopting MC-
DRAM36 and NVRAM11 has revolution-
ized the organization of memory 
systems. This organization and config-
uration can be extended to the chip lev-
el and component level as well. For ex-
ample, the number and connection of 
cores, the capacity of on-chip caches, 
the cache management (insertion, pro-
motion and replacement), and the de-
sign of solid-state drives (SSDs) all in-
volve architectural thinking.

Computer architecture is facing 
many new challenges. First, conven-
tionally, the “best” system is measured 
in CPU performance; now, as dis-
cussed, to optimize CPU performance 

lems by means of collecting and utiliz-
ing data. While computational thinking 
focuses on formulating a problem to 
make it computationally solvable, data-
centric thinking is for gathering and ex-
ploiting data to provide insights.2,29,24 For 
instance, suppose we want to provide a 
set of travel plans for users. Using com-
putational thinking, we might identify 
the shortest path along a graph (repre-
senting cities and routes) with Dijkstra’s 
algorithm or the Bellman-Ford algo-
rithm. Here, the graph is the abstract 
mathematical model of the travel plan-
ning. Creating this graph mathematical 
model is a process of computational 
thinking, as well as the shortest-path al-
gorithms. On the other hand, with data-
centric thinking, we no longer need to 
focus on computation. Instead, we focus 
on collecting historical route data, ana-
lyzing, and exploring the data, and final-
ly making a recommendation to users 
based on the data. If the recommenda-
tion is generated based on deep learning 
or other AI methods, we often do not 
know exactly the reasoning behind the 
recommendations. In other words, data 
thinking solutions are weak in “causality 
and interpretability” than mathematical 
model-based solutions, as stated in Liu 
et al.,29 while they may be more effective 
or even the only way to find a solution.

As shown in Figure 3, data-centric 
thinking is needed to address the chal-
lenges of knowledge discovery (aka 
data mining), which is a daunting task 
similar to ore smelting, because it is dif-
ficult to decide what kinds of data 
should be collected and how to exploit 
knowledge from a large amount of data.

The 4V (that is, Volume, Variety, Ve-
locity, and Veracity)4,17 characteristics 
of big data applications have a signifi-
cant impact on memory localities and 
have changed the landscape of com-
puting. Big data applications usually 
have a large quantity of data with poor 
locality. They are nightmares for the 
modern memory hierarchy, leading to 
data starvation that causes processor 
pipeline stall, known as the memory-
wall problem. Local disks and inter-
connection networks for remote access 
also can be considered a layer of a more 
generalized memory hierarchy

The Fugaku supercomputer, cur-
rently the world’s fastest computer, 
only had a peak efficiency of 80.86% 
when it was first released.5 Notably, 

for a supercomputer, that is a remark-
able achievement, and was the result 
of a long and labor-intensive perfor-
mance tuning effort for a particular 
application (that is, LINPACK). In 
practice, a high system utilization is 
very difficult to reach, and the 
achieved sustained efficiency is often 
in the single-digit range.

Data access can become a killer per-
formance bottleneck for high perfor-
mance computing. Simply adding more 
on-chip memories is not a feasible solu-
tion to the memory-wall problem. Deep 
multi-level cache hierarchy involves 
more than 80% of the microprocessor 
on-chip transistors, while studies show 
that on average these cache blocks are 
never used during more than 80% of 
their lifetime.19 These unutilized cache 
blocks not only waste power consump-
tion and die spaces, but also increase 
data searching time. We need to have 
data-centric thinking toward both the 
hardware and system designs, to in-
crease system efficiency, and to reduce 
memory stall time at the same time.

Data-centric thinking for system de-
sign involves the whole life cycle of 
data processing, from data collection, 
data storage, to data movement and 
operation. It places the memory sys-
tem at the highest priority, at least at 
the same level as the CPU. As early as 
1990, we revealed that memory is a ma-
jor constraint of scalable computing 
and introduced the memory-bounded 
speedup model.38 More recently, we es-
tablished the C-AMAT model to pro-
mote and utilize concurrent data ac-
cess.39 These models are embodiments 
of data-centric thinking for computer 
system designs. Big data infrastructures 
and supercomputers have different de-
sign considerations and are with indi-
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slowdown, the requirement for archi-
tectural improvement will grow from 
120% to 136.9% as n increases from 18 
to 36 (see Figure 4). This is a new chal-
lenge for architectural design.

Architecture is the hardware skele-
ton for running algorithms, impacting 
the efficiency of computer systems and 
the quality of user experience. For ex-
ample, an 8-core processor developed 
by our colleagues has attained a 35% im-
provement in efficiency compared with 
its predecessor.16 The significant perfor-
mance improvement is mainly attribut-
ed to the innovations of its architecture: 
the input/output structure and the asso-
ciated bandwidth and latency are im-
proved by upgrading the interconnect 
and the memory interface.

From the early mainframe comput-
ers to the millions of processor cores in 
present supercomputers, there is an 
analogy to the “few but giant” and “small 
but many.”By this analogy, as shown in 
Figure 5, several dimensions need to be 
considered for the trade-off between the 
components in a computer system, in-
cluding uni-core vs. multi-core, reduced 
vs. complex, shared vs. private, distrib-
uted vs. centralized, latency vs. band-
width, locality vs. concurrency, homoge-
neous vs. heterogeneous, synchronous 
vs. asynchronous, general purpose vs. 
special purpose, and so on. Many works 
published on top conferences and jour-
nals on computer architecture can be 
mapped onto different positions in the 
huge design space shown in Figure 5. 
For instance, domain-specific hardware 
accelerators8 realized by ASICs, FPGAs, 
or GPUs are for special-purpose comput-
ing, conventional CPUs are for general 
purpose computing, and architecture 
design choices are laying between the 
two extremes.

Architectural thinking has several 
dimensions, each having many choices. 
We assume an architecture A including 
n different components ranging from 
computation, to memory access and 
communication. For any component pi 
in a computer system, there exist mul-
tiple (Ni) design choices. According to 
the combinatorics, all the combina-
tions of choices constitute a huge de-
sign space, which is of size  Ni. Even 
if the design space only has 10 dimen-
sions and each dimension only has 10 
different options, there would be 10 bil-
lion (1010) possible configurations.

ditional 120% performance improve-
ment to fulfill the 146% per year re-
quirement. However, the speed of 
density increase has slowed down, and 
the density of transistors has been dou-
bled every three years since 2010, 
which is only 50% of what Moore’s Law 
predicted.

Assuming the number of transistors 
in a unit area doubles every n months, 
and the annual rate of growth is a, we 
then have

Therefore, according to Pollack’s 
rule, the increase in the number of 
transistors can be converted into per-
formance improvement by b-fold,

By combining Eq. (1) and Eq. (2), we 
have

By Eq. (3), as n increases, the perfor-
mance improvement due to non-archi-
tectural innovation, b, is decreasing. 
Assume the performance improve-
ment that needs to be contributed by 
architectural innovation is x, where 
the sum of x and b is expected to be 
146% (that is, the total performance 
improvement is 146%), then by Eq. (3) 
we can obtain

By Eq. (4), x increases with n, and 
the relation between x and n is shown 
in Figure 4. As Moore’s Law begins to 

we first need to consider memory per-
formance in addition to memory power 
consumption. Second, even for conven-
tional CPU-centric architectural de-
sign, we cannot merely rely on Moore’s 
Law to improve CPU performance.

The International Technology Road-
map for Semiconductors (ITRS) has 
called off the pursuit of Moore’s Law 
and stopped the half-century prac-
tice.44 Note that the fastest supercom-
puter, Fugaku, reached 415.5 petaflops 
of performance in June 2020.40 Assume 
the number of compute nodes in a su-
percomputer is fixed.b If we want to 
achieve exascale (1,024 petaflops) com-
pute speed before June 2021, we have 
only one year and require a 2.46-fold 
(1024/415.5) speedup. In other words, 
on average about 146% performance 
improvement per year is required.

Realizing 146% per year perfor-
mance improvement is a daunting 
challenge. According to Moore’s Law, 
the density of transistors is doubled ev-
ery 18 months, which amounts to a 58% 
density increase per year. According to 
Pollack’s Rule,5 the performance is 
proportional to the square root of the 
number of transistors, and therefore 
58% density increase can be restated as 
26% performance improvement. As a 
result, even with the contribution of 
Moore’s Law, we still must have an ad-

b	 This assumption is intended to save resources 
and maintain system size, but in practice peo-
ple tend to increase the overall performance of 
the supercomputer by increasing system size. 
For instance, as the fastest supercomputer in 
the top500 list, Fugaku’s performance is 2.8 
times that of the runner-up (Summit), but the 
former has 3.02 times more processor cores 
than the latter.40

Figure 4. Architectural innovation x needs to be increased with the slowdown of Moore’s 
Law (Assume the number of transistors in a unit area doubles every n month, and the 
performance improvement that must be contributed by architectural innovation is x).
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tween application data access patterns 
and memory system architectures. To 
this end, we proposed an architectural 
optimization methodology—Layered 
Performance Matching (LPM)26,27 to 
achieve the desired matching.

With architectural thinking, we de-
signed light-weight hardware struc-
tures to quantify and detect the data 
request-reply matching degree and uti-
lized diverse hardware economically to 
explore data access concurrency and lo-
cality until the mismatch is eliminated. 
As with Jason Cong7 in examining the 
customized computation, we believe 
this matching is a representative direc-
tion of architectural innovations.

Architectural thinking urges us to 
consider whether to address issues in a 
codesigned manner. Notice that be-
sides the hardware approach, the LPM 
optimization also can be achieved in a 
software approach. Generally, a match-
ing of A and B can be achieved by reorga-
nizing A to match B, or reorganizing B to 
match A, or simultaneously reorganiz-
ing A and B to agree with each other. Fig-
ure 6 depicts these three methods.

In practice, for layered performance 
matching, if the architecture configura-
tion is A, and the application data access 
pattern is B, there will exist three differ-
ent optimization approaches. The meth-

What makes the issue even more 
challenging is the effectiveness of archi-
tectural design is application depen-
dent. The huge space of applications/
workloads must be considered in an ar-
chitectural design. In addition, there are 
a series of constraints in terms of energy 
consumption, temperature, area, as well 
as cost and performance. An architec-
tural innovation must satisfy these con-
straints under current technologies, 
while optimized to serve a variety of ap-
plications. However, it is difficult for a 
single architecture to fit all applications 
to deliver the highest performance. A 
feasible way to achieve this goal is to dis-
cover an elastic and flexible structure, 
which can dynamically map application 
workloads onto the architectural design 
space. Given the size of the design space, 
an exhaustive search of architectural 
and application pairings is extremely 
difficult, if not impossible.

Discussion on Solutions
Thinking paradigm can guide us to ad-
dress research issues more effectively. 
In the following, we give some exam-
ples on how our thinking paradigm 
helped us in research:

We start with historical thinking. 
First, after investigating and examining a 
large number of solutions and literature, 
we find two keywords that can summa-
rize the commonalities of the solutions 
of memory system optimization. They 
are “labeling”1,21,28 and “matching.”26,27

Then we apply computational think-
ing and data-centric thinking to reason 
about the necessity of “labeling” and 
“matching.”

Memory accesses are the ties be-
tween computing components and 
data components. Without memory ac-
cesses, there would be no computer 
systems but only separated compo-
nents. While many computer nodes 
form a network, the inside of each 
computer node is also a network in 
which hardware components commu-
nicate via network packets (for exam-
ple, over the NoC or PCIe).

Finally, inspired by the above obser-
vations, with architectural thinking, we 
proposed the labeled von Neumann ar-
chitecture.1,28,46 The architecture has and 
only needs to have three features Exis-
tence, Simplicity, and Utilization re-
ferred to as ESU with regards to labeling:

	˲ Existence. Each memory or I/O ac-

cess is attached a high-level semantic la-
bel (for example, a virtual machine or 
thread ID) to explicitly convey high-level 
information to the underlying hardware.

	˲ Simplicity. Labels should be as 
simple as possible to travel across the 
data path of a machine in which differ-
ent hardware components can identify 
labels and fulfill control policies based 
on labels.

	˲ Utilization. Control logic is intro-
duced on the data paths for leveraging 
labels to achieve specific goals such as 
quality-of-service and security to in-
crease the utility of the hardware.

For ESU, the first two features that 
are about the label representation pro-
vide the foundation for the third fea-
ture to achieve the matching between 
computation and data. The ESU prin-
ciple is to efficiently enable a comput-
ing system to have three abilities: Dis-
tinguishing, Isolation, and Prioritizing, 
referred to as DIP.46 A computing sys-
tem with DIP can handle the resource 
contention among concurrent tasks 
and can eliminate the uncertainty 
around data access latency to guaran-
tee user experience.

Also, with computational thinking 
and data-centric thinking, we notice 
that the symmetry between computa-
tion and data requires the matching be-

Figure 5. Dimensions of Architectural Design Trade-off.
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Figure 7. A Framework of the Four Thinking 
Patterns (“H” represents “Historical thinking,” 
“A” represents “Architectural thinking,” “D” 
represents “Data-centric thinking,” and “C” 
represents “Computational thinking”).
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edges are 12 directions. For example, 
the dimension “H-A” can be separated 
into “H→A” and “A→H”. “H→A” means 
using historical knowledge and experi-
ence to boost architectural innovation. 
“A→H” denotes examining and viewing 
current architectural innovation from a 
historical perspective. It is not uncom-
mon that a long-existing, warehoused 
technology resurged from the past his-
tory to become modern success. A good 
example is the deep learning technolo-
gy. It was first proposed in 1986,10 and 
only found its stunning success more 
than 20 years later.22

For edge H-A, H-D and H-C, histori-
cal thinking provides inspiration and 
foundation for the other three thinking 
patterns. We can learn from history to 
explore solutions following the archi-
tectural, data-centric and computation-
al thinking patterns. For instance, Dan-
owitz et al developed a CPU database, 
which allows designers to mine micro-
processor trends over the past 40 years.9 
In general, we can build databases and 
conduct corresponding data mining 
from the perspective of the relationship 
H-A, H-D and H-C, respectively.

For the connections of A-C and A-D, 
computational thinking and data-cen-
tric thinking can be implemented 
physically through architectural think-
ing. The dimensions in Figure 5 can be 
applied in either compute components 
or memory components. For example, 
the dimension of sequential vs. paral-
lel that applies to compute compo-
nents includes techniques from pipe-
lining, superscalar organization, 
multithreading, and multi-core. Simi-
larly, all levels of the cache hierarchy 
also support multiple concurrent data 
accesses by multiple banks, multiple 
ports and multiple channels.

For the link of C-D, computational 
thinking and data-centric thinking 
should coexist and be conducted simul-
taneously. When we consider how to 
solve a problem by computation, we also 
need to consider how to address the 
problem via data collection, mining and 
discovery, in addition to the consider-
ation of data access delay and cost. Com-
putational thinking and data-centric 
thinking have different focuses. This is 
one of the reasons why high-perfor-
mance computing (HPC) and big data 
currently have different ecosystems and 
form two partially isolated communities.

For A-C, A-D, and C-D, we need to 
notice the interactions between com-
pute components and the memory sys-
tem, which have two distinguishing 
characteristics. First, regardless of 
whether the memory system has or 
does not have computing capabilities, 
the combined computing-memory sys-
tem can be seen as a filtering process. A 
stream of access requests, as seen by 
lower-level cache, has been filtered by 
the higher-level caches.

Meanwhile, data access can influ-
ence computation in a way with nega-
tive feedback. When the memory sys-
tem can quickly deliver data, the 
computing component is able to issue 
more data requests. However, when 
the number of outstanding memory re-
quests increases beyond the memory 
system’s handling capacity, queue de-
lays and bus contention will become 
inevitable, and therefore the memory 
system can no longer feed data on 
time. As a result, computing compo-
nents will slow down (partially or com-
pletely stall) due to data starvation, and 
consequently will reduce data requests.

Due to the combined impact of filter-
ing and feedbacking, CPU performance 

od optimizing A is a hardware approach, 
the method optimizing B is a software 
approach, and the method optimizing 
both A and B is a mixed approach. For 
the hardware approach, the architecture 
configuration can be adapted online to 
the data access patterns of applications. 
On the other hand, for the software ap-
proach, the architecture configuration is 
fixed but with heterogeneity, and 
through scheduling we also can achieve 
a better match of the underlying memo-
ry systems for a better performance. The 
scheduling can be implemented in two 
ways. We can schedule across heteroge-
neous processors to allocate application 
data to the underlying hardware accord-
ing to its data access pattern. Alterna-
tively, we can reorder data accesses at 
the memory controllers to reshape ap-
plication data access patterns to adapt 
to the underlying hardware.

We have illustrated how the general-
ized thinking paradigm helped us in 
our research, which includes the label-
ing and matching designs for comput-
ing systems. The formal identification 
and recognition of the thinking para-
digm certainly will boost innovation 
and productivity.

Discussion on Relations
As shown in Figure 7, the four think-
ing patterns make up a triangular pyr-
amid, which has six undirected edges 
(12 directed edges) that correspond to 
six relationships, that is, H-A (History-
Architecture), H-D (History-Data), HC 
(History-Computation), A-C (Architec-
ture-Computation), A-D (Architecture-
Data), and C-D (Computation-Data).

In HCDA, the six undirected edges 
are six dimensions of the paradigm we 
can follow. In each dimension, there 
are two directions, thus the 12 directed 
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and memory performance are entangled 
and mutually influenced by one another. 
Therefore, they need to be matched and 
considered in parallel. High-speed com-
putation requires rapid data movement, 
and data movement is a critical factor 
for next-generation architectural de-
sign, either from computational think-
ing or from data-centric thinking per-
spective. As examples of the HCDA 
thinking paradigm, the labeled von Neu-
mann architecture and the layered per-
formance matching are general and 
have their significance in system design.

Conclusion
Modern computers have been devel-
oped for more than seventy years. 
Moore’s Law, which has guided the chip 
design for more than five decades, is ap-
proaching its end. The 25-year-old 
memory wall problem is becoming in-
creasingly problematic. The landscape 
of computers is changing from compu-
tation-centric to data-centric. Literally, 
the term “computer” cannot convey the 
full meanings we intend it to. Therefore, 
to adapt to the changing landscape, we 
need to explore new ways of thinking 
and new directions for innovation.

While new computing models such 
as quantum computing and DNA com-
puting under continued development, 
this article holds that the conventional 
von Neumann architecture also can be 
further developed for a great future. We 
propose a tetrahedron “historical, com-
putational, data, and architectural” 
thinking paradigm, referred to as HCDA, 
to extend the computation thinking in 
the big data era. Enriching computer sci-
entists with historical thinking, compu-
tational thinking, data-centric thinking, 
and architectural thinking, will boost in-
novation and provide corresponding ac-
tions that enhance the impact of tech-
nology on our rapidly evolving society. 
The four patterns of thinking and their 
corresponding actions41 constitute an ef-
fective paradigm that can facilitate the 
advance of computer technologies in the 
new age of computing.

Acknowledgments. This work is 
supported in part by the National Natu-
ral Science Foundation of China (No. 
61772497, 61672513), National Key 
R&D Program of China (No. 
2016YFB1000201), Strategic Priority 
Research Program of Chinese Academy 
of Sciences (XDC05030100), YIPA-CAS, 

BAAI, PCL, and the U.S. National Sci-
ence Foundation under NSF CCF-
1536079 and CNS-1730488. We thank 
the anonymous reviewers for their 
feedback and Kyle Hale for their assis-
tance. The first author thanks Mingfa 
Zhu for his guidance.	

References
1.	 Bao, Y.-G. and Wang, S. Labeled von Neumann 

architecture for software-defined cloud. J. Computer 
Science and Technology 32, 2 (2017), 219–223.

2.	 Berman, F. et al. Realizing the potential of data 
science. Commun. ACM 61, 4 (Apr.) 67–72.

3.	 Beveridge, W. The Art of Scientific Investigation. 
Vintage Books, 1954.

4.	 Beyer, M. Gartner says solving big data challenge 
involves more than just managing volumes of data; 
http://www.gartner.com/it/page.jsp?id=1731916.

5.	 Borkar, S. Thousand core chips: a technology 
perspective. In Proceedings of the 54th IEEE Annual 
Design Automation Conf. (San Diego, CA),746–749.

6.	 Carell, T. Molecular computing: DNA as a logic 
operator. Nature 469, 7328, 45–46.

7.	 Cong, J., Wei, P., Yu, C. H., and Zhou, P. Bandwidth 
optimization through on-chip memory restructuring 
for HLS. In Proceedings of the 54th IEEE Annual 
Design Automation Conf. (Austin, TX), 1–6.

8.	 Dally, W.J., Turakhia, Y., and Han, S. Domain-specific 
hardware accelerators. Commun. ACM 63, 7 (July 
2020), 48–57.

9.	 Danowitz, A., Kelley, K., Mao, J., Stevenson, J.P., and 
Horowitz, M. CPU DB: Recording microprocessor 
history. Queue 10, 4, (2012), 10–27.

10.	 Dechter, R. Learning while searching in constraint-
satisfaction problems. In Proceedings of the 5th 
National Conf. Artificial Intelligence (Philadelphia, PA, 
USA, Aug. 11–15, 1986).

11.	 Fernando, P., Kannan, S., Gavrilovska, A., and Schwan, 
K. Phoenix: Memory speed HPC I/O with NVM. In 
Proceedings IEEE 23rd Intern. Conf. High Performance 
Computing (Hyderabad, India, 2017).

12.	 Grier, D.A. How to think from the perspective of 
computing? Commun. Chinese Computing Federation 
15, 4, (2019), 36–38.

13.	 Grier, D.A. Old and new: The computer and the brain. 
Commun. Chinese Computing Federation 13, 3 (2017), 
67–68.

14.	 Hennessy, J.L. and Patterson, D.A. A new golden 
age for computer architecture. Commun. ACM 62, 2 
(2018), 48–60.

15.	 Hill, M.D. and Marty, M.D. Amdahl’s law in the 
multicore era. Computer 41, 7 (2008), 33–38.

16.	 Hu, W., Zhang, Y., Yang, L., and Fan, B. Godson-3b1500: 
A 32nm 1.35ghz 40w 172.8gflops 8-core processor. 
In Proceedings of Intern. Solid-State Circuits Conf. 
IEEE, 54–55.

17.	 IBM big data hub; http://www. ibmbigdatahub.com/
infographic/fourvs-big-data.

18.	 Jouppi, N.P. et al. In datacenter performance analysis 
of a tensor processing unit. In Proceedings of the 44th 
Annual Intern. Symp. Computer Architecture, 2017, 
1–12.

19.	 Khan, S.M., Tian, Y., and Jimenez, D.A. Sampling dead 
block prediction for last-level caches. In Proceedings 
of the 43rd Annual IEEE/ACM Intern. Symp. on 
Microarchitecture. IEEE, 2010, 175–186.

20.	 Knill, E. Physics: Quantum computing. Nature 463, 
7280 (2010), 441–443.

21.	 Kougkas, A., Devarajan, H., Lofstead, J., and Sun, 
X.-H. Labios: A distributed label-based I/O system. 
In Proceedings in the 28th ACM Intern. Symp. High-
Performance Parallel and Distributed Computing 
(Phoenix, AZ, USA).

22.	 Krizhevsky, A., Sutskever, I, Hinton, G.E. Imagenet 
classification with deep convolutional neural 
networks. Advances in Neural Information Processing 
Systems 25, 2, 1–9.

23.	 Kung, H. Why systolic architectures? IEEE Computer 
15, 1 (1982), 37–46.

24.	 Kung, H. and Leiserson, C. Algorithms for VLSI 
Processor Arrays. Introduction to VLSI Systems, 1980.

25.	 Liu, Y. and Sun, X.-H. C2 -bound: A Capacity and 
Concurrency Driven Analytical Model for Many-core 
Design. In Proceedings of Intern. Conf. for High 
Performance Computing, Networking, Storage and 
Analysis. IEEE/ACM (Austin, TX, 2015), 1–11.

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/hcda

mailto:liuyuhang@ict.ac.cn
https://www.pressebox.com/pressrelease/gartner-deutschland-gmbh/Gartner-Says-Solving-Big-Data-Challenge-Involves-More-Than-Just-Managing-Volumes-of-Data/boxid/432132
https://cacm.acm.org/videos/hcda
http://www.nobelprize.org/nobel
https://www.top500.org/lists/2020/06/
https://www.top500.org/lists/2020/06/
http://www.ibmbigdatahub.com/infographic/fourvs-big-data
http://www.ibmbigdatahub.com/infographic/fourvs-big-data


76    COMMUNICATIONS OF THE ACM   |   MAY 2021  |   VOL.  64  |   NO.  5

contributed articles

IN  2 010,  SOME of us co-authored a Communications 
article that helped explain the relatively new 
phenomenon of cloud computing.4 We said that 
cloud computing provided the illusion of infinitely 
scalable remote servers without charging a premium 
for scale, as renting 1,000 servers for one hour costs 
the same as renting one server for 1,000 hours, and 
that economies of scale for the cloud provider allowed 
it to be surprisingly inexpensive. We listed challenges 
to cloud computing, and then predicted that most 
would be overcome so the industry would increasingly 
shift from computing inside local data centers to “the 
cloud,” which has indeed happened. Today two-thirds 
of enterprise information technology spending for 
infrastructure and software is based in the cloud.8

We are revisiting cloud computing a 
decade later to explain its emerging 
second phase, which we believe will 
further accelerate the shift to the cloud. 
The first phase mainly simplified sys-
tem administration by making it easier 
to configure and manage computing 
infrastructure, primarily through the 
use of virtual servers and networks 
carved out from massive multi-tenant 
data centers. This second phase hides 
the servers by providing programming 
abstractions for application builders 
that simplify cloud development, mak-
ing cloud software easier to write. Stat-
ed briefly, the target of the first phase 
was system administrators and the sec-
ond is programmers. This change re-
quires cloud providers to take over 
many of the operational responsibili-
ties needed to run applications well.

To emphasize the change of focus 
from servers to applications, this new 
phase has become known as serverless 
computing, although remote servers are 
still the invisible bedrock that powers 
it. In this article, we call the traditional 
first phase serverful computing.

Figure 1 shows an analogy. To at-
tend a remote conference, you either 
rent a car or hail a taxicab to get from 
the airport to your hotel. Car rental is 
like serverful computing, where you 
must wait in line, sign a contract, re-
serve the car for your whole stay no 
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	˽ The cloud originally revolutionized system 

administration. This second phase of cloud 
computing simplifies cloud programming.
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change the way programmers work as 
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matter how much you use it, drive the 
car yourself, navigate to the hotel, pay 
for parking, and fill it with fuel before 
returning it. The taxi is like serverless 
computing, where you simply need to 
give the hotel name and pay for the 
ride; the taxi service provides a trained 
driver who navigates, charges for the 
ride, and fills the gas tank. Taxis sim-
plify transportation, as you don’t need 
to know how to operate a car to get to 
the hotel. Moreover, taxis get higher 
utilization than rental cars, which 
lowers costs for the taxi company. De-
pending on the length of the confer-
ence, the cost of car rental, the cost of 
parking, the cost of gas, and so on, 
taxis are not only easier, they might 
even be cheaper.

In serverless computing, program-
mers create applications using high-
level abstractions offered by the cloud 
provider. For example, they can define 

cloud functionsa using functional-style 
“stateless” programming in the lan-
guage of their choice, often JavaScript 
or Python, then specify how the func-
tions should run, whether in response 
to Web requests or to triggering 
events. They may also use serverless 
object storage, message queues, key-
value store databases, mobile client 
data sync, and so on, a group of ser-
vices offerings known collectively as 
Backend-as-a-Service (BaaS). Managed 
cloud function services are also called 
Function-as-a-Service (FaaS) and col-
lectively Serverless Cloud Computing 

a	 Different cloud platforms have different 
names for their offerings: Azure Functions for 
Microsoft Azure, Cloud Functions for Alibaba 
Cloud, AWS Lambda for Amazon Web Services 
(AWS), Google Cloud Functions and Google 
Cloud Run for Google Cloud Platform (GCP), 
IBM Cloud Functions for IBM Cloud, and Ora-
cle Functions for Oracle Cloud.

today = FaaS + BaaS (see Figure 2).
The main innovation of serverless 

is hiding servers, which have an inher-
ently complex programming and oper-
ating model. Server users must create 
redundancy for reliability, adjust ca-
pacity in response to changes in load, 
upgrade systems for security, and so 
on.17 This often requires difficult rea-
soning about failure modes and per-
formance in distributed systems. 
Tools can help, for example, by adjust-
ing capacity heuristically, a form of au-
toscaling, but these too require de-
tailed configuration and ongoing 
monitoring. By contrast, serverless 
hands these and other responsibilities 
to the cloud provider.

Three essential qualities of server-
less computing are:

1.	 Providing an abstraction that 
hides the servers and the complexity of 
programming and operating them.
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ers may instead rent and operate cars 
(serverful computing).

A recent Communications article 
gave an excellent introduction to the 
current state of serverless computing, 
how it differs from Infrastructure-as-a-
Service (IaaS) and Platform-as-a-Ser-
vice (PaaS), its market share, example 
use cases, and its limitations.8 In this 
article, we share our views on the evolu-
tion that serverless computing repre-
sents, the economic forces that shape 
it, why it could fail, and how it might 
evolve to fulfill its potential.

We project that the majority of data 
center computing will be dominated 
by serverless computing but we also 
believe that serverless computing will 
depart substantially from the server-
less offerings of today. In particular, we 
believe that new general-purpose 
serverless abstractions will emerge, 
adding sophisticated state manage-
ment and automatic optimization to 
enable many more use cases. Server-
less now depends upon homogeneous 
CPUs, but in the future serverless will 
simplify use of hardware accelerators 
such as Graphical Processing Units 
(GPUs) or Tensor Processing Units 
(TPUs)19 that support specific work-
loads—they offer the most likely path 
to higher performance as Moore’s Law 
slows.14 While there are concerns today 
about serverless security, we believe 
that a careful design could in fact make 
it easier for application developers to 
secure their software against external 
attackers.

As in 2010, we once again predict 
that these challenges will be overcome 
and this second phase will become the 
dominant form of cloud computing, 
accelerating its popularity by putting 
the power of the cloud in the hands of 
all application developers.

Understanding What 
Serverless Is Today
Cloud functions8 capture much of the 
mindshare in serverless computing, 
but they are one of many services in 
the serverless cloud. The excitement 
around FaaS is well justified because 
it offers a glimpse of what general-
purpose serverless computing might 
look like, yet BaaS services comprise a 
much larger, and older, set of server-
less services.

For example, AWS initially offered 

transformative than previous environ-
ments that came close to providing 
them.8,17 Returning to our analogy, a 
taxi service (serverless computing) 
must provide a cab with a licensed driv-
er (hide operation), charge only when 
giving a ride (pay as you go), and sched-
ule enough cabs to minimize customer 
wait time (autoscaling). If taxis don’t 
reliably provide all three, then custom-

2.	 Offering a pay-as-you-go cost 
model instead of a reservation-based 
model, so there is no charge for idle re-
sources (see Figure 3).

3.	 Automatic, rapid, and unlimited 
scaling resources up and down to 
match demand closely, from zero to 
practically infinite.

The cloud-based synthesis of all of 
these properties is substantially more 

Figure 1. Cloud computing approaches compared to rides from an airport: Serverful as 
renting a car and serverless as taking a taxi ride.
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their S3 object storage as a remote 
backup and archival service, years be-
fore announcing EC2 virtual machine 
rental. You can think of S3 as a precur-
sor to serverless computing that of-
fered “diskless storage,” that is, provid-
ing storage but hiding the disks. Over 
time, cloud providers offered addition-
al BaaS services to help serverful com-
puting. Message queues (for example, 
AWS SQS, Google Cloud Pub/Sub) were 
another early service. Later came key-
value databases (for example, Google 
Cloud Datastore, AWS DynamoDB, 
Azure CosmosDB) and SQL-based big 
data query engines (for example, AWS 
Athena, Google BigQuery).

When AWS Lambda launched in 
2015 it was the first cloud functions 
product and offered something unique 
and compelling: the ability to execute 
nearly any code that runs on a server. It 
included support for several program-
ming languages and for arbitrary li-
braries, all on a pay-as-you-go basis, 
operating securely and at any scale. 
However, it imposed certain limita-
tions on the programming model that 
even today restrict it to certain applica-
tions. These include a maximum exe-
cution time, the lack of persistent 
state, and restricted networking.13

Today, several serverless environ-
ments can run arbitrary code, each ca-
tering to a particular use case. For ex-
ample, Google Cloud Dataflow and 
AWS Glue allow programmers to exe-
cute arbitrary code as a stage in a data 
processing pipeline, while Google App 
Engine can be thought of as a server-
less environment for building Web ap-
plications.

These many serverless offerings 
have in common the three essential 
qualities of serverless computing: an 
abstraction that hides the servers, a 
pay-as-you-go cost model, and excel-
lent autoscaling. Taken together they 
offer a set of alternatives that may be 
combined to meet an ever-growing 
range of applications.

Serverless Cloud Economics
Today’s cloud has been shaped as 
much by business considerations as by 
technical progress, and its future will 
be as well. Cloud customers choose 
serverless computing because it allows 
them to stay focused on solving prob-
lems that are unique to their domain or 

suggests that low prices can spark 
consumption growth that more than 
offsets the reduction in unit costs, 
leading to revenue growth. Cloud pro-
viders also gain a profit opportunity by 
helping customers meet variable and 
unpredictable resource needs, some-
thing they can do more efficiently 
from a shared resource pool than cus-
tomers can do using their own dedi-
cated resources.16 This opportunity 
also exists in serverful computing but 
grows as resources are shared on a 
more fine-grained basis. Serverless 
computing also offers cloud providers 
opportunities to improve their mar-
gins because BaaS products often rep-
resent product categories traditional-

business, rather than on problems in 
server administration or distributed 
systems.6 The strength of this custom-
er value proposition is a primary cause 
for optimism about the future adop-
tion of serverless computing.

While serverless computing may 
appear more expensive since the unit 
prices of resources are higher (see 
sidebar “The Cost of Serverless”), cus-
tomers only pay for resources that 
they are using, while the cloud provid-
er bears the cost of idle resources. In 
practice, customers realize substan-
tial cost savings when porting applica-
tions to serverless.30 While this cost 
reduction could threaten cloud pro-
vider revenues, the Jevons Paradox2 

Figure 3. Serverless vs Serverful cloud computing: serverless users pay only for 
resources consumed, not for idle reserved capacity.
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If you compare the per-minute cost of running an AWS Lambda cloud function with 
the cost of an AWS t3.nano VM with the equivalent 0.5 GB memory, it might look like 
serverless computing is 7.5x as expensive. Such a comparison is misleading, however.

The beauty of serverless computing is that it provides much more than servers, yet 
results in cloud bills that are often much lower. Included in the price is redundancy 
for availability, monitoring, logging, and automated scaling, all of which need to 
be provided separately in a serverful context. Cost comparisons must also factor in 
expected utilization, since serverless users pay only while their code executes. The users 
of the t3.nano VM must pay for the resources reserved, whether their code is running or 
not. Cloud providers claim that in practice customers see cost savings of 4x-10x when 
moving applications to serverless.30

While serverless often saves money, for some organizations the pay-as-you-go 
model is at odds with the way they manage their budgets. These may be fixed in 
advance, often annually. Planning to use a fixed amount of server capacity may seem 
easier, but managing to budget is challenging in practice, especially when many teams 
deploy cloud VMs, or when business needs are difficult to anticipate. We believe that 
as organizations use serverless more, they will be able to predict their costs based on 
history, similar to the way they do for other pay-as-you-go services, like electricity.

The Cost of Serverless
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The Next Phase  
of Cloud Computing
Perhaps the best way to understand the 
shift that serverless computing repre-
sents is to focus on the first of the es-
sential qualities (as noted previously): 
providing an abstraction that hides 
servers and thus simplifies the pro-
gramming and operating model. From 
the outset, cloud computing provided 
a simplified operating model, but sim-
plified programming comes from hid-
ing servers. The future evolution of 
serverless computing, and in our view 
of cloud computing, will be guided by 
efforts to provide abstractions that 
simplify cloud programming.

It is striking how little cloud com-
puting has changed how programmers 
work to date, especially when com-
pared to the impact it has had on oper-
ators. Much of the software that runs in 
the cloud is the exact same software 
that runs in a traditional data center. 
Compare the programming skills most 
in demand today against those needed 
10 years ago and you will notice that 
the core skill set has changed very lit-
tle, even as specific technologies come 
and go. By contrast, the operator’s job 
has changed tremendously. Installing 
and maintaining servers, storage, and 
networks are largely things of the past, 
replaced by a focus on managing virtu-
alized infrastructure through cloud 
provider APIs, and by the DevOps 
movement, which emphasizes the 
technical and organizational aspects 
of change management.

What makes programming the 
cloud hard? While it is possible to use 
the cloud with just one server, this of-
fers neither fault tolerance nor scal-
ability nor pay-as-you-go, so most cloud 
programming quickly becomes dis-
tributed systems programming. When 
writing distributed systems, program-
mers must reason about the data cen-

ter’s spatial extent, its various partial 
failure modes, and all of its security 
threats. In the language of Fred P. 
Brooks, these concerns represent “ac-
cidental complexity,” which arises 
from the implementation environ-
ment and stands in contrast to “essen-
tial complexity,” which is inherent in 
the functionality that the application 
provides.7 At the time of Brooks’s writ-
ing, high-level languages were displac-
ing assembly language, freeing pro-
grammers from reasoning about 
complex machine details such as regis-
ter allocation or data layout in memory. 
Just as high-level languages hide many 
details of how a CPU operates, server-
less computing hides many details of 
what it takes to build a reliable, scal-
able, and secure distributed system.

We next consider alternative ap-
proaches to serverless abstraction, in-
cluding ones that exist today and ones 
that we imagine. These vie to answer 
the question, “if not servers, then 
what?” We group these alternative ab-
straction approaches into application-
specific and general-purpose categories 
(see Table 1). Application-specific ab-
stractions solve a particular use case, 
and several of them exist in products 
today. General-purpose abstractions 
must work well in a broad variety of 
uses and remain a research challenge.

Let us examine an illustrative exam-
ple from big data processing. Consider 
a simple query that might arise in an e-
commerce setting: computing an aver-
age over 10 billion records using 
weights derived from one million cate-
gories. This workload has the potential 
for a lot of parallelism, so it benefits 
from the serverless illusion of infinite 
resources.

We present two application-specific 
serverless offerings that cater to this ex-
ample and illustrate how the category 
affords multiple approaches. One could 
use the AWS Athena big data query en-
gine, a tool programmed using SQL 
(Structured Query Language), to execute 
queries against data in object storage. 
SQL is particularly well suited to analyt-
ics and can express this computation 
with a single statement. Alternatively, 
one could use a framework such as that 
which Google Cloud Dataflow provides. 
Doing so requires writing a simple Ma-
pReduce-style11 program, for example, 
using Java or Python, with two func-

ly served by high-margin software 
products such as databases.

The serverless pay-as-you-go model 
has an important positive implication 
for the cloud providers’ incentive to in-
novate. Before serverless, autoscaling 
cloud services would automatically 
provision VMs, that is, reserve resourc-
es, but the customer would then pay for 
this capacity even if it remained idle. 
With serverless, the cloud provider 
pays for idle resources, which creates 
“skin in the game” on autoscaling, and 
provides incentives to ensure efficient 
resource allocation. Similarly, as the 
cloud provider assumes direct control 
over more of the application stack, in-
cluding the operating system and lan-
guage runtime, the serverless model 
encourages investments in efficiency 
at every level.

More productive programmers, 
lower costs for customers, greater 
profits for providers, and improved in-
novation all create favorable condi-
tions for serverless adoption. Howev-
er, some cloud customers have raised 
concerns about vendor lock-in, fearing 
reduced bargaining power when nego-
tiating prices with cloud providers.16 
The serverful VM abstraction is stan-
dardized—mostly on account of the 
Linux operating system and the x86 in-
struction set—but each provider’s 
serverless cloud functions and BaaS 
APIs differ in both readily apparent 
and subtle ways. The resulting switch-
ing costs benefit the largest and most 
established cloud providers, and give 
them an incentive to promote complex 
proprietary APIs that are resistant to 
de facto standardization. Simple and 
standardized abstractions, perhaps in-
troduced by smaller cloud providers, 
open source communities, or academ-
ics, would remove the most prominent 
remaining economic hurdle to server-
less adoption.

Table 1. Alternative abstraction approaches. 

Serverless Abstraction Approach Big Data Example

Application-specific Tool or component AWS Athena

Application framework Cloud Dataflow

General-purpose Hints to implementation Affinity hints

Automatic optimization Communication-minimizing placement

Cloud functions might appear to offer a general-purpose abstraction since they run arbitrary 
code, however due to their limitations they work only in some applications. More sophisticated 
derivatives might achieve the goal of general-purpose serverless computation.
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Today, serverless computing re-
mains entirely of the application-spe-
cific variety. Even cloud functions, 
which can execute arbitrary code, are 
popular mainly for stateless API serv-
ing and event-driven data processing.27 
We expect application-specific server-
less computing to grow, but we are 
most excited about the potential emer-
gence of general-purpose serverless ab-
stractions, which could host software 
ecosystems catering to every need. In 
our view, only the general-purpose ap-
proach can ultimately displace servers 
to become the default form of cloud 
programming. However, general-pur-

tions: one that computes a weighted av-
erage for some chunk of data, and an-
other that combines weighted averages 
for separate chunks into one for their 
union. The framework takes care of pip-
ing data in and out of these functions, 
as well as autoscaling, reliability, and 
other distributed systems concerns. In 
contrast to the SQL-based tool, this ab-
straction can run arbitrary code, which 
can make it suitable to a wider range of 
analytics problems.

General-purpose serverless abstrac-
tions that offer a performant solution 
to our big data example do not yet exist. 
Cloud functions might appear to pro-
vide a solution since they allow users to 
write arbitrary code, and for some 
workloads they do,28 but due to limita-
tions they sometimes perform much 
worse than alternatives.13,17 Figure 4 il-
lustrates how network traffic could be 
much higher if we implement our ex-
ample using cloud functions, rather 
than using an application-specific 
framework such as Cloud Dataflow. 
With cloud functions, the provider dis-
tributes work across various VM in-
stances without regard to the applica-
tion’s communication patterns, which 
simplifies autoscaling but increases 
network traffic.

We suggest two paths to enhancing 
cloud functions so that they work well 
in a broader range of applications, po-
tentially turning them into general-
purpose serverless abstractions. First, 
we imagine that hints provided by the 
programmer might indicate how to 
achieve better performance. Hints 
might describe application communi-
cation patterns (for example, broad-
cast or all-reduce), or suggest task 
placement affinity.25 Such an approach 
has precedent in compilers (for exam-
ple, branch prediction, alignment, and 
prefetching hints).

Second, and more compellingly, we 
envision inefficiencies being removed 
by automatic optimization. In our ex-
ample the cloud provider might prom-
ise to infer locality optimizations from 
observed communication patterns. In 
some cases, such inferences might also 
be made statically, based on an analy-
sis of the program. In the single-ma-
chine context this has ample precedent 
in what modern compilers and lan-
guage runtimes do, and one might 
think of this form of serverless com-

puting as extending language support 
to distributed systems.

Figure 5 illustrates the difference 
between application-specific and gen-
eral-purpose serverless abstractions. 
In the general-purpose case the cloud 
provider exposes a few basic building 
blocks, for example, an enhanced ver-
sion of cloud functions and serverless 
storage of some sort. A variety of appli-
cation-specific use cases can be built 
on top of these foundations. With ap-
plication-specific serverless, cloud pro-
viders instead offer a proliferation of 
BaaS to meet the needs of an ever-
greater number of applications.

Figure 4. Increased communication for aggregation and broadcast patterns. 

Application-specific serverless frameworks (for example, Cloud Dataflow) can be implemented 
with serverful communication patterns. In this case (a) the fewer arrows indicate less network 
communication than in (b) the general-purpose serverless option. By packing K tasks per VM 
instance, an application-specific serverless solution, like a serverful solution, is able to achieve 
a communication complexity of O(N/K) for a job with N tasks, as opposed to O(N) for the cloud 
function based alternative which can not influence task placement. Typical values for K range 
from 10 to 100, leading to an overall difference of one to two orders of magnitude.

Function/tasks VM Instances

Aggregation Broadcast

Aggregation Broadcast

(a) 
Serverful communication patterns in application-specific serverless

(b) 
Communication when attempting general-purpose serverless with cloud functions

Remote Messages Local Messages

Figure 5. Potential future directions for serverless.

(a) General-purpose serverless abstractions support a wide range of needs, with application-
specific functionality provided by software above the cloud provider interface, (b) application-
specific serverless abstractions with many BaaS point-solutions.
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tions run, thus precluding optimiza-
tions common with servers, including 
sharing common inputs between tasks 
and combining outputs before sending 
them over the network (see Figure 4 and 
previous discussion). Attempts to over-
come these challenges will highlight 
the tension between giving program-
mers more control and allowing the 
cloud provider to make optimizations 
automatically.

Predictable performance. Both 
FaaS and BaaS can exhibit variable 
performance which precludes their 
use in applications that must meet 
strict guarantees. Part of the reason 
for this is fundamental: serverless 
providers rely on statistical multiplex-
ing to create the illusion of infinite re-
sources, while denying users control 
over resource oversubscription. There 
is always some chance that unfortu-
nate timing will create queuing de-
lays. There is also a latency cost to re-
assigning resources from one 
customer to another, which in the 
cloud function context is known as a 
“cold start.” Cold start latency has sev-
eral components,17 and significant 
among them is the time it takes to ini-
tialize the software environment of 
the function. There has already been 
progress in this area. Cloud function 
environments such as Google gVisor 
and AWS Firecracker1 can now start in 
about 100 ms, whereas traditional 
VMs take tens of seconds to boot. It is 
also possible to accelerate applica-
tion-level initialization such as load-
ing libraries.26 There is probably still 
much room for improvement in these 
areas, though there is also evidence 
that performance optimization and 
isolation for security are fundamen-
tally at odds.24 Customers of AWS 

Lambda can also avoid cold start la-
tencies by purchasing “provisioned 
concurrency,” which controversially 
reintroduces a form of resource reser-
vation to the serverless model. We 
hope to also see pricing based on sta-
tistical guarantees, or Service Level 
Objectives (SLOs), which are absent in 
serverless today.

Security. Serverless computing 
leads to fine-grained resource sharing 
and so increases the exposure to side-
channel attacks, whereby attackers ex-
ploit subtle behaviors of real hardware 
that differ from either specifications or 
programmer assumptions (see sidebar 
“Serverless and Security”). Threats 
range from Rowhammer attacks on 
DRAM20 to those exploiting microar-
chitectural vulnerabilities.22 In addi-
tion to adopting mitigations developed 
for serverful computing, serverless 
might employ randomized scheduling 
to make it more difficult for an attack-
er to target a specific victim. Serverless 
computing also can incur greater in-
formation leakage through network 
communication because of the fine-
grained decomposition of an applica-
tion and physical distribution of its 
pieces. An attacker observing the size 
and timing of network traffic, even if it 
is encrypted, might make inferences 
about private data. Addressing these 
risks may be possible through oblivi-
ous computing.12

Programming languages. Simpli-
fied distributed systems programming 
is a core benefit of serverless comput-
ing,18 and while much previous work in 
this area is relevant, the serverless set-
ting calls for a new perspective and 
adds urgency. Traditional challenges 
include fault tolerance, consistency, 
concurrency, and the performance and 
efficiency that comes from locality. 
New challenges include first-class sup-
port for autoscaling, pay-as-you-go, 
and fine-grained multiplexing.

Fault tolerance concerns are elevat-
ed by attempts to extend serverless 
computing beyond stateless cloud 
functions. Azure Durable Functions 
uses C# language features to provide 
transparent checkpointing, which 
makes it easier to write stateful and re-
sumable serverless tasks. Microsoft Or-
leans,5 which implements an actor 
model,15 similarly hides fault tolerance 
concerns from programmers. Actors 

pose serverless technology does not ex-
ist today, and developing it presents 
research challenges.

Research Challenges
Serverless computing is evolving rap-
idly and offers various research chal-
lenges, many of them common to both 
application-specific and general-pur-
pose serverless.

State management. Distributed 
cloud applications often need to ex-
change short-lived or ephemeral state 
between their component tasks. Exam-
ples include application-wide caches, 
indexes, and other lookup tables, or in-
termediate results of big data analyt-
ics. Cloud functions today allow appli-
cations to store ephemeral state locally 
at each function, which is useful for 
caching and as working memory for 
the program. Serverless shared state 
may be saved in object storage or key-
value stores, but these do not simulta-
neously provide low latency, low cost, 
high throughput, and fine-grained ac-
cess, as is possible with servers.17 Ap-
proaches to addressing these challeng-
es include temporary data storage for 
analytics21 as well as stateful cloud 
functions that integrate caching and 
provide consistency guarantees.29

Networking. Cloud functions trans-
fer the responsibility of scheduling 
work from the user to the cloud provid-
er, which has several interesting conse-
quences. Since users cede control over 
when functions run, passing state be-
tween cloud functions requires a trip 
through shared storage; direct network 
communication makes little sense and 
cloud providers block it. Accessing 
shared storage adds significant latency, 
sometimes hundreds of milliseconds. 
Users also cede control over where func-

Today, serverless computing merely shifts some security responsibilities from the 
cloud customer to the cloud provider, just as it shifts other system administration 
responsibilities. With cloud functions, security updates to operating systems, 
language runtimes, and standard software packages are applied without customer 
involvement, usually quickly and reliably. For BaaS services, the cloud provider 
assumes responsibility for securing everything behind an API. This path may prove 
to be an important advantage because it allows developers to reason about security 
at a higher abstraction level. They do not need to implement lower-level security 
mechanisms, which could lead to fewer security mistakes. While this benefit must 
be weighed against the exposure to attacks through shared hardware, we believe that 
improved abstractions may eventually make application security easier to achieve with 
serverless computing.

Serverless and Security
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cific Architectures (DSAs), which are 
tailored to a specific type of problem, 
offering significant performance and 
efficiency gains, but performing poorly 
for other applications.14 GPUs have 
long been used to accelerate graphics, 
and we are starting to see DSAs for ML 
such as TPUs. GPUs and TPUs can out-
perform CPUs for narrow tasks by fac-
tors of 30x.19 These examples are the 
first of many, as general-purpose pro-
cessors enhanced with DSAs will likely 
become the norm.

We believe serverless computing 
may provide a useful programming 
model for integrating diverse architec-
tures, say with separate cloud func-
tions running on separate accelerators. 
It also helps create room for innova-
tion by raising the level of abstraction, 
for example, by allowing a cloud pro-
vider to substitute a DSA for a CPU 
when recognizing a workload that 
could benefit.

Why Serverless Computing 
Might Still Fail
While we believe serverless comput-
ing can grow to become the cloud 
programming default, we can also 
imagine several scenarios in which 
serverful computing retains its domi-
nance. First, serverful computing is 
a moving target, one that improves 
relentlessly, if slowly. Cloud VMs that 
once were billed by the hour now 
have a minimum billing increment 
of one minute, and charge by the sec-
ond thereafter. Container and VM 
orchestration tools (for example, Ku-
bernetes, Terraform) help streamline 
complex deployments, and increas-
ingly automate administrative tasks 
such as taking backups. Programmers 
can rely on mature software ecosys-
tems and strong legacy compatibil-
ity when building applications, while 
companies already have teams skilled 
in serverful cloud deployments. Server 
hardware also keeps getting bigger 
and more powerful, bringing CPU, 
memory, and accelerator power to-
gether in a closely coupled environ-
ment, a benefit for some applications.

Second, today’s successful server-
less products fall into the application-
specific category and are narrowly tar-
geted, whereas general-purpose 
serverless abstractions have a better 
chance of displacing serverful comput-

also provide a notion of locality, and 
could be a counterpart to cloud func-
tions for stateful serverless computing. 
Ray25 embodies elements of both. Ap-
proaches to consistency include lan-
guage-integrated transactions, pio-
neered by Argus.23 However, 
transactions are fraught with perfor-
mance and scalability challenges, 
which an autoscaling serverless envi-
ronment may exacerbate. An alterna-
tive approach lies in languages like 
Bloom,3 which allows automated anal-
ysis to determine which parts of a pro-
gram can run independently, without 
coordination, and thus scalably. Pay-
as-you-go should encourage language 
developers to rethink resource man-
agement, for example, automated gar-
bage collection might be adapted to 
metered memory pricing. Language 
approaches to cloud programming,9 
which address the complexity of dis-
tributed systems programming head-
on, may represent the most direct and 
ambitious approach to simplifying 
cloud programming.

Machine learning. We believe that 
automatic optimization with machine 
learning will play an important role in 
all of the areas discussed above. It may 
help decide where to run code, where 
to keep state, when to start up a new 
execution environment, and how to 
keep utilization high and costs low 
while meeting performance objec-
tives. It may also aid in identifying ma-
licious activity that threatens security, 
or in automatically cutting up large 
programs into pieces that can execute 
in separate cloud functions. Machine 
learning can help optimize serverful 
computing too,10 but serverless ab-
stractions give cloud providers more 
control over the relevant knobs, as 
well as the visibility across many cus-
tomers required to train robust and ef-
fective models.

Hardware. Current trends in hard-
ware may be complementary to server-
less computing. The x86 microproces-
sors that dominate the cloud are barely 
improving in performance; in 2017, 
program latency improved only 3%,14 a 
trend that if continued implies that 
performance won’t double for 20 years. 
Similarly, the ending of Moore’s Law is 
slowing the growth of per-chip DRAM 
capacity. The industry response has 
been the introduction of Domain Spe-

It is striking 
how little cloud 
computing has 
changed how 
programmers work 
to date, especially 
when compared to 
the impact it has 
had on operators.
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application-specific serverless computing. 
While serverful cloud computing won’t 
disappear, its relative use in the cloud 
will decline as serverless computing 
overcomes its current limitations.

2.	 We expect new general-purpose 
serverless abstractions to support just 
about any use case. They will support 
state management, as well as optimiza-
tions—either user-suggested or auto-
matically inferred—to achieve efficien-
cies comparable or maybe better than 
those of serverful computing.

3.	 We see no fundamental reason 
for the cost of serverless computing to 
exceed that of serverful computing. We 
predict that as severless evolves and in-
creases in popularity almost any appli-
cation, be it tiny or massive-scale, costs 
no more—and perhaps a lot less—with 
serverless computing

4.	 Machine learning will play a criti-
cal role in serverless implementations, 
allowing cloud providers to optimize 
execution of large-scale distributed 
systems while providing a simple pro-
gramming interface.

5.	 Computer hardware for serverless 
computing will be much more hetero-
geneous than the conventional x86 
servers that powers it today.

If these predictions hold, serverless 
computing will become the default 
computing paradigm of the Cloud Era, 
largely replacing serverful computing 
and thereby closing the Client-Server 
Era, just as the smartphone brought 
the end of the PC Era.
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ing (which is also general-purpose). 
However general-purpose serverless 
computing faces hurdles: the technol-
ogy that we envision does not exist yet, 
and it may be a less lucrative business 
for cloud providers.

Finally, even if our vision plays out, 
the brand of “serverless computing” 
might not survive. The temptation to 
label older products as the next new 
thing is strong and can create confu-
sion in the marketplace. We have been 
happy to see products such as Google 
App Engine pick up the serverless 
moniker, and along with it features 
such as scaling to zero. However, if the 
term becomes diluted by half-hearted 
efforts, then perhaps general-purpose 
serverless computing will emerge un-
der another name.

Conclusion and Predictions
Cloud computing is both flourishing 
and evolving. It has overcome the chal-
lenges that faced it in 2010, as we pro-
jected.4 Offering lower costs and sim-
plified system administration, the 
business is growing up to 50% annually 
and proving highly profitable for cloud 
providers. Cloud computing is now en-
tering a second phase in which its con-
tinued growth will be driven by a new 
value proposition: simplified cloud 
programming.

Analogous to how hailing a taxi sim-
plifies transportation over renting a car 
(see Figure 1), serverless computing re-
lieves programmers from thinking 
about servers and everything compli-
cated that goes along with them. Fol-
lowing the same naming convention, 
you could classify a taxi service as car-
less transportation in that the passen-
ger need not know how to operate a car 
to get a ride. Serverless raises the level 
of abstraction of the cloud, adopts pay-
as-you-go pricing, and rapidly auto-
scales down to zero and up to practi-
cally infinite resources.

Serverless computing is still evolv-
ing, and many open questions remain, 
both in defining its abstractions and in 
implementing them. We (boldly) con-
clude this paper with five predictions 
for serverless computing in the next 
decade:

1.	 Today’s FaaS and BaaS categories 
will give way to a broader range of ab-
stractions, which we categorize as either 
general-purpose serverless computing or 

https://www.trek10.com/blog/business-case-for-serverless
https://www.trek10.com/blog/business-case-for-serverless
https://www.slideshare.net/TimWagner/serverlessconf-2018-keynote-debunking-serverless-myths
https://www.slideshare.net/TimWagner/serverlessconf-2018-keynote-debunking-serverless-myths
https://www.slideshare.net/TimWagner/serverlessconf-2018-keynote-debunking-serverless-myths
https://serverless.com/blog/2018-serverless-community-survey-huge-growth-usage/
https://serverless.com/blog/2018-serverless-community-survey-huge-growth-usage/
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FINITE AUTOMATA ARE one of the most fundamental models  
of computation and are taught in almost all undergraduate 
computer-science curricula. Although automata are 
typically presented as a theoretical model of 
computation, they have found their place in a variety 
of practical applications, such as natural language 
processing, networking, program verification, and 
regular-expression matching. In this article, we argue 
that the classical definition of finite automata is not well 
suited for practical implementation and present symbolic 
automata, a model that addresses this limitation.

In most of the literature, finite automata are intuitively 
presented as follows. A finite automaton is a graph that 
describes a set of strings over a finite alphabet Σ. In the 
graph, nodes are called states, some states are initial, 
some states are final, and each edge “reads” a symbol 
from Σ. Every path from an initial to a final state describes 
a string accepted by the automaton. For example, the 
automaton in Figure 1(a), given Σ = {0, 1}, describes 

the set of all binary strings starting 
with 0. Researchers have designed a 
number of decision procedures and ex-
tensions for this simple but very power-
ful model.

As discussed in textbooks, example 
Hopcroft and Ullman,22 the aforemen-
tioned way of defining automata is sim-
ple and easy to implement.

Any automaton can be represented 
by a set of edges, where an edge  
(p, a, q) goes from state p to q read-
ing symbol a.

For certain applications, such as natu-
ral language processing, this type of 
implementation is appropriate. How
ever, in many applications (particularly 
in software verification), the alphabet 
over which the automaton has to oper-
ate is so big (sometimes infinite) that 
an explicit representation of all its sym-
bols is infeasible.

The following two applications of 
finite automata are examples of this 
problem.

Regular expressions. Automata are 
used in most implementations of 
regular-expression matching and 
analysis algorithms. In this 
domain, the alphabet ΣR is typi-
cally very large, ranging between 

Automata 
Modulo 
Theories
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Symbolic automata better balances how 
automata are implemented in practice. 

BY LORIS D’ANTONI AND MARGUS VEANES

 key insights
	˽ Gap: Real implementation of finite 

automata use the structure of the 
alphabet, for example, character classes, 
to enable efficient data structures and 
algorithms. These aspects are missing in 
the way automata are taught and defined 
in the literature.

	˽ Innovation: Symbolic automata match 
how automata are implemented in 
practice by representing the alphabet and 
automaton structures separately. This 
separation yields a more general model 
that can handle complex and infinite 
alphabets while retaining all the desirable 
properties of finite automata and enabling 
new practical applications.

	˽ Opportunity: Separating the alphabet 
and automaton representations opens 
opportunities for redesigning the ways 
in which we teach automata and design 
algorithms for them. 
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These examples show that the clas-
sical theory of automata does not do a 
good job in capturing the ways in 
which automata are implemented in 
practice. Therefore, all the theoreti-
cal results—for example, decision 
procedures and closure properties—
do not directly apply to such imple-
mentations and cannot “take 
advantage” of the structure present in 
how automata are implemented. 
Symbolic automata and their variants 
(the models presented in this article) 
address this problem.

Symbolic automata explicitly model 
how the alphabet is represented/
implemented in practical appli-
cations and allow us to design 
automata decision procedures that 
take advantage of the alphabet 
representation.

Symbolic automata extend finite 
automata by allowing transitions to 
carry predicates over rich alphabet theo-
ries (for example, intervals or binary 
decision diagrams). Unlike what is done 
in existing implementations of autom-
ata, where the alphabet representation 
is chosen a priori and hard-coded in the 
model, symbolic automata explicitly 
separate the representation of the 
alphabet structure from one of the 
finite state graph structures. Concretely, 
symbolic automata provide a unifying 
approach for different alphabet 

hundreds and millions of charac-
ters, for example, extended ASCII 
has 256 characters and Unicode 
has over one million characters. A 
quick Web search of finite-
automata implementations for 
regular expressions shows that in 
all the performing implementa-
tions, transitions (that is, the edges 
of the graph) do not “read” a single 
character in ΣR as done in the clas-
sical definition.a Instead, practical 
implementations allow transitions 
to carry (that is, “read”) sets of char-
acters, that is, an edge in the graph 
denotes a transition of the form 
(p, S, q) where , see Figure 
1(b). Moreover, in most implemen-
tations, S is represented using a 
dedicated data structure, for exam-
ple, an interval [‘ ’, ‘9’] represent-
ing the set of all ASCII decimal 
digits {‘ ’, ‘1’, …, ‘9’}, see Figure 
1(c). Use of intervals assumes that 
all characters have a numeric 
code that implies a total order 
over ΣR—for example, the ith deci-
mal ASCII digit has code 48 + i.

Model checking. Automata are the 
backbone of many model checking 

a	 regex-automata (https://github.com/BurntSu-
shi/regexautomata/blob/master/src/nfa.rs), Brics 
library (https://www.brics.dk/automaton/), 
Dregex - Deterministic Regular Expression 
Engine (https://github.com/marianobarrios/
dregex/blob/master/src/main/scala/dregex/
impl/Dfa.scala).

algorithms,35 where these models 
are used to describe properties a 
system must obey. In model 
checking, the alphabet is typically 
defined with respect to a finite set 

 of Boolean properties 
of interest, often called atomic 
propositions. The alphabet is 

, where a character 
 represents the assignment 

 In  
practical implementations of 
automata for model checking, 
transitions do not read individual 
characters and instead read sets  
of characters.18 The tools assume  
a particular representation of the 
sets, for example as binary decision  
diagrams, see Figure 1(d), or as  
Boolean formulas ϕ over the vari-
ables AP where each satisfying 
assignment defines a character 
α, denoted by . For exam-
ple, given k = 7, the predicate 

 in  
Figure 1(f) has exactly 10 satisfy-
ing assignments, such as 

.

The above applications clarify the 
following point.

Practical implementations of autom-
ata allow transitions to carry sets of 
characters instead of individual 
characters and take advantage of 
the structure of the input alphabet.

Figure 1. (a) classical automaton over the alphabet {0, 1} accepting all strings that start with 0; (b–g) symbolic automata accepting all ASCII 
strings starting with a decimal digit with predicates represented by: (b) hashsets; (c) intervals; (d) binary decision diagrams where dashed 
arrow is case bi = 0; (e) bitvectors; (f) Boolean formulas; and (g) finite automata over the alphabet {0, 1} restricted to {0, 1}(7).
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representations by representing the 
alphabet using an effective Boolean 
algebra , also called the alphabet 
theory. The automata algorithms are 
now designed modulo . This separa-
tion of concerns allows one to seam-
lessly change the alphabet 
representation (for example, choos-
ing any of the representations in 
Figure 1), without changing any of the 
underlying automata algorithms (that 
is, each decision procedure is imple-
mented in a way that is agnostic to the 
choice of the alphabet theory).

Not only symbolic automata better 
reflect how automata are imple-
mented in practice, but they also 
allow one to represent strings over 
infinite alphabets, for example, the 
set of rational numbers. Despite this 
increase in expressiveness, symbolic 
automata enjoy many of the desirable 
closure and decidability properties of 
finite automata and have been in fact 
used in a variety of applications: verifica-
tion of functional programs operating 
over lists and trees,13 analysis of com-
plex implementations of BASE64 and 
UTF encoders,10 automatic synthe-
sis of inverses of complex string-manip-
ulating programs,23 analysis of 
programs involving regular expres-
sions over large alphabets,8,9,36 auto-
matic parallelization of list-processing 
code,31 solving constraints over 
sequences,33 vulnerability detection in 
Web-applications,4 analysis of pro-
gram binaries,5 and fast execution of 
string transformations.1,28

The goal of this article is to give an 
overview of what is currently known 
about symbolic automata and their 
variants, and what applications these 
models have enabled. The concept of 
automata with predicates instead of 
concrete symbols was first mentioned 
in Watson.39 This article focuses on 
work done following the definition of 
symbolic finite automata presented in 
Veanes et al.,36 where predicates have 
to be drawn from a decidable Boolean 
algebra. The term symbolic automata 
is sometimes used to refer to autom-
ata over finite alphabets where the 
state space is represented using binary 
decision diagrams. This meaning is 
different from the one described in 
this article.

It is hard to describe all the works 
related to symbolic automata in one 

article, and the authors curate an 
updated list of papers on symbolic 
automata and transducers (http://
pages.cs.wisc.edu/∼loris/symbolic-
automata.html). Moreover, the algo-
rithms discussed in this article are 
implemented in the open source libraries 
AutomataDotNet (C#, https://github.
com/AutomataDotNet/) and sym-
bolic automata (Java, https://github.
com/lorisdanto/symbolicautomata/).

Symbolic Automata
Structured alphabets and Boolean 
algebras. As we illustrated in Figure 1, in 
symbolic automata, transitions car-
ry predicates, and to formally describe 
predicates, we need to define Boolean al-
gebras. Formally, an effective Boolean 
algebraA is a tuple  
where  is a set of domain elements; Y is a 
set of predicates closed under the Boolean 
connectives, with , ; and the com-
ponent  is a denotation 
function such that (i) , (ii) , 
and (iii) for all ϕ, , , 

, and .  
We also require that checking satisfi-
ability of ϕ—that is, whether — 
is decidable.  is extensional when 

 implies that ϕ = ψ—that is, 
semantic equivalence coincides with 
syntactic equivalence.

The following example shows how 
some of the character representations 
described in Figure 1 are Boolean 
algebras.

Example 2.1 (ASCII Algebras). 
Regular expressions in modern pro-
gramming languages use character 
classes as basic building blocks. 
Character classes can be unioned and 
complemented. For example, the char-
acter classes [A-Z] and [a-z] denote the 
set of all ASCII upper and lower case 
letters, respectively, [A-Za-z] denotes 
their union, and [∧A-Za-z] denotes the 
complement of [A-Za-z]. A natural 
choice for domain  is the set of all 
ASCII codes {n | 0 ≤ n ≤ 127}. Figure 
1(b–g) shows several different options 
for representing Y. Consider the fol-
lowing representations of :

(a) ϕ is a binary decision diagram 
(BDD) over AP7 (Figure 1(d));  is 
AND-product of BDDs; and  is 
the false-leaf BDD;

(b) ϕ is a 128-bit bitvector whose nth 
bit is 1 iff  (Figure 1(e));  

Symbolic  
automata extend 
finite automata  
by allowing 
transitions to carry 
predicates over rich 
alphabet theories.

https://github.com/lorisdanto/symbolicautomata/
https://github.com/lorisdanto/symbolicautomata/
https://github.com/AutomataDotNet/
https://github.com/AutomataDotNet/
https://github.com/AutomataDotNet/
https://github.com/AutomataDotNet/
https://github.com/AutomataDotNet/
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Q is a finite set of states,  is the initial 
state,  is the set of final states, and 

 is a finite set of transitions.
Elements of the domain  of  

are called characters, and elements of 
 are called strings. A transition 

, also denoted , has 
source state q1, target state q2, and guard 
ϕ. For , the concrete a-transition 

 denotes that  and 
 for some ϕ; M is deterministic 

when there is at most one concrete a-tran-
sition from any source q1 and character a.

A string  is accepted at 
state q iff, for 1 ≤ i ≤ k, there exist ai-
transitions  such that q0 = q 
and . The set of strings accepted 
at q is denoted by  and the lan-
guage of M is .

It is convenient to work with s-FAs 
that are normalized by treating ∆ as a 
function from Q × Q to Y with  
when there is no transition from p to q. To 
this end, let , 
where . We also define dom

, as the 
domain-predicate of p, and say that p is 
complete if ; p is partial 
otherwise. Observe that p is partial iff 

 is satisfiable. M is complete if 
all states of M are complete; M is par-
tial otherwise.

Example 2.5. Examples of s-FAs are 
Mpos and Mev/odd in Figure 2(a) and (b), 
respectively. These two s-FAs have 1 
and 2 states, respectively, and they 
both operate over the Boolean algebra 
SMTZ from Example 2.3. The s-FA Mpos 
accepts all strings consisting only of 
positive numbers, whereas the s-FA 
Mev/odd accepts all strings of even 
length consisting only of odd num-
bers. For example, Mev/odd accepts the 
string [1, 3, 5, 3] and rejects strings [1, 3, 5] 
and [51, 26]. The product automaton of 
Mpos and Mev/odd, Mev/odd × Mpos, accepts 
the language  
(Figure 2(c)). Both s-FAs are partial—
for example, neither of them has tran-
sitions for character 0. Finally, Mc

pos 
accepts the complement of the lan-
guage of Mpos (Figure 2(d)).�

Properties of symbolic automata. 
In this section, we illustrate some basic 
properties of s-FAs and show how, 
although these models are more 
expressive (they can model infinite 
alphabets) and succinct (they allow 
multiple characters on individual 
transitions) than finite automata, 

is bitwise-AND; and  is 0(128)—
that is, a sequence of 128 zeroes;

(c) ϕ is a Boolean formula over AP7 
(Figure 1(f));  is syntactic conjunc-
tion; and  is the true predicate.

(d) ϕ is an automaton over Σ = {0, 1} 
restricted to Σ(7) (Figure 1(g));  
is product of automata; and  is 
the fixed automaton accepting all 
strings in Σ(7).

We identify the underlying seman-
tic domain  in this example with 
character codes. This reflects the fact 
that implementations that use ASCII 
often use expressions such as A and \
x41 as equivalent notations of the 
same underlying character (code). In 
other words,  is a set of natu-
ral numbers, namely the set of all 
character codes denoted by ϕ. In par-
ticular, in (a) and (c), 

, and in (d), 
. Observe 

that the algebras in (a) and (b) are 
extensional where satisfiability is triv-
ial (nonequality to ). For example, in 
(b), the disjunction  
(where  is bitwise-OR) is the predicate 
1(128), that is, . The algebra in (c) is 
nonextensional and satisfiability can be 
decided using a satisfiability (SAT) 
solver. The algebra in (d) is also nonex-
tensional but its satisfiability is triv-
ial, assuming unreachable states and 
deadends are always removed from 
(the automaton) ϕ.�

The following Boolean algebra 
mimics how finite alphabets are rep-
resented in traditional automata 
implementations.b

b	 Technically, s-FAs over the equality algebra are 
still slightly more general than traditional au-
tomata as s-FAs can still allow individual tran-
sitions to carry multiple characters.

Example 2.2 (Equality Algebra). The 
equality algebra over an arbitrary set  
has an atomic predicate ϕa for every 

 such that  as well as 
predicates  and . There are no for-
mal requirements on , but one case is 
that  is a powerset of a finite 
set of Boolean properties as discussed 
above. The set of predicates Y is the 
Boolean closure generated from the 
atomic predicates—for example, 

 and , where a,  are 
predicates in Y. Intuitively, one can 
think of each predicate in this algebra 
to be of the form , 
where each ai is an element of D. Hence, 
the name equality algebra.�

The following example shows how  
the predicate representations employed 
by modern SMT solvers14 can be used 
to design Boolean algebras for arbi-
trarily complex domains.

Example 2.3 (SMT Algebra). Let Y be the 
set of all quantifier-free formulas with 
one fixed free variable x of a fixed type t. 
Formally, , 
where  is the domain of t, and the 
Boolean operations are the correspond-
ing connectives in SMT formulas. 
Intuitively, SMTt represents a restricted 
use of an SMT solver. The interpreta-
tion function  is defined using the 
operations of satisfiability checking 
and witness generation of an SMT 
solver. For example, in , elements 
are integers and predicates are linear 
arithmetic formulas, such as  
and .�

Symbolic finite automata. We can 
now define symbolic finite automata, 
which are finite automata where edge 
labels are replaced by predicates in a 
Boolean algebra.

Definition 2.4. A symbolic finite automa-
ton (s-FA) is a tuple , 
where  is an effective Boolean algebra, 

Figure 2. Symbolic automata: (a) Mpos; (b) Mev/odd; (c) Mev/odd × Mpos; and (d) Mc
pos.
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they still enjoy many desirable decid-
ability and closure properties. A key 
characteristic of all s-FAs algorithms 
is that there is no explicit use of char-
acters because  may be infinite and 
the interface to the Boolean algebra 
does not directly support use of indi-
vidual characters. This aspect is in 
sharp contrast to traditional finite 
automata algorithms.

Closure properties. First, such as for 
finite automata, nondeterminism does 
not add expressiveness for s-FAs.

Theorem 2.6 (Determinizability36). 
Given an s-FA M one can effectively con-
struct a deterministic s-FA Mdet such that  
L(M) = L(Mdet).

The determinization algorithm is 
similar to the subset construction for 
automata over finite alphabets, but also 
requires combining predicates appear-
ing in different transitions. If M con-
tains k inequivalent predicates and n 
states, then the number of distinct 
predicates (other than ) in Mdet is at 
most 2k and the number of states is at 
most 2n. In other words, in addition to 
the classical state space explosion risk, 
there is also a predicate space explosion 
risk. Figure 3 illustrates such explosion 
for k = 2 and n = 2.

Because s-FAs can be determinized, 
we can show that s-FAs are closed under 
Boolean operations using variations of 
traditional automata constructions.

Theorem 2.7 (Boolean Operations36). 
Given s-FAs M1 and M2 one can effectively 
construct s-FAs  and M1 × M2 such that 

 L(M1 × M2) = 
L(M1) ∩ L(M2).

The intersection of two s-FAs is com-
puted using a variation of the classical 
product construction in which transi-
tions are “synchronized” using con-
junction. For example, the intersection 
of Mpos and Mev/odd from Example 2.5 is 
shown in Figure 2(c). To complement a 
deterministic partial s-FA M, M is first 
completed by adding a new nonfinal 
state s with loop  and for each par-
tial state p a transition . 
Then, the final states and the nonfinal 
states are swapped in Mc. Following 
this procedure, the complement of 
Mpos from Example 2.5 is shown in 
Figure 2(d).

Decision procedures. s-FAs enjoy the 
same decidability properties of finite 
automata:

Theorem 2.8 (Decidability36). Given 
s-FAs M1 and M2 it is decidable to check if 
M1 is empty—that is, whether L(M1) =  

—and if M1 and M2 are language-equiv-
alent—that is, whether L(M1) = L(M2).

Checking emptiness requires check-
ing what transitions are satisfiable and, 
once unsatisfiable transitions are 
removed, any path reaching a final state 
from an initial state represents at least 
one accepting string. Equivalence can be 
reduced to emptiness using closure 
under Boolean operations—that is,  

.
Algorithms have also been proposed 

for minimizing deterministic s-FAs,9 for 
checking language inclusion,25 and for 
learning s-FAs from membership and 
equivalence queries.3,26,27

Parametric complexities. Because s-FAs 
are parametric in an underlying alphabet 
theory A, the complexities of the afore-
mentioned algorithms must in some way 
depend on the complexities of performing 
certain operations in A. For example, the 
cost of checking emptiness of an s-FA 
depends on the cost of checking satisfiability 

in A. Another issue is representation of Y, 
how to measure the size |ϕ| of ϕ  Y, 
and the cost of Boolean operations 
whose repeated applications may cause 
predicates to grow in size and thus 
increase related costs, in particular 
when A is not extensional. This pecu-
liar aspect of s-FAs opens up a new set 
of complexity questions that have not 
been studied in automata theory.

We summarize the known com-
plexity results for the procedures we 
described in this section. Let fsat(|ϕ|) 
denote the cost of checking satisfiability 
of a predicate ϕ  Y (of size |ϕ|) and M 
and M′ be two deterministic s-FAs such 
that M has n states and m transitions, M′ 
has n′ states and m′ transitions, and the 
largest predicate in M and M′ has size l. 
Then, (i) checking whether M is empty 
has complexity O(n + mf (l )), and (ii) 
checking whether M and M′ are language 
equivalent has complexity O(mm′ f (l)(n 
+ n′) + α(n +m)), where α(⋅) is related to a 
functional inverse of the Ackermann 
function. This last complexity is 
obtained by a straightforward adapta-
tion of Hopcroft and Karp’s algorithm 
for DFA equivalence.21

For certain classes of problems, dif-
ferent algorithms can have different 
incomparable complexities. Consider, 

Figure 3: (a) Nondeterministic partial s-FA with predicates jodd and j>0 from  
Example 2.3. (b) Equivalent complete s-FA after determinization where jØ denotes the  
predicate ÿjodd ∧ ÿj >0 on transitions to the “sink” state Ø.
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yields the kth decimal digit from the 
character x (recall that the standard 
character code of a decimal digit d is d 
+48). Note that the output of an s-FT 
transition is a sequence of func-
tions—in the safe case, the sequence 
contains a single identity function (out-
putting the input character).�

We discuss next some of the main 
properties of s-FTs and the kinds of analy-
sis they enable. A more formal treatment 
is covered in D’Antoni and Veanes.12

A transducer T denotes a relation 
 from input to output 

sequences. When T is deterministic (at 
most one transition can be triggered by an 
input symbol), this relation is a function. If 
T is nondeterministic but each input 
sequence is mapped to only one output 
sequence, the relation is also a func-
tion. In these last two cases, we call the 
transducer functional or single-valued. 
We call the first and second projections 
of the relation describing the semantics 
of the transducer T, its domain (dom(T)) 
and range (ran(T)), respectively. We write 

 for .
Although both the domain and the 

range of a finite state transducer are 
regular, this is not true for s-FTs. By a 
regular language, here we mean a lan-
guage accepted by an s-FA. Given an 
s-FT T, one can compute an s-FA 
DOM(T) such that L(DOM(T)) = dom(T). 
The range of an s-FT is in general not 
regular: Take an s-FT T with a single 
transition  that dupli-
cates its input if the input is odd. The 
range ran(T) of the s-FT T only accepts 
sequences of numbers where each 
number at position 0 (respectively, 
2,4,…) has to be the same as the num-
ber at position 1 (respectively, 3,5,….). 
Then, ran(T) is not regular because an 
s-FA cannot enforce the equality con-
straint between two symbols at differ-
ent positions in the sequence. Also, 
because the alphabet is infinite, states 
cannot be used to remember what 
symbol is at each position such as it is 
normally done for finite automata 
over finite alphabets.

The most important property of 
s-FTs is that they are closed under 
sequential composition: Given two s-FTs 
S and T, one can compute an s-FT S(T) 
such that:

for example, the problem of minimizing a 
deterministic s-FA M and let fsat(|ϕ|) 
denote the cost of checking satisfiability of a 
predicate ϕ  Y. If M has n states and m 
transitions, and the largest predicate in M 
has size l, then the symbolic adaptation of 
Moore’s algorithm for minimizing DFAs 
has complexity O(mn · fsat(l)), whereas the 
symbolic adaptation of Hopcroft’s algo-
rithm for minimizing DFAs has complex-
ity O(m log n · fsat (nl)), if the cost of Boolean 
operations is linear.9 Although in the 
world of DFAs, Hopcroft’s algorithm20 
is provably better than Moore’s,29 in the 
world of s-FAs, the two algorithms have 
orthogonal complexities: Hopcroft’s 
algorithm saves a logarithmic factor in 
terms of n, but this saving comes at the 
increased cost of satisfiability queries.

Reduction to classical automata. Although 
the set S of predicates appearing in a 
given s-FA (or finitely many s-FAs over 
the same alphabet algebra) operates 
generally over an infinite domain, the 
set of minterms, Minterms(S), the maxi-
mal satisfiable Boolean combinations of 
S induces a finite set of equivalence 
classes. In general, every s-FA M can be 
compiled into a symbolically equiva-
lent finite automaton over alphabet 
Minterms(S), where Predicates(M) ⊆ S 
and S is a finite subset of Y. This idea, 
also called predicate abstraction, is 
often used in program verification.16 
However, note that the size of 
Minterms(S) is in general exponential 
in the size of S.

Extensions of the Basic s-FA Model
Symbolic automata have been extended 
in various ways, as summarized in 
D’Antoni and Veanes12:

	• Symbolic alternating automata 
(s-AFA)8 are equivalent in expres-
siveness to s-FAs, but achieve suc-
cinctness by extending s-FAs with 
alternation and, despite the high 
theoretical complexity, this model 
can at times be more practical than 
s-FAs. For example, s-AFAs can effi-
ciently check whether the inter-
section of multiple ASCII regular 
expressions is empty in cases where 
traditional automata suffer from 
state explosion.
	• Symbolic extended finite autom-

ata (s-EFA)10 allow s-FAs to read 
multiple input characters in a sin-
gle transition and can be used to 

model relations between adjacent 
input symbols.
	• Symbolic tree automata (s-TA)13 

operate over trees instead of 
strings. s-FAs are a special case of 
s-TAs in which all nonleaf nodes in 
the tree have one child. s-TAs have 
the same closure and decidability 
properties as s-FAs and can also be 
minimized efficiently.
	• Symbolic visibly pushdown autom-

ata (s-VPA)6 operate over nested 
words,2 which are used to model 
data with both linear and hierar-
chical structure—for example, 
XML documents and recursive 
program traces. s-VPAs can be 
determinized and have the same 
closure and decidability proper-
ties as s-FAs.

Symbolic transducers. Automata that 
also emit string outputs are generally 
called transducers. Perhaps the most 
practical extension of s-FAs is Symbolic 
Finite (state) Transducers (s-FTs), which 
extend finite transducers by allowing 
outputs to functionally depend on 
inputs, in addition to allowing predi-
cates over those inputs.

Example 3.1. Consider an HTML encoder 
that is often used as a string sanitizer in 
a Web browser. At a high level, its pur-
pose is to replace all nonwhitelisted 
characters by their equivalent HTML 
encoded substrings in an HTML docu-
ment, for example, the character < can 
be encoded as the string “&lt;” (or as 
the string “&#0000060;” using its 
character code 60). It is prohibitively 
expensive to view such an encoder as a 
classical Finite (state) Transducer (FT) 
because the standard Unicode alpha-
betc has 1,112,064 characters. So the 
FT would in general need over a million 
transitions, one for each character c: 
namely, a transition  if c is 
whitelisted (safe), and a transition 

 otherwise where encode(c)
denotes the HTML encoding of c.

Instead, the corresponding s-FT 
would need only two transitions: a 
transition  for safe char-
acters (this includes all ASCII uppercase 
and lowercase letters and digits), and a 
transition 

 
where  mod 10) + 48 

c	 https://home.unicode.org/

https://home.unicode.org/
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This enables several interesting pro-
gram analyses19 and optimizations, 
such as (symbolic regular) type-checking 
that is decidable when combined with 
closure properties of s-FAs:

Given an s-FT T and s-FAs MI and MO, 
decide if for all .

Treat any s-FA M implicitly as an 
s-FT by treating each transition  
as . Then, M(T) restricts 
outputs of T to L(M) and T(M) restricts 
inputs of T to L(M). So type-checking 
reduces to emptiness of .

Example 3.2. By using the type-
checking algorithm one can prove that, for 
every input sequence , avn HTML-
Encoder T always produces a valid output: 

, where MO disallows all 
unsafe characters besides ‘&’, and allows ‘&’ 
only as an encoding prefix—for example, 
as described by the regular expression  
“([ #0-~] |&(amp| l t |gt |#[0-9]+);)*” . 
Observe that  accepts all invalid 
outputs and thus  represents the 
restriction of T to unwanted behaviors.�

Although equivalence of finite trans-
ducers is in general undecidable,17 
equivalence of single-valued s-FTs is 
decidable and single-valuedness is itself 
a decidable property.37 When combined 
with closure under composition, decid-
able equivalence is a powerful verifica-
tion tool. For example, one can check 
whether composing two s-FTs E and D, 
representing a string encoder and 
decoder, respectively, yields the iden-
tity function I—that is, if .

A transducer T is injective if for all dis-
tinct u, , we have 
. Although injectivity of finite transduc-
ers is decidable, injectivity is undecid-
able for s-FTs.23

Extensions of symbolic transducers. 
Similarly to how s-EFAs extend s-FAs, 
Symbolic Extended Finite Transducers 
(s-EFT)10 are symbolic transducers in 
which each transition can read more 
than a single character. A similar exten-
sion, called s-RTs, incorporates the 
notion of bounded look-back and roll-
back in form of roll-backtransitions, 
not present in any other transducer for-
malisms, to accommodate default or 
exceptional behavior.

s-FTs have also been extended with 
registers and are called symbolic trans-
ducers.10, 38 The key motivation is to sup-
port loop-carried data state, such as 
the maximal number seen so far. This 
model is closed under composition, 

but most decision problems for it are 
undecidable, even emptiness.

Symbolic tree transducers (s-TT)13 
operate over trees instead of strings. 
s-FTs are a special case of s-TTs in 
which all nodes in the tree have one 
child or are leaves. s-TTs are only closed 
under composition when certain 
assumptions hold.

Applications of Symbolic Automata 
and Their Variants
Analysis of regular expressions. The con-
nection between automata and regular 
expressions has been studied for more 
than 50 years. However, real-world reg-
ular expressions are much more com-
plex than the simple model described 
in a typical theory of computation 
course. In particular, in practical regu-
lar expressions, the alphabet can con-
tain upward of 216 characters due to 
the widely adopted UTF16 standard of 
Unicode characters. s-FAs can model 
characters as bitvectors and use vari-
ous representations for predicates—
for example, Binary Decision 
Diagrams (BDDs) or bitvector arith-
metic. These representations turned 
out to be a viable way to model regular 
expression constraints in parameter-
ized unit tests36 and for random pass-
word generation.9

Analysis of string encoders and sani-
tizers. The original motivation for 
s-FTs was to enable static analysis for 
string sanitizers.19 String sanitizers 
are particular string to string func-
tions over Unicode (a very large alpha-
bet that cannot be handled by 
traditional automata models) 
designed to encode special characters 
in text that may otherwise trigger 
malicious code execution in certain 
sensitive contexts, primarily in HTML 
pages. Thus, sanitizers provide a first 
line of defense against cross site 
scripting (XSS) attacks. When sanitiz-
ers can be represented as s-FTs, one 
can, for example, decide if two sanitiz-
ers A and B commute—that is, if 

—if a sanitizer A is idempo-
tent—that is, if —or if A can-
not be compromised with an input 
attack vector—that is, if ran(A)  
SafeSet. Checking such properties can 
help ensure the correct usage of sanitiz-
ers. s-EFTs have been used to prove that 
efficient implementations of BASE64 or 
UTF encoders and decoders correctly 

Sanitizers provide  
a first line  
of defense  
against cross site 
scripting attacks.
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apply concepts from this domain to 
the problem of learning symbolic 
automata.

Properties of new models. Some sym-
bolic models are still not well under-
stood because they do not have finite 
automata counterparts. In particular, 
s-EFAs10 do not enjoy many good prop-
erties, but it is possible that they have 
practical subclasses—for example 
deterministic, unambiguous, etc.—
with good properties.

A new model, called Symbolic 
Register Automata (s-RA),7 combines 
the symbolic aspect of s-FA with the 
ability of comparing elements at differ-
ent positions in a string—for example, 
equality. This model is strictly more 
expressive than its components and it 
enjoys the same decidability properties 
of its nonsymbolic counterpart24—for 
example, equivalence is decidable for 
deterministic s-RAs. s-RAs could be 
used to represent complex list proper-
ties and improve static-analysis proce-
dures. However, their theoretical 
treatment is limited so far and an excit-
ing avenue for those interested in sym-
bolic automata.

Complexity and expressiveness. In 
classical automata theory, the complex-
ities of the algorithms are given with 
respect to the number of states and 
transitions in the automaton. We dis-
cussed previously how the algorithm 
complexities in the symbolic setting 
depend on trade-offs made in the 
alphabet theory. Exactly understanding 
these trade-offs is an interesting 
research question.

New potential applications. 
Extracting automata from recurrent neu-
ral networks. Due to the widespread 
adoption of machine learning modes, 
there has been renewed interest in the 
problem of extracting “explanations” 
from opaque black-box models. The 
work that is most relevant to ours is 
that of using automata learning to 
extract finite automata from recurrent 
neural networks.40 Existing works have 
used automata learning for extracting 
automata from very simple synthetic 
RNNs. In particular, these techniques 
can only handle small-valued features 
(2-4 values) and cannot handle com-
plex real-valued feature sets. s-FAs can 
be used to address this limitation. In 
particular, recent work on learning 
s-FAs3 could potentially be used for 

invert each other.10 Recently, s-EFTs 
have been used to automatically syn-
thesize inverses of encoders that 
are correct by construction.23

Analysis of functional programs. 
Symbolic transducers have been used to 
perform static analysis of functional pro-
grams that operate over lists and trees.13 
In particular, symbolic tree transducers 
were used to verify HTML sanitizers and 
to perform deforestation, a technique 
used to speedup function composition 
in functional language compilation. 
These programs cannot be modeled 
using traditional automata models 
because they operate over infinite alpha-
bets—for example, lists of integers.

Code generation and parallelization. 
Symbolic transducers can be used to 
expose data parallelism in computa-
tions that may otherwise seem inher-
ently sequential. A DFA transition 
function can be viewed as a particular 
kind of matrix multiplication. Therefore, 
DFA-based pattern matching can be 
executed in parallel by virtue of associa-
tivity of multiplication. This idea can be 
lifted to symbolic transducers and 
applied to many common string trans-
formations. Symbolic transducers can 
also be extended with registers and 
branching rules, which are transitions 
with multiple target states in the form 
of if-then-else statements. The main 
purpose of a branching rule is to sup-
port built-in determinism and to enable 
a way to control evaluation order of tran-
sition guards for serial code generation, 
so that hot paths can be optimized. 
Moreover, symbolic transducers can be 
composed in a manner that is similar to 
loop fusion in order to avoid intermedi-
ate data structures. The main context 
where these ideas have been evaluated 
is in log/data processing pipelines.31

Symbolic regex matcher (SRM). Analo
gously to s-FAs, regular expressions can 
also be defined modulo an alphabet 
theory A, instead of using a finite alpha-
bet. One can develop a corresponding 
theory of symbolic derivatives of such 
symbolic regular expressions. Symbolic 
derivatives enable lazy unfolding and 
on-the-fly creation of s-FAs that leads 
to a new class of more predictable 
matching algorithms that avoid back-
tracking. Such algorithms and a tool 
called SRM32 have been developed at 
Microsoft Research and are being 
deployed daily in Azure for scanning 

credentials and other sensitive content 
in cloud service software. The input to 
SRM is a .NET regular expression over a 
restricted set of features. SRM’s linear 
matching complexity has helped avoid 
unpredictable performance in the 
built-in .NET regular expression engine 
that was susceptible to catastrophic 
backtracking on files with long lines, 
such as minified JavaScript and SQL 
server seeding files.

Open Problems  
and Future Directions
We conclude this article with a list of open 
questions that are unique to symbolic 
automata and transducers, as well as a 
summary of what unexplored applica-
tions could benefit from these models.

Theoretical directions. Adapting 
DFA algorithms to s-FAs. Several algo-
rithms for finite automata are based on 
efficient data structures that take 
advantage of the alphabet being finite. 
For example, Hopcroft’s and Karp’s 
algorithm for DFA minimization iter-
ates over the alphabet to refine state 
partitions through splitting. This itera-
tion can be avoided in s-FAs using satis-
fiability checks on certain carefully 
crafted predicates.9 Paige-Tarjan’s 
algorithm for computing forward 
bisimulations of NFAs is similar to 
Hopcroft’s algorithm.30 The algorithm 
can compute the partition of forward-
bisimilar states in time O(km log n). 
However, unlike Hopcroft’s algorithm, 
Paige-Tarjan’s algorithm is hard to 
adapt to the symbolic setting and the 
current adaptation has complexity 
O(2m log n + 2m fsat(nl)).11 By contrast, the 
simpler O(km2) algorithm for forward 
bisimulations can be easily turned into 
a symbolic O(m2 fsat(l )) algorithm.11 
Another example of this complexity of 
adaptation arises in checking equiva-
lence of two unambiguous NFAs.34

The problem of learning symbolic 
automata has only received limited 
attention.3, 15, 26, 27 Classical learning 
algorithms require querying an oracle 
for all characters in the alphabet and 
this is impossible for symbolic autom-
ata. On the other hand, the learner 
simply needs to learn the predicates 
on each transition of the s-FA, which 
might require a finite number of que-
ries to the oracle. This is a common 
problem in computational learning 
theory and there is an opportunity to 
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extracting automata from complex 
real-valued neural networks.

SMT solving with sequences. SMT 
solvers14 have drastically changed the 
world of programming languages and 
turned previously unsolvable prob-
lems into feasible ones. The recent 
interest in verifying programs operat-
ing over sequences has created a need 
for extending existing SMT solving 
techniques to handle sequences over 
complex theories. Solvers that are able 
to handle strings typically use autom-
ata. Most solvers only handle strings 
over finite small alphabets and s-FAs 
have the potential to impact the way in 
which such solvers for SMT are built. 
Recently, some SMT solvers such as Z3 
have started incorporating s-FAs in 
the context of supporting regular 
expressions in the sequence theory.33

Static analysis. Dalla Preda et al. 
recently investigated how to use s-FAs 
to model program binaries.5 s-FAs can 
use their state space to capture the con-
trol flow of a program and their predi-
cates to abstract the I/O semantics of 
basic blocks appearing in the pro-
grams. This approach unifies existing 
syntactic and semantic techniques for 
similarity of binaries and has the prom-
ise to lead us to better understand tech-
niques for malware detection in 
low-level code. The same authors 
recently started investigating whether, 
using s-FTs, the same techniques could 
be extended to perform analysis of 
reflective code—that is, code that can 
self-modify itself at runtime.

Argyros et al.4 have used s-FA learn-
ing to extract models of Web applica-
tions and detecting inconsistencies 
among different applications of the 
same logical application. Extending 
this approach to the more powerful 
extensions of s-FAs could lead to the 
ability to detect complex bugs in vari-
ous kinds of software.

Conclusion
Symbolic automata and their variants 
have proven to be a versatile and pow-
erful model to reason about practical 
applications that were beyond the 
reach of finite-alphabet automata 
models. In this article, we summarized 
what theoretical results are known for 
symbolic models, described the 
numerous extensions of symbolic 
automata, and clarified why these 

models are different from their finite-
alphabet counterparts. We also pre-
sented the following list of open 
problems we hope that the research 
community will help us solve: Can we 
provide theoretical treatments of the 
complexities of the algorithms for sym-
bolic models? Can we extend classical 
algorithms for automata over finite 
alphabets to the symbolic setting? Can 
we use symbolic automata algorithms 
to design decision procedures for the 
SMT theory of sequences?�

References
1.	 Alur, R, D’Antoni, L., Raghothaman, M. DReX: A 

declarative language for efficiently evaluating 
regular string transformations. ACM SIGPLAN 
Notices – POPL’15 50, 1 (2015), 125–137.

2.	 Alur, R., Madhusudan, P. Adding nesting structure to 
words. In Developments in Language Theory, O.H. 
Ibarra and Z. Dang, eds. Springer, Berlin, Heidelberg, 
2006, 1–13.

3.	 Argyros, G., D’Antoni, L. The learnability of symbolic 
automata. In Computer Aided Verification, H. 
Chockler and G. Weissenbacher, eds. Springer 
International Publishing, Cham, 2018, 427–445.

4.	 Argyros, G., Stais, I., Jana, S., Keromytis, A.D., 
Kiayias, A. SFADiff: Automated evasion attacks and 
fingerprinting using black-box differential automata 
learning. In Proceedings of the 2016 ACM SIGSAC 
Conference on Computer and Communications 
Security (Vienna, Austria, October 24-28, 2016), 
1690–1701.

5.	 Dalla Preda, M., Giacobazzi, R., Lakhotia, A., 
Mastroeni, I. Abstract symbolic automata: Mixed 
syntactic/semantic similarity analysis of executables. 
ACM SIGPLAN Notices – POPL’15 50, 1 (2015), 
329–341.

6.	 D’Antoni, L., Alur, R. Symbolic visibly pushdown 
automata. In CAV’14 (2014), Springer International 
Publishing, Cham, 209–225.

7.	 D’Antoni, L., Ferreira, T., Sammartino, M., Silva, A. 
Symbolic register automata. In Computer Aided 
Verification, I. Dillig and S. Tasiran, eds, Springer 
International Publishing, Cham, 2019, 3–21.

8.	 D’Antoni, L., Kincaid, Z., Wang, F. A Symbolic Decision 
Procedure for Symbolic Alternating Finite Automata, 
Electron. Notes Theor. Comput. Sci. 336 (2018), 
79–99.

9.	 D’Antoni, L., Veanes, M. Minimization of symbolic 
automata. ACM SIGPLAN Notices – POPL’14 49, 1 
(2014), 541–553.

10.	 D’Antoni, L., Veanes, M. Extended symbolic finite 
automata and transducers. Formal Methods Syst. 
Des. 47, 1 (Aug. 2015), 93–119.

11.	 D’Antoni, L., Veanes, M. Forward bisimulations for 
nondeterministic symbolic finite automata. In 
TACAS’17, LNCS (2017), Springer, Berlin, Heidelberg, 
518–534.

12.	 D’Antoni, L., Veanes, M. The Power of Symbolic 
Automata and Transducers. In: Computer Aided 
Verification. Computer Aided Verification. CAV. 
Lecture Notes in Computer Science. R. Majumdar, V. 
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Leman algorithm in its plain form 
solves the isomorphism problem for 
bounded-rank width graphs. In fact, the 
paper even goes the crucial step further 
to show that canonization can be solved 
in the logic corresponding to the algo-
rithm (fixed-point logic with counting). 
Overall, they obtain a logic that captures 
PTIME on graphs of bounded rank 
width. This means, essentially, that 
everything that can be algorithmically 
solved efficiently on these graphs can 
alternatively be expressed by a logical 
formula of fairly simple composition.

Grohe had previously demonstrated 
this type of approach can be very fruit-
ful. In fact, his 2017 book on the mat-
ter, spanning more than 500 pages, ex-
ecutes the approach for graph classes 
closed under taking minors. Yet, the 
class of graphs of bounded rank width 
is one of the most general classes for 
which the approach has been put to 
work successfully.

Overall, in comparison to the previ-
ously best result, the paper provides us 
with a stronger result based on a sim-
pler algorithm. On top of that, the over-
all proof is—at least from my perspec-
tive—simpler and, for many, easier to 
understand. Finally, the constants in the 
running time of the algorithm, which 
translate in logic terms to the number 
of variables needed, are small (specifi-
cally, linear in the rank width) and in 
some sense as small as they can be. Cen-
tral to the analysis is the introduction of 
the novel concepts of split pairs and flip 
functions, which cleanly facilitate many 
of the arguments. It is common to find 
that when it comes to matters of theo-
ry, hitting the right approach, careful 
choice of definitions, and a hunch can 
make all the difference. Overall, Grohe 
and Neuen have found a clean and neat 
way to complete the logicians’ quest for 
graphs of bounded rank width.	

Pascal Schweitzer is a professor at the Technische 
Universität Kaiserslautern, Germany.

Copyright held by author.

T H E  G R A P H  I S O M O R P H I S M  problem re-
mains one of those mysteries in theo-
retical computer science that fasci-
nates laypersons and experts alike. In 
1979, Garey and Johnson mentioned 
the problem in their renowned book 
on computers and intractability but, in 
fact, it dates back even earlier and has 
been unresolved for over half a century. 
In 2015, a major advance hit the media: 
Babai’s quasipolynomial algorithm. 
This was the first improvement for the 
general problem in over 30 years. And 
yet it remains an open problem. At its 
core, the problem captures the algorith-
mic detection of symmetries of combi-
natorial objects.

Maybe surprisingly, there are vari-
ous and quite distinct areas in which 
the problem finds applications. We 
can find one such application domain 
in the context of logics. Indeed, the 
isomorphism problem appears to be 
closely linked to what logicians call the 
quest for a logic that captures PTIME, 
a major open problem in finite model 
theory. In a nutshell we want a logic that 
is powerful enough to precisely allow 
everything that is efficiently solvable to 
be captured in a formula but is not more 
powerful than that. In terms of databas-
es, we want a query language expressive 
enough to allow all queries that can be 
efficiently answered but again not more 
than that.

For a logician on the quest, design-
ing an efficient isomorphism algorithm 
for some class of structures is not par-
ticularly helpful. What is needed is to 
be able to “solve” the problem within 
a logic. In fact, while this is a necessary 
step, it might not be enough. What does 
suffice, however, is to be able to “solve” 
the canonization problem for the class 
within a logic. Intuitively, the canoniza-
tion problem asks for an efficient nor-
mal form, some way of unambiguously 
(that is, canonically) representing a giv-
en input. The canonization problem is 
closely linked to the isomorphism prob-
lem, and considering practical applica-

tions of isomorphism, it turns out that a 
solution to the canonization problem is 
what users often actually want and need.

In the following paper, Grohe and 
Neuen consider the class of graphs 
of bounded rank width. The class is 
equivalent to graphs of bounded clique 
width, a term sometimes more familiar 
to graph theorists who do not have a fo-
cus on algorithmic aspects. The class 
is not readily defined, but it does play 
a central role in graph structure theory. 
Quintessentially, graphs in this class are 
recursively decomposable into small 
parts so that the interplay between the 
different parts is not too complicated. 
Several years ago, the class was essen-
tially the only class of naturally decom-
posable graphs for which we had no ef-
ficient isomorphism test.

In 2015, Grohe and Schweitzer found 
an efficient test, but for the questing 
logician the answer was unsatisfactory. 
The algorithm involves a barrage of 
techniques from computational group 
theory, making the solution not only 
complicated but also not providing a 
sufficient answer to logical definability 
and canonization. In their new paper, 
Grohe and Neuen instead use a purely 
combinatorial approach: the Weis-
feiler-Leman algorithm. This algorithm 
has its roots in algebraic graph theory, 
it is used in Babai’s algorithm, and it 
recently found applications in machine 
learning in the form of graph kernels.

The authors now show, remarkably, 
that the well-established Weisfeiler-
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Abstract
We investigate the interplay between the graph isomorphism 
problem, logical definability, and structural graph theory on 
a rich family of dense graph classes: graph classes of bounded 
rank width. We prove that the combinatorial Weisfeiler-
Leman algorithm of dimension (3k + 4) is a complete isomor-
phism test for the class of all graphs of rank width at most k. A 
consequence of our result is the first polynomial time canon-
ization algorithm for graphs of bounded rank width.

Our second main result addresses an open problem in 
descriptive complexity theory: we show that fixed-point logic 
with counting expresses precisely the polynomial time prop-
erties of graphs of bounded rank width.

1. INTRODUCTION
The question of whether there is an efficient algorithm decid-
ing whether two graphs are isomorphic is one of the oldest and 
best-known open problems in theoretical computer science. 
Already mentioned in Karp’s18 seminal article on NP-complete 
combinatorial problems, graph isomorphism (from now on: 
GI) has remained one of the few natural problems in NP that 
is neither known to be solvable in polynomial time nor known 
to be NP-complete. The problem has received considerable 
attention recently because of Babai’s1 breakthrough algo-
rithm deciding GI in quasipolynomial time npolylog (n).

However, the question of whether GI is solvable in polyno-
mial time remains wide open. Polynomial-time algorithms 
are known for the restrictions of GI to many interesting graph 
classes, for example the class of planar graphs14, classes of 
bounded degree19, even all classes excluding a fixed graph as 
a topological subgraph9, and only recently, graph classes of 
bounded rank width.11

Rank width, introduced by Oum and Seymour,21 is a graph 
invariant that measures how well a graph can be decomposed 
hierarchically in a certain style. In this respect, it is similar to 
the better-known tree width, but where tree width measures 
the complexity, or width, of a separation in a hierarchical 
decomposition in terms of the “connectivity” between the two 
sides, rank width measures the complexity of a separation in 
terms of the rank of the adjacency matrix of the edges between 
the two sides of the separation (see Figure 1). As opposed to 
tree width, rank width is also a meaningful measure of simplic-
ity for dense graphs. For example, the rank width of a complete 
graph, arguably the simplest dense graph, is 1. Rank width is 
closely related to clique width,5 another well-studied graph 
invariant based on graph grammars. Many hard algorithmic 
problems can be solved efficiently on graphs of bounded rank 

A previous version of this paper, entitled “Canonisation and Definability 
for Graphs of Bounded Rank Width” was published in Proceedings of the 
34th Annual ACM/IEEE Symp. on Logic in Computer Science (Vancouver, BC, 
Canada, 2019), 1–13.

width, or equivalently, bounded clique width, among them all 
problems definable in monadic second-order logic.4

In this paper we study the graph isomorphism problem 
and the closely related graph canonization problem as well 
as logical definability and descriptive complexity on graph 
classes of bounded rank width. At the technical core of our 
work is a beautiful connection (from Cai et al.2) between 
the Weisfeiler-Leman algorithm, a generic combinatorial 
graph isomorphism algorithm, and an Ehrenfeucht-Frässé 
style game that is usually used to prove lower bounds in logic.

Although a polynomial time isomorphism algorithm for 
graph classes of bounded rank width was known11 prior to 
this work, the running time of that algorithm is n f (k), where n 
is the number of vertices and k is the rank width of the input 
graph, and f is a nonelementary function. Moreover, the 
algorithm is extremely complicated, using both advanced 
techniques from structural graph theory12 and the group-
theoretic graph isomorphism machinery.19

Our first contribution is a simple isomorphism test for 
graphs of rank width at most k running in time nO (k). Indeed, the 
algorithm we use is a generic combinatorial isomorphism 
test known as the Weisfeiler-Leman algorithm.23, 1, 2 The 
-dimensional Weisfeiler-Leman algorithm (-WL) iteratively 
colors -tuples of vertices of the two input graphs and then 
compares the resulting color patterns. If they differ, we know 
that the two input graphs are nonisomorphic. If two graphs 
have the same color pattern, in general, they may still be 
nonisomorphic.2 Thus -WL is not a complete isomorphism 

Figure 1. A dense graph of rank width 2 (left) and a hierarchical 
“rank decomposition” of this graph of width 2 (right). The rank 
width is low because the vertex cuts the decomposition on the right 
induces are very regular.

http://dx.doi.org/10.1145/3453943
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test for all graphs. However, we prove that it is for graphs of 
bounded rank width. We say that -WL identifies a graph G if 
it distinguishes G from every graph H not isomorphic to G.

Theorem 1. The (3k + 4)-dimensional Weisfeiler-Leman 
algorithm identifies every graph of rank width at most k.

Combining this theorem with a result due to Immerman 
and Lander on the running time of the WL algorithm, we 
obtain the following:

Corollary 2. Isomorphism of graphs of rank width k can 
be decided in time O(n3k+5 log n).

Another way of stating Theorem 1 is that the Weisfeiler-
Leman (WL) dimension8 of graphs of rank width k is at most 3k 
+ 4. It is known that many natural graph classes have bounded 
WL dimension, among them all classes of graphs excluding 
some fixed graph as a minor.8 But most of these classes con-
sist of sparse graphs with an edge number linear in the num-
ber of vertices. Our result adds a rich family of classes that 
include dense graphs to the picture.

In many applications of graph isomorphism, it is actu-
ally necessary to compute a canonical representation of a 
graph, a so-called canonical form, rather than just decide if 
two graphs are isomorphic. A canonical form for a graph class 
C is a function κ: C → C such that

1.  κ(G) ≅G for all G ∈ C, and

2.  κ(G) = κ(H)  for all isomorphic graphs  G, H ∈ C .

Note that the isomorphism problem for a class C easily 
reduces to computing a canonical form for C (i.e., given a 
graph G ∈ C, compute κ(G)). A reduction in the other direc-
tion is not known. However, it is known that if a class of 
graphs has WL dimension at most  then there is an algo-
rithm computing a canonical form for this class running in 
time O(n + 3 log n). Hence, as another corollary to Theorem 1, 
we obtain the first polynomial-time canonization algorithm 
for graphs of bounded rank width.

Corollary 3. There is an algorithm computing a canoni-
cal form for the class of graphs of rank width at most k in time  
O(n3k + 7 log n).

The second part of our paper is concerned with descrip-
tive complexity theory, which aims to connect computa-
tional complexity and descriptive (or logical) complexity. 
The central open question of the field is whether there is a 
logic that captures polynomial time.3, 13 We will defer a more 
detailed discussion of this question and its background to 
Section 4 and at this point only state our main result.

Theorem 4. Fixed-point logic with counting FP+C captures 
polynomial time on every class of graphs of bounded rank width.

On a very high level, the connection between the two 
theorems is that to prove Theorem 4 we mimic the proof of 
Theorem 1 within the realms of the logic FP+C.

The rest of this article is organized as follows: Section 2 is 

devoted to a thorough introduction to the Weisfeiler-Leman 
algorithm. In Section 3, we formally introduce rank width and 
informally sketch the proof of Theorem 1. Finally, Section 4 
is devoted to descriptive complexity theory and Theorem 4.

2. WEISFEILER-LEMAN ALGORITHM

2.1. The color refinement algorithm
One of the simplest combinatorial procedures to tackle the 
graph isomorphism problem is the color refinement algo-
rithm. In a nutshell, the basic idea is to label vertices of the 
graph with their iterated degree sequence. More precisely, 
an initially uniform coloring is repeatedly refined by count-
ing, for each color, the number of neighbors of that color.

Let G be a graph. Let χ1, χ2: V(G) → C be colorings of ver-
tices where C is some finite set of colors. The coloring χ1 

refines χ2, denoted by χ1  χ2 , if χ1(v) = χ1 (w) implies χ2(v) = 
χ2 (w) for all v, w ∈ V(G). The colorings χ1 and χ2 are equiva-
lent, denoted by χ1 ≡ χ2, if χ1  χ2 and χ2  χ1.

We give a formal description of the color refinement 
algorithm. Initially, all vertices are assigned the same color. 
Formally, we define  for all v ∈ V (G). Then, the 
coloring is iteratively refined as follows: for i > 0, we define 

 where

is the multiset of colors for the neighbors computed in the 
previous round.

In each round, the algorithm computes a coloring that is 
finer than the one computed in the previous round, that is, 

. At some point, this procedure stabilizes meaning 
the coloring does not become strictly finer anymore. In other 
words, there is some minimal  such that . 
We denote the corresponding coloring as the stable coloring 
and define . As an example, the sequence of color-
ings for a path of length 6 is depicted in Figure 2.

The color refinement algorithm takes as input a graph G  
and outputs (a coloring that is equivalent to) χG. It can  
be implemented in almost linear time, that is, in time  
O((n + m) log n) where n denotes the number of vertices and 
m the number of edges of G.

One of the most common applications of the color refine-
ment algorithm is to serve as a heuristic for GI. As the color-
ing computed by the color refinement algorithm is defined 
in an isomorphism-invariant manner, every isomorphism  

G
(0)

G
(1)

G
(2)

G
(3)

Figure 2. The iterations of the color refinement algorithm on a path 
of length 6.
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obtained from  by replacing the i-th entry with vertex w. 
Now we define  where

From the definition of the colorings, it is immediately clear 
that . Now let i* ∈  be the minimal number  
such that . For this i*, the coloring  is called 
the stable coloring of G with respect to k-WL and is denoted 
by χG, k.

As an example, the coloring χG, 2 where G is a cycle of 
length 9 is depicted in Figure 3.

The k-dimensional Weisfeiler-Leman algorithm takes as input 
a graph G and computes (a coloring that is equivalent to) χG, k.

Theorem 5 (Immerman and Lander17). Let G be a graph. 
Then, an isomorphism-invariant coloring that is equivalent to 
χG, k can be computed in time O(nk+1 log n).

We extend the notations introduced for the color refine-
ment algorithm. The k-dimensional Weisfeiler-Leman algo-
rithm distinguishes two graphs G and H if there is a color c  
such that . In this case it follows that G 
and H are nonisomorphic. Two graphs G and H are equiva-
lent with respect to k-WL, denoted by G k H, if they are not 
distinguished by k-WL. A graph G is identified by k-WL if G k H  
if and only if G ≅ H for all graphs H. The Weisfeiler-Leman 
dimension of a graph G is the smallest number k ∈  such 
that k-WL identifies G.

2.3. A pebble game
Providing upper bounds on the Weisfeiler-Leman dimen-
sion of certain graphs often turns out to be rather com-
plicated when arguing directly with the definition of the 
Weisfeiler-Leman algorithm. Indeed, it is often more conve-
nient to exploit other characterizations of the power of the 
Weisfeiler-Leman algorithm for this task. In particular, the 
following pebble game is known to capture the same infor-
mation as the Weisfeiler-Leman algorithm.

Let k ∈ . For graphs G, H on the same number of vertices, 
we define the bijective k-pebble game BPk (G, H) as follows:

•	 The game has two players called Spoiler and Duplicator.
•	 The game proceeds in rounds. Each round is associated 

ϕ: G ≅ H between two graphs G and H satisfies that χG(v) = χH 

(ϕ(v)) for all v ∈ V (G). The color refinement algorithm distin-
guishes G and H if there exists a color c such that

In order to determine algorithmically whether the color 
refinement algorithm distinguishes G and H, one typically 
runs the color refinement algorithm on the disjoint union of 
G and H and determines whether there is some color c that 
appears a different number of times in the two graphs.

If the color refinement algorithm does not distinguish G 
and H, we write G  H. Note that

for all graphs G and H. Unfortunately, the backward direc-
tion of the implication does not hold. For example, the color 
refinement algorithm does not distinguish the disjoint 
union of two triangles from a cycle of length six although the 
two graphs are nonisomorphic.

Still, despite its simplicity, the color refinement algo-
rithm serves as a complete isomorphism test for a large 
number of graphs. We say the color refinement algorithm 
identifies a graph G if it distinguishes G from every other 
nonisomorphic graph H. For example, it is known that 
the color refinement algorithm identifies random graphs 
asymptotically almost surely.

In combination with its efficiency, this makes the color 
refinement algorithm a popular subroutine in the context of 
GI, which is used in many practical and theoretical algorithms.

2.2. The k-dimensional algorithm
Although the color refinement algorithm often serves as a 
complete isomorphism test, it is still quite restricted in its 
power. For example, given any two d-regular graphs G and H, 
the color refinement algorithm does not distinguish G and H. 
The Weisfeiler-Leman algorithm provides an extension to the 
color refinement algorithm, which, instead of only color-
ing single vertices, colors k-tuples of vertices for some fixed 
number k. This gives the algorithm additional expressive 
power for increasing values of k, but comes at the price of 
higher computational complexity.

Let G be a graph and let k ∈ . The k-dimensional Weisfeiler-
Leman algorithm (k-WL) is a procedure that, given a graph G, 
first computes an isomorphism-invariant initial coloring of 
the k-tuples of vertices and then iteratively refines this col-
oring in an isomorphism-invariant way. The 1-dimensional 
Weisfeiler-Leman algorithm corresponds exactly to the 
color refinement algorithm described above.

For the description of the algorithm for higher dimen-
sions, fix k ≥ 2 and let G = (V, E) be a graph. The initial col-
oring  computed by k-WL determines for each  the 
isomorphism-type of the underlying ordered induced sub-
graph. More precisely,  if for 
all i, j ∈ [k] it holds vi = vj if and only if wi = wj, and vi vj ∈ E if 
and only if wi wj ∈ E. The initial coloring is refined by itera-
tively computing colorings  for i > 0. For  
and w ∈ V, let  be the tuple 

Figure 3. The stable coloring of 2-WL on a cycle of length 9. In this 
example, χG,2  (v, w) = χG,2  (w, v) for all  v, w ∈ V (G) and thus, all colors 
are represented by undirected edges.
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(R.3) �  |γ (t)| = 1 for all t  L (T ), where L (T ) denotes the set of 
leaves of the tree T.

Note that, instead of giving γ, we can equivalently specify 
a bijection f : L(T ) → V (G) (this completely specifies γ by 
Condition (R.2) ). The width of a rank decomposition (T, γ) is

wd(T, γ) := max{ρ G (γ (t)) | t  V (T)}.

The rank width of a graph G is

rw(G) := min{wd(T, γ) | (T, γ) is a rank decomp. of G}.

Examples of graphs G and rank decompositions of G  
are provided in Figure 1 and (more detailed) in Figure 4.

Clique width5 is another measure aiming to describe the 
structural complexity of a graph. It is based on a natural 
graph grammar.

For k  , a k-graph is a pair (G, lab) where G is a graph and 
lab: V (G) → [k] is a labeling of vertices. We define the follow-
ing four operations for k-graphs:

1.  For i  [k], let •i denote an isolated vertex with label i.
2.  For i, j  [k] with i ≠ j, we define ηi, j (G, lab) := (G′, lab) where 

V (G) := V (G′) and E(G′) := E(G) ∪ {vw | lab(v) = i ∧ lab(w) = j}.
3.  For i, j  [k], we define ρi→ j (G, lab) := (G, lab′) where  

4.  For two k-graphs (G, lab) and (G′, lab′), we define (G, lab) ⊕ 
(G′, lab′) to be the disjoint union of the two k-graphs.

A k-expression t is a well-formed expression in these  
symbols and defines a k-graph (G, lab). In this case, t is a 
k-expression for G. The clique width of a graph G, denoted 
by cw(G), is the minimum k   such that there is a  
k-expression for G.

Example 1. The expression

is a 2-expression for the graph in Figure 1. The colors of  
the “constants” •i indicate which node in the figure they  
correspond to.

Comparing clique width and rank width, each parameter 
is bounded in terms of the other.21 More precisely, for every 
graph G, it holds that

� (1)

Also, the rank width of a graph G is bounded by the tree 
width of G, denoted by tw(G), by rw(G) ≤ tw(G) + 1. Note that 
the tree width of a graph cannot be bounded in terms of its 
rank width. For example, the complete graph on n vertices Kn 
has rank width rw(Kn) = 1 and tree width tw(Kn) = n – 1.

3.1 The WL dimension of graphs of bounded rank width
The first main result of this work bounds the Weisfeiler-
Leman dimension of graphs of rank width at most k by a lin-
ear function in k.

with a pair of positions  with  and  
where .

•	 The initial position of the game is ((), ()) (the pair of empty 
tuples).

•	 Each round consists of the following steps: Suppose the 
game is in position . First, 
Spoiler chooses whether to remove a pair of pebbles or to 
play a new pair of pebbles. The first option is only possible 
if  > 0 and the latter option is only possible if  < k.
If Spoiler wishes to remove a pair of pebbles, he picks 
some i ∈ [] and the game moves to position  
where  (and  is defined in  
the same way).
Otherwise, a new pair of pebbles is played and the follow-
ing steps are performed:
(D) Duplicator picks a bijection f : V (G) → V (H).
(S) Spoiler chooses v ∈ V (G) and sets w := f(v).
The new position is ((v1, . . ., v



, v), (w1, . . ., w


, w)).
Spoiler wins the play if for the current position 

 the induced graphs are not  
isomorphic. More precisely, Spoiler wins if there are  

 such that  or   
. If the play never ends, Duplicator wins.

We say that Spoiler (resp. Duplicator) wins the bijective 
k-pebble game BPk (G, H) if Spoiler (resp. Duplicator) has a 
winning strategy for the game.

Moreover, for positions , , Spoiler 
(resp. Duplicator) wins the game BPk (G, H) from position  

 if Spoiler (resp. Duplicator) has a winning strategy in 
the game BPk (G, H) starting from initial position .

The next theorem connects the bijective k-pebble game 
to the Weisfeiler-Leman algorithm.

Theorem 6 (Cai et al.2). Let G, H be two graphs and let  
and . Then  if and only if Duplicator 
wins the pebble game BPk + 1 (G, H) from the position .

Corollary 7. Let G, H be two graphs. Then G k H if and 
only if Duplicator wins the pebble game BPk + 1 (G, H ).

3. RANK WIDTH
Rank width is a graph invariant that was first introduced by 
Oum and Seymour21 and that measures the width of a certain 
style of hierarchical decomposition of graphs. Intuitively, 
the aim is to repeatedly split the vertex set of the graph along 
cuts of low complexity in a hierarchical fashion. For rank 
width, the complexity of a cut is measured in terms of the 
rank of the matrix capturing the adjacencies between the 
two sides of the cut over the 2-element field F2.

Let G be a graph. For X, Y ⊆ V (G), we define M(X, Y )  
F2

X×Y  where (M(X, Y))x, y = 1 if and only if xy  E(G). Furthermore, 
 where  and rk2(A) denotes 

the F2-rank of a matrix A.
A rank decomposition of G is a tuple (T, γ) consisting of a 

binary directed tree T and a mapping γ : V (T) → 2V (G ) such that

(R.1) � γ (r) = V (G) where r is the root of T,
(R.2) � γ (t) = γ (t1) ∪ γ (t2) and γ (t1) ∩ γ (t2) = / for all internal 

nodes t  V (T ) with children t1 and t2, and
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 where av,w = 1 if and only if vw ∈ E(G). 
Note that v ≈X w if and only if vecX (v) = vecX (w). Moreover, for 
A ⊆ X, we define vecX (A) = {vecX (v) | v ∈ A}.

For any set of vectors , we denote by 〈S〉 the linear 
space spanned by S. A set  is a linear basis for 〈S〉 if B is 
linearly independent and 〈B〉 = 〈S〉.

Definition 1. Let G be a graph and X ⊆ V (G). A pair (A, B) is 
a split pair for X if

1.  A ⊆ X and ,
2.  vecX (A) forms a linear basis for 〈vecX (X)〉, and
3.   forms a linear basis for .

Note that |A| = ρG(X) and |B| = ρG(X). Also observe that if  
(A, B) is a split pair for X then (B, A) is a split pair for . As 
a special case, the pair ( ⁄, ⁄ ) is defined to be a split pair for  
X = V (G). An ordered split pair for X is a pair  = ((a1, ...,  
ap), (b1, ..., bp)) such that ({a1, . . ., ap}, {b1, . . ., bp}) is a split 
pair for X.

Now the central claim for split pairs is that pebbling 
an ordered split pair  for X renders X to be “indepen-
dent” from its complement. In order to visualize this inde-
pendence, we make use of the color refinement algorithm. 
Toward this end, we define  to be the coloring 
computed by the color refinement algorithm on the graph G 
where all vertices a1, ..., ap, b1, ..., bp are individualized initially 
(i.e., each of the listed vertices is assigned a fresh color that 
is distinct from the colors of all other vertices). Moreover, 
we consider the notion of a flip function that allows us to flip 
edges between certain color classes of the coloring .

Definition 2. Let G = (V, E) be a graph and χ : V → C a 
coloring of the vertices. A flip function for G is a mapping  
f : C × C → {0, 1} such that f  (c, c′) = f  (c′, c) for all c, c′ ∈ C.

For a flip function f, we define the flipped graph G f =  
(V, E f  ) where

The following lemma gives the key tool to split X from  
its complement. For a graph G and a flip function f, let 

Theorem 8. The (3k + 4)-dimensional Weisfeiler-Leman 
algorithm identifies every graph of rank width at most k.

Note that, by Equation (1), the same result and all of its 
consequences also hold for graphs of clique width at most k.

For the remainder of this section, we provide a high-level 
sketch of the proof of Theorem 8. We need to argue that, for 
every two nonisomorphic graphs G and H such that rw(G) ≤ k, 
the (3k + 4)-dimensional Weisfeiler-Leman algorithm dis-
tinguishes between G and H. Exploiting the characterization 
of k-WL in terms of pebble games (see Corollary 7), it actu-
ally suffices to show that Spoiler wins the bijective (3k + 5)- 
pebble game BP3k + 5 (G, H).

To describe Spoiler’s strategy, let us fix the input graphs 
G and H as well as some rank decomposition (T, γ ) of G of 
width at most k. The basic idea for Spoiler is to play along 
the rank decomposition of G in a downward fashion in 
order to confine the “difference” between the two input 
graphs to smaller and smaller regions of the graphs. More 
precisely, for his strategy, Spoiler maintains sets XG ⊆ V (G) 
and XH ⊆ V (H) and vertices  and  

 where p ≤ k such that there 
is no isomorphism ϕ : G[XG] → H [XH] with  and  

 (where G[XG] and H [XH] denote the induced sub-
graphs on vertex sets XG and XH). By gradually decreasing the 
size of the set XG, Spoiler eventually wins the game since, as 
soon as |XG| ≤ 2k + 1, the entire set XG can be pebbled.

During the play, the set XG essentially corresponds to the 
sets γ(t) where t  V (T ) is a node of the rank decomposition 
of G where, as the play progresses, Spoiler moves down the 
rank decomposition to enforce a decrease in the size of the 
set XG. Initially, XG := V (G), XH := V (H), p = 0, and t is the root 
node of the rank decomposition of G.

In order to force a descend in the rank decomposition, 
Spoiler’s goal is to move to one of the two children t1, t2 of t 
in the rank decomposition (T, γ). To maintain the invariant 
described above, it is necessary to “split” γ (t1) from γ (t2) in 
the graph G in such a way that there are no dependencies left 
between the two sets. This enables Spoiler to confine the “dif-
ference” between the two input graphs to one of the two sides. 
To achieve the “split”, we introduce the notion of a split pair.

Let G be a graph and X ⊆ V (G). For v, w ∈ X, we define  
v ≈X w if . For v ∈ X, we define the vector 
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1 2 3 4 5
6 1 1 0 1 0
7 1 0 1 0 0
8 1 1 0 1 1
9 0 1 1 1 0
10 0 1 1 1 1

Figure 4. A graph G on the left and a potential rank decomposition of G of width 3 on the right. As an example, the matrix M({6, 7, 8, 9, 10},  
{1, 2, 3, 4, 5}) is provided. Note that ρG({6, 7, 8, 9, 10}) = 3.
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for the applications of Lemma 9). In order to circumvent this 
problem, we introduce the notion of nice triples of split pairs.

Definition 3. Let G be a graph and X, X1, X2 ⊆ V (G) such 
that X = X1 ∪ X2 and X1 ∩ X2 = ⁄. Let (A, B) be a split pair of X and  
let (Ai, Bi) be split pairs for Xi, i ∈ {1, 2}. We say that (Ai, Bi),  
i ∈ {1, 2}, are nice (with respect to (A, B) ) if

1.  A ∩ Xi ⊆ Ai, and
2.  B3−i ∩ Xi ⊆ Ai

for both i ∈ {1, 2}.

Naturally, a triple of ordered split pairs is nice if the 
underlying unordered triple of split pairs is nice.

Intuitively speaking, nice triples of split pairs enforce a 
significant overlap of all considered split pairs when per-
forming the descend step. This enables Spoiler to remove 
the pebbles from the previous descend step without unpeb-
bling any vertex in XG or XH. The following lemma guarantees 
the existence of nice triples of split pairs.

Lemma 10. Let G be a graph and X, X1, X2 ⊆ V (G) such that  
X = X1 ∪ X2 and X1 ∩ X2 = ⁄. Let (A, B) be a split pair of X. Then 
there are nice split pairs (Ai, Bi) for Xi   for both i ∈ {1, 2}.

Hence, in all steps, Spoiler can play a nice triple of split 
pairs and simply remove any unwanted pebbles following the 
completion of a descend step while preserving the invariant 
given above. This completes the description of the strategy.

4. DESCRIPTIVE COMPLEXITY
Descriptive complexity theory aims to characterize compu-
tational complexity in terms of logical definability, that is, 
relate computational resources such as space and time to 
language resources such as recursion mechanisms or quan-
tifier alternation. The best-known result in the field is Fagin’s 
theorem7 stating existential second-order logic captures NP, 
that is, a property of graphs (or other structures) is decid-
able in nondeterministic polynomial time if and only if it is 
definable in existential second-order logic. The best-known 
open problem, going back to Chandra and Harel’s influen-
tial paper3 on database query languages and popularized by 
Gurevich,13 asks whether there is a logic that captures PTIME 
(polynomial time). In the following, we give a very brief intro-
duction to the relevant notions and results from descriptive 
complexity. For more background, we refer the reader to the 
existing literature (e.g., Ebbinghaus and Flum6).

In descriptive complexity theory, computational problems 
are typically modeled using finite relational structures, for 
example, graphs. A decision problem is simply a property of 
structures, that is, a class of structures that is closed under iso-
morphism. Closure under isomorphism is important, because 
it means that properties are isomorphism-invariant. For exam-
ple, “a graph is connected” is a valid property, whereas “the 
first vertex has degree 3” is not, because a graph has no well-
defined “first vertex”. An abstract logic L is simply a set of sen-
tences together with a satisfaction relation between structures 
and sentences. An abstract logic L captures PTIME if (i) it has a 
decidable syntax (the set of sentences is a decidable set of 
strings over a finite alphabet); (ii) it has a PTIME-decidable 

Comp(G, f ) ⊆ 2V (G) be the set of vertex sets of the connected 
components of Gf. Observe that Comp(G, f ) forms a partition 
of the vertex set of G.

Lemma 9. Let G = (V, E) be a graph and X ⊆ V. Also let  
be an ordered split pair for X.

Then there is a flip function f for the graph G with coloring 
 such that for every C ∈ Comp(G, f ) it holds that C ⊆ X or 
.

This process is also visualized in Figure 5 taking as input 
the example from Figure 1.

As applying a flip function to both input graphs changes 
neither the isomorphism problem nor the outcome of the 
bijective pebble game, Spoiler can simply pretend he is play-
ing on G f and H f instead of G and H. For G f and H f, Spoiler 
can now restrict the game to a pair of connected compo-
nents of the two graphs XG ⊆ V (G) and XH ⊆ V (H), marking 
both components by placing a single pebble on them.

Now, in order to force a descend step in the rank decom-
position, Spoiler pebbles split pairs for the sets γ (t1) and 
γ (t2) in order to render these sets to be independent from 
the rest of the graph. This allows Spoiler to track the differ-
ence between both input graphs to one of the two sets.

This almost completes the descend step. Indeed, the only 
remaining task for Spoiler is to remove all pebbles from pre-
vious steps to ensure that the number of required pebbles 
does not exceed 3k + 5. In particular, the pebbles placed on 
the vertices of a split pair for γ (t) need to be removed.

However, it is not possible to simply remove these peb-
bles since, by the invariant described above, the sets XG 
and XH are only assured to be nonisomorphic as long as 

 as well as  are 
pebbled (these vertices need to be temporarily fixed to allow 

X X X X

Figure 5. In order to split X from its complement in the graph G (top 
left), we individualize a split pair (top right), compute the coloring 
χ(ā, b̄) using the color refinement algorithm (bottom left), and apply a 
suitable flip function to the graph (bottom right).
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shown that they can express many natural PTIME-properties 
and they do capture PTIME restricted to a large variety of 
classes of structures. As a starting point, Immerman15 and 
independently Vardi22 proved that FP captures PTIME on the 
class of ordered structures, that is, structures that have one 
relation, which is a linear order of the universe. Note that on 
ordered structures we can simulate counting using itera-
tion, and thus, FP and FP+C have the same expressive 
power. As soon as we leave ordered structures, we need the 
explicit counting mechanism of FP+C. In a series of papers 
that culminated in a monograph,8 it was proved that FP+C 
captures PTIME on all graph classes that exclude a fixed 
graph as a minor. In particular, this includes the class of 
planar graphs and all graph classes of bounded tree width. 
Not too much is known beyond these classes, which all con-
sist of sparse graphs. Indeed, looking at dense graphs, there 
are only very few examples of classes for which it is known 
that FP+C captures PTIME, most of which are fairly restricted 
classes of intersection graphs (e.g., interval graphs and per-
mutation graphs). Our second main result, Theorem 4 stat-
ing that FP+C captures PTIME on all graph classes of 
bounded rank width, broadens the scope of these results 
into a new direction.

Like previous results of this type, Theorem 4 is proved 
using the framework of definable canonization.8, 20 Recall that 
by the Immerman-Vardi theorem,16, 22 FP captures polyno-
mial time on the class of all ordered structures. A straightfor-
ward way of applying this theorem to a class C of unordered 
structures is to define a linear order on this class: if there is 
a formula ord(x, y) of the logic FP that defines a linear order 
on all structures in C, then FP still captures polynomial time 
on C. Unfortunately, this observation is rarely applicable, 
because usually it is impossible to define linear orders. For 
example, it is impossible to define a linear order on a struc-
ture that has a nontrivial automorphism.

A more refined idea, known as definable canonization, is to 
define an ordered copy of the input structure. To implement 
this idea, FP+C is particularly well-suited, because it allows 
us to speak about an initial segment of the natural numbers 
that comes with a natural linear order. Technically, definable 
canonization is based on syntactical interpretations, which 
allow it to define a structure within another structure using 
logical formulas. (In database terminology, a syntactical 
interpretation would be a view.)

Without going into any details, let us just state that the 
main technical lemma toward the proof of Theorem 4 states 
that for all k the class of all graphs of rank width k admits 
FP+C -definable canonization. The idea to prove this lemma 
is to implement our canonization procedure for graphs of 
rank width k based on the (3k + 4)-dimensional Weisfeiler-
Leman algorithm by a formula of the logic FP+C.

For all further details, we refer the reader to the full ver-
sion of this article.10

5. CONCLUSION
In this article, we considered the isomorphism and can-
onization problem for graphs of bounded rank width. The 
first main result is that the Weisfeiler-Leman dimension of 
graphs of rank width at most k is at most 3k + 4. This implies 

semantics, in the sense that there is an algorithm that, given a 
sentence φ of L and a structure A, decides if A satisfies φ in time 
polynomial in the size of A; and (iii) every PTIME-decidable 
property P of structures is definable in L, that is, there is a sen-
tence of L that is satisfied by precisely those structures that have 
property P. We say L captures PTIME on a class C of structures if 
condition (iii) is satisfied for all properties P ⊆ C.

Although there are good reasons to define an abstract 
logic capturing PTIME this way (see Gurevich13), the reason 
we are interested in a logical characterization of PTIME is the 
hope that it might give us new insights into the mechanisms 
of efficient computation. For this, we are not so interested 
in an abstract logic, but rather in nice logical languages with 
few clearly understood operators. Logics that have proved to 
be natural and useful in this regard are extensions of classi-
cal first-order logic FO by fixed-point operators allowing it 
to formalize iterative or recursive definitions. Inflationary 
fixed-point logic FP is a robust extension of FO with a fixed-
point operator that allows it to define a relation by iteratively 
adding tuples to the initially empty relation.

Example 2. The FP-sentence conn defined as

expresses that a graph is connected. For any two nodes x, y,  
the ifp(···) operator computes the connected component X 
of x by adding x and then in each iteration all neighbors of 
nodes already in X. Then the sentence conn says that for all 
x, y, y belongs to the connected component X of x.

Often, it is useful to also add rudimentary arithmetic to 
the logic, in particular, the ability to count. Inflationary fixed-
point logic with counting FP+C is an extension of FP by the 
ability to speak about an initial segment of the natural num-
bers with basic arithmetic and a counting mechanism relat-
ing structures and numbers.

Example 3. The following FP+C-sentence defines the class 
of Eulerian graphs (i.e., graphs with a cyclic walk that tra-
verses all edges, which are well-known to be exactly the con-
nected graphs in which all vertices have even degree):

eulerian := conn ∧ ∀x even (#y E(x, y)).

Here conn is the sentence defined in the previous exam-
ple, #y E(x, y) defines the number of nodes y that are adja-
cent to node x, and even (n) is a formula expressing that n is 
an even number.

So FP and FP+C extend first-order logic, which provides the 
basic logical machinery, by two fundamental computational 
mechanisms: iteration and counting. At first sight, it may seem 
that counting the number of elements in a set, for example, the 
set of neighbors of a vertex in a graph, can be simulated by enu-
merating the elements in an iterative process implemented in 
FP. But this assumes that the elements of the set can be put in 
some order, and such an order is not always available in a struc-
ture. Logics operate in an isomorphism-invariant way, and 
there may be no isomorphism-invariant order on our set.

Although FP and FP+C fail to capture PTIME—this is easy 
to prove for FP and surprisingly hard for FP+C2—it has been 
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that isomorphism testing and computing canonical forms 
for graphs of rank width at most k can be done in time nO(k).

Naturally, it would be desirable to further improve on 
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The second main result states that, for every k ∈ N, fixed-
point logic with counting captures PTIME on the class of 
graphs of rank width at most k.�
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turns out to be possible to construct 
this separation oracle without know-
ing the quantity itself. This particu-
lar technique has not been as widely 
employed as the filtering algorithm, 
but is spiritually related to later ideas 
such as the non-convex analysis of 
Zhu et al.7

Since these early papers, research-
ers have explored a number of algo-
rithmic questions including robust 
classification and regression, ro-
bustness in list-decoding models, 
sum-of-squares proofs for robust-
ness, and non-convex optimization 
for robust recovery. The recent work 
has also moved beyond algorithmic 
questions to unearth new statistical 
insights, such as new estimators that 
work under fairly weak statistical as-
sumptions, connections to minimum 
distance functionals introduced by 
Donoho and Liu,3 and robustness to 
new forms of corruptions defined by 
transportation metrics.

For those interested in learning 
more, there are now several tutori-
als, expositions, and courses on these 
topics, including the thesis of one of 
the authors, a related course at Uni-
versity of Washington, and my own 
lecture notes.	
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T H E  F O L L OW I N G  PA P E R  represents the 
beginning of a long and productive 
line of work on robust statistics in 
high dimensions. While robust statis-
tics has long been studied, going back 
at least to Tukey,6 the recent revival 
centers on algorithmic questions that 
were largely unaddressed by the ear-
lier statistical work.

Robust statistics centers on the 
question of how to extract information 
from data that may have been corrupt-
ed in some way. The most common 
form of robustness, also considered 
here, is robust to outliers: some frac-
tion of the data has been removed and 
replaced with arbitrary, erroneous 
points. A familiar instance of robust 
statistics is using the median instead 
of the mean, since the median is less 
sensitive to extreme points, while in 
contrast a single overly large value 
could completely skew the mean.

There are several generalizations 
of the median to higher dimensions, 
each with their own robustness prop-
erties. These include the geometric 
median (which finds the point with 
minimum average Euclidean distance 
to the input dataset) and the Tukey me-
dian (which finds the “deepest” point 
in the dataset). However, the geomet-
ric median is fragile when the dimen-
sion is large, and the Tukey median 
is NP-hard to compute. In general, 
in the older statistics literature there 
were no estimators that were both ef-
ficient to compute and worked well in 
high-dimensional settings, although 
Donoho1 and Donoho and Gasko2 did 
construct several estimators toward 
this general end whose ideas are still 
relevant today.

This brings us to the current pa-
per by Diakonikolas et al., which con-
structs efficient robust estimators for 
several problems including robust 
mean estimation of a Gaussian. For 
this problem, all prior robust estima-
tors either had unfavorable error in 
high dimensions or could not be com-

puted in polynomial time (concurrent 
work by Lai et al.5 also develops a poly-
nomial-time estimator with slightly 
worse bounds; and earlier work by 
Klivans et al.4 introduces related ideas 
for robust classification).

While there are a number of varia-
tions, there are two key techniques in 
this paper that underlie many of the 
results. The first, which has been most 
commonly used in subsequent work, 
is the “filtering algorithm.” The basic 
idea is to check if your distribution 
has some desirable property (such as 
bounded covariance), such that if it 
did we could perform robust recov-
ery straightforwardly. If the property 
holds, then we are done; otherwise, 
we hope that a certificate of violation 
of the property will allow us to “filter 
out” bad points and then try again. In 
this way, we must eventually succeed: 
the desired property will eventually 
hold since there are only a finite num-
ber of bad points.

The second technique constructs 
an “approximate separation oracle” 
for a certain convex program, such 
that approximately solving the convex 
program leads to an accurate robust 
estimate. The twist is the convex pro-
gram depends on the quantity that we 
are supposed to estimate in the first 
place! But this is where the approxi-
mate separation oracle comes in—it 
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Abstract
In every corner of machine learning and statistics, there 
is a need for estimators that work not just in an idealized 
model, but even when their assumptions are violated. 
Unfortunately, in high dimensions, being provably robust 
and being efficiently computable are often at odds with each 
other.

We give the first efficient algorithm for estimating the 
parameters of a high-dimensional Gaussian that is able to 
tolerate a constant fraction of corruptions that is indepen-
dent of the dimension. Prior to our work, all known estima-
tors either needed time exponential in the dimension to 
compute or could tolerate only an inverse-polynomial frac-
tion of corruptions. Not only does our algorithm bridge the 
gap between robustness and algorithms, but also it turns 
out to be highly practical in a variety of settings.

1. INTRODUCTION
Machine learning is filled with examples of estimators that 
work well in idealized settings but fail when their assump-
tions are violated. Consider the following illustrative exam-
ple: We are given samples X1, X2, … , XN from a 
one-dimensional Gaussian

and our goal is to estimate its mean m and its variance σ2.  
It is well-known that the empirical mean  and empirical 
variance are effective, which are defined as

In fact, these are examples of a more general paradigm 
within statistics called maximum likelihood estimation: 
When we know the distribution comes from some paramet-
ric family, we choose the parameters that are the most likely 
to have generated the observed data. In 1922, Ronald Fisher12 
formulated the maximum likelihood principle. It has many 
wonderful properties (under various technical conditions), 
such as converging to the true parameters as the number of 
samples goes to infinity, a property called consistency. 
Moreover, it has asymptotically the smallest possible vari-
ance among all unbiased estimators, a property called 
asymptotic consistency.

In 1960, John Tukey24 challenged the conventional wis-
dom in parametric estimation by asking a simple question: 
Are there provably robust methods to estimate the parame-
ters of a one-dimensional Gaussian? He showed that various 
estimators that were not asymptotically consistent (and had 
thus fallen out of favor) outperformed the maximum likeli-
hood estimator when the data is not exactly Gaussian, but 
instead comes from a distribution that is close to being 
Gaussian. His paper launched the field of robust statistics15, 13 

The original version of this paper is entitled “Robust Es-
timators in High Dimensions without the Computa-
tional Intractability” and was published in Proceedings 
of the 57th Annual IEEE Symp. on Foundations in Computer 
Science. A version was also published in SIAM J. on 
Computing, 2019. 

that seeks to design estimators that behave well in a neigh-
borhood around the true model. In one dimension, robust 
statistics prescribes that it is better to use the empirical 
median than the empirical mean. Similarly, it is better to use 
the empirical median absolute deviation (or any number of 
other estimators based on quantiles) than the empirical 
standard deviation. See Section 3.1.

Although there is an urgent need for provably robust esti-
mators in virtually every application of machine learning, 
there is a major obstacle to directly applying ideas from 
robust statistics. The difficulty is that virtually all provably 
robust estimators are hard to compute in high dimensions. 
In this work, we are interested in the following family of 
questions:

Question 1.1. Let D be a family of distributions on Rd. Suppose 
we are given samples generated from the following process: 
First, m samples are drawn from some unknown distribution P 
in D. Then, an adversary is allowed to arbitrarily corrupt an 
e-fraction of the samples. Can we efficiently find a distribution 
P′ in D that is f(e, d)-close, in total variation distance, to P?

Our most important example is the direct generaliza-
tion of John Tukey’s challenge24 to higher dimensions: Is 
there a provably robust algorithm for estimating the param-
eters of a high-dimensional Gaussian? Without algorith-
mic considerations, robust statistics already provides 
prescriptions such as the Tukey median25 and the minimum 
volume enclosing ellipsoid23 for estimating the high-dimen-
sional mean and covariance, respectively. However, the 
best-known algorithms for computing these estimates run 
in time that is exponential in the dimension. In fact, we are 
not aware of any moderate-sized datasets with dimension 
larger than six where these estimates have been success-
fully computed!

In contrast, there are other techniques that one might try. 
For example, instead of computing the Tukey median, we 
could compute the coordinate-wise median. This can obvi-
ously be done in polynomial time but encounters a different 
sort of difficulty: It turns out that by adding corruptions 
along a direction that is not-axis aligned, an adversary can 
badly compromise the estimator. Quantitatively, even if an 
adversary is only allowed to corrupt only an e-fraction of the 
samples, they can force the estimator to find a Gaussian that 
is as far as  in 2-distance, implying total variation dis-
tance is close to one.

http://dx.doi.org/10.1145/3453935
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The main meta-question behind our work is: Is it possi-
ble to design estimators that are both provably robust in 
high dimensions (i.e., they do not lose dimension-depen-
dent factors in their robustness guarantees) and also effi-
ciently computable? We will give the first provably robust 
and computationally efficient methods for learning the 
parameters of a high-dimensional Gaussian, as well as vari-
ous other related models. In concurrent and independent 
work, Lai et  al.20 gave alternative algorithms albeit with 
weaker guarantees. We discuss their work in Section 1.3.

The types of questions we study here also have roots in 
computational learning theory. They are related to the 
agnostic learning model of Kearns et al.17 where the goal is 
to learn a labeling function whose agreement with some 
underlying target function is close to the best possible, 
among all functions in some given class. In contrast, we 
are interested in an unsupervised learning problem, but 
it is also agnostic in the sense that we want to find the 
approximately closest fit from among our family of distri-
butions. Within machine learning, these types of prob-
lems are also called estimation under model 
misspecification. The usual prescription is to use the 
maximum likelihood estimator, which is unfortunately 
hard to compute in general. Even ignoring computa-
tional considerations, the maximum likelihood estima-
tor is only guaranteed to converge to the distribution P′ 
in D that is closest (in Kullback-Leibler divergence) to the 
distribution from which the observations are generated. 
This is problematic because such a distribution is not nec-
essarily close to P at all.

More broadly, in recent years, there has been consider-
able progress on a variety of problems in this domain, 
such as algorithms with provable guarantees for learning 
mixture models, phylogenetic trees, hidden Markov mod-
els, topic models and independent component analysis. 
These algorithms are based on the method of moments 
and crucially rely on the assumption that the observations 
were actually generated by a model in the family. However, 
this simplifying assumption is not meant to be exactly 
true, and it is an important direction to explore what hap-
pens when it holds only in an approximate sense. Our 
work can be thought of as a first step toward relaxing the 
distributional assumptions in these applications, and 
subsequent work in algorithmic robust statistics has given 
new methodologies for robustly estimating higher 
moments under weaker assumptions about the uncor-
rupted distribution.5, 10, 14, 19

1.1. Our techniques
All of our algorithms are based on a common recipe. The 
first step is to answer the following easier question: Even 
if we were given a candidate hypothesis P′, how could we 
tell if it is ε-close in total variation distance to P? The 
usual way to certify closeness is to exhibit a coupling 
between P and P′ that marginally samples from both dis-
tributions, with the property that the samples are the 
same with probability 1 − ε. However, we have no control 
over the process by which samples are generated from P, 
in order to produce such a coupling. And even then, the way 

that an adversary decides to corrupt samples can introduce 
complex statistical dependencies.

We circumvent this issue by working with an appropri-
ate notion of parameter distance, which we use as a proxy 
for the total variation distance between two distributions 
in the class D. See Section 2.2. Various notions of param-
eter distance underlie various efficient algorithms for dis-
tribution learning in the following sense. If θ and θ′ are 
two sets of parameters that define distributions Pθ and Pθ ′ 
in a given class D, a learning algorithm often relies on 
establishing the following type of relation between the 
total variation distance dTV (Pθ, Pθ ′) and the parameter dis-
tance dp(θ, θ′):

	 � (1)

Unfortunately, in our agnostic setting, we cannot afford for 
(1) to have any dependence on the dimension d at all. Any 
such dependence would appear in the error guarantee of our 
algorithm. Instead, the starting point of our algorithms is a 
notion of parameter distance that satisfies

	 � (2)

that allows us to reformulate our goal of designing robust 
estimators, with distribution-independent error guaran-
tees, as the goal of robustly estimating θ according to dp. In 
several settings, the choice of the parameter distance is 
rather straightforward. It is often the case that some variants 
of the 2-distance between the parameters work.

Given our notion of parameter distance satisfying (2), our 
main ingredient is an efficient method for robustly estimat-
ing the parameters. We provide two algorithmic approaches 
that are based on similar principles. Our first approach is 
fast and practical, requiring only approximate eigenvalue 
computations. Our second approach relies on convex pro-
gramming, which has the advantage that it is possible to mix 
in different types of constraints (such as those generated by 
the sum-of-squares hierarchy) to tackle more complicated 
settings. Notably, either approach can be used to give all of 
our concrete learning applications with nearly identical 
error guarantees. In what follows, we specialize to the prob-
lem of robustly learning the mean µ of a Gaussian whose 
covariance is promised to be the identity, which we will use 
to illustrate how both approaches operate. We emphasize 
that learning the parameters in more general settings 
requires many additional ideas.

Our first algorithmic approach is an iterative greedy 
method that, in each iteration, filters out some of the cor-
rupted samples. In particular, given a set of samples S′ that 
contains a large set S of uncorrupted samples, an iteration 
of our algorithm either returns the sample mean of S′ or 
finds a filter that allows us to efficiently compute a set S″⊂ 
S′ that is much closer to S. Note the sample mean 

 (even after we remove points that are obvi-
ously outliers) can be -far from the true mean in 
2-distance. The filter approach shows that either the sam-
ple mean is already a good estimate for µ or else there is an 
elementary spectral test that rejects some of the corrupted 
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1.2. Our results
We give the first efficient algorithms for agnostically 
learning several important distribution classes with 
dimension-independent error guarantees. Our main result 
is an algorithm for robustly learning a high-dimensional 
Gaussian with an almost optimal error guarantee. 
Throughout this paper, we write  when 
referring to our sample complexity, to signify that our algo-
rithm works if N ≥ C f (d, ε, δ)polylog( f (d, ε, δ) ) for a large 
enough universal constant C.

Theorem 1.2. Let µ, Σ be arbitrary and unknown, and let ε > 0 
be given. There is a polynomial time algorithm that given an 
ε-corrupted set of N samples from N(µ, Σ) with  pro-
duces  and  so that with probability 0.99, we have

In later work,5 we improved the sample complexity to 
,  

which is optimal up to constant factors even when there are 
no corruptions. Moreover, it was observed in Diakonikolas 
et al.6 that the error guarantee of these algorithms can be 
improved to O(ε log(1/ε)), which is the best possible for sta-
tistical query algorithms.9

Beyond robustly learning a high-dimensional Gaussian, 
we give the first efficient robust learning algorithms with 
dimension-independent error guarantees for various other 
statistical tasks, such as robust estimation of a binary prod-
uct distribution, robust density estimation for mixtures of 
any constant number of spherical Gaussians, and mixtures 
of two binary product distributions (under some natural 
balanced-ness condition). We emphasize that obtaining 
these results requires additional conceptual and technical 
ingredients. We defer a description of these results to the full 
version of our paper.

1.3. Related work
In concurrent and independent work, Lai et al.20 also study 
high-dimensional robust estimation. Their results hold 
more generally for distributions with bounded moments, 
but our guarantees are stronger (and optimal up to polyloga-
rithmic factors) for the fundamental problem of robustly 
learning a Gaussian.

After both our and their work, there has been a flurry of 
activity in the area, such as algorithms for robust list learn-
ing when the fraction of corruptions is greater than a half,3 
algorithms for sparse mean estimation whose sample com-
plexity is sublinear in the dimension,2 lower bounds against 
statistical query algorithms,9 and extensions to other gener-
ative models with weaker moment conditions14, 19 and vari-
ous supervised learning problems.22, 7 An overview of recent 
developments in the area can be found in Diakonikolas and 
Kane.8 We also note that spectral techniques for robust 
learning, which are relatives of our algorithms, appeared in 
earlier work.18, 1 These works employed a “hard” filtering 
step (for a supervised learning problem), which only removes 
outliers and consequently leads to errors that scale logarith-
mically with the dimension.

points and almost none of the uncorrupted ones. The cru-
cial observation is that if a small number of corrupted 
points are responsible for a large change in the sample 
mean, it must be the case that many of the corrupted points 
are very far from the mean in some particular direction.

Our second algorithmic approach relies on convex pro-
gramming. Here, instead of rejecting corrupted samples, we 
compute appropriate weights wi for the samples Xi, so that  
the weighted empirical average is close to µ.  
We require the weights to be in the convex set Cτ, whose 
defining constraints are:

(a) �  for all i and , and

(b)  .

We prove that any set of weights in Cτ yields a good esti-
mate (w). The catch is that the set Cτ is defined based on µ, 
which is unknown. Nevertheless, it turns out that we can use 
the same types of spectral arguments that underlie the filter-
ing approach to design an approximate separation oracle for 
Cτ. Combined with standard results in convex optimization, 
this yields our second algorithm for robustly estimating µ.

The third and final ingredient is some new concentra-
tion bounds. In both of the approaches above, at best we 
hope that we can remove all of the corrupted points and be 
left with only the uncorrupted ones, and then use standard 
estimators (e.g., the empirical average) on them. However, 
an adversary could have removed an ε-fraction of the sam-
ples in a way that biases the empirical average of the 
remaining uncorrupted samples. What we need are con-
centration bounds that show for sufficiently large N, for 
samples X1, X2, …, XN from a Gaussian with mean µ and 
identity covariance, that every (1 − ε)N set of samples pro-
duces a good estimate for µ. In some cases, we can derive 
such concentration bounds by appealing to known con-
centration inequalities and taking a union bound. 
However, in other cases (e.g., concentration bounds for 
degree two polynomials of Gaussian random variables), 
the existing concentration bounds are not strong enough, 
and we need other arguments to prove what we need.

Finally, we briefly discuss how to adapt our techniques to 
robustly learn the covariance. Suppose the mean is zero and 
consider the following convex set Cτ, where Σ is the unknown 
covariance matrix:

(a) �  for all i and , and

(b)  .

Again, the constraints defining the convex set are based 
on the parameters of the distribution (this time, they use 
knowledge of Σ). We design an approximate separation ora-
cle for this unknown convex set by analyzing the spectral 
properties of the fourth moment tensor of a Gaussian. It 
turns out that our algorithms for robustly learning the mean 
when the covariance is the identity and robustly learning the 
covariance when the mean is zero can be combined to solve 
the general problem.
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2.2. Connections to parameter distance
In this paper, our focus is on robust Gaussian estimation, 
when P = N(µ, Σ) is a Gaussian distribution. That is, given a 
set of N ε-corrupted samples from some unknown Gaussian 
distribution P, the goal is to output a Gaussian distribution 

 such that  is small. As it turns out, learning a 
Gaussian in total variation distance is closely tied to learn-
ing the parameters of the distribution, in the natural affine-
invariant measure. This is captured by the following two 
lemmata. Throughout this paper, we will say that  
if f(x) ≤ Cg(x) for all x and some universal constant C. We also 
let AF denote the Frobenius norm of a matrix A.

Lemma 2.4. For any µ, µ′ ∈ Rd, we have

Lemma 2.5. For any full-rank positive semidefinite matrices Σ, 
Σ′, we have

where .

The first lemma states that if the covariances are both the 
identity, then the total variation distance between the two 
Gaussians is essentially the 2-distance between the means of 
the Gaussians, except when the means are far apart. Note that 
total variation distance is always at most 1, and so when the 
means are very far apart, we only get a constant lower bound.

The second lemma is similar: It says that if both means 
are zero, then the total variation distance is captured by the 
Frobenius norm distance between the covariances, but “pre-
conditioned” by one of the covariances. This is simply a 
high-dimensional analog of the fact that in one dimension, 
if we wish to get a meaningful approximation to the variance 
of a Gaussian, we need to learn it to multiplicative error.

3. ROBUST ESTIMATION

3.1. Univariate robust estimation
For the sake of exposition, we begin with robust univari-
ate Gaussian estimation. A first observation is that the 
empirical mean is not robust: even changing a single sam-
ple can move our estimate by an arbitrarily large amount. 
To see this, let  be the empirical mean of the dataset 
before corruptions, and let  be the empirical mean after 
increasing the value of the sample X1 by some amount t. 
Although standard concentration arguments imply that 

 is small, we have that , which we can 
make arbitrarily large with our choice of t. Fortunately, we 
describe a simple approach based on order statistics, 
which will allow us to estimate both the mean and the 
variance, even when a constant fraction of our dataset has 
been corrupted.

The most well-known robust estimator for the mean of a 
Gaussian is the median. More precisely, we let

2. PRELIMINARIES

2.1. Problem setup
Formally, we will work in the following corruption model:
Definition 2.1. For a given ε > 0 and an unknown distribution 
P, we say that S is an ε-corrupted set of samples from P of size N 
if S = G ∪ E \ Sr, where G is a set of N independent samples from 
P, Sr ⊂ G, and E and Sr satisfy |E| = |Sr| ≤ εN.

In other words, a set of samples is ε-corrupted if an 
ε-fraction of the samples has been arbitrarily changed, which 
we can think of as a two-step process: first the adversary 
removes the samples in Sr and then adds in its own arbitrarily 
chosen data points E. Note that the ε-corruption model is a 

strong model of corruption, and it gives it more power than 
other classical notions of corruption, such as Huber’s con-
tamination model. We can visualize how the adversary can 
change the probability density function of P as follows:
Here, the blue curve is the original density function, and the 
green curve is the new density function, which is merely 
approximately close to P. The regions where the blue curve 
lies above the green curve are places where the adversary has 
deleted samples, and the regions where the green curve is 
above the blue curve are places where it has injected sam-
ples. In fact, the true process is even more complicated 
because if an adversary first inspects the samples and then 
decides what to corrupt, even the samples it has not cor-
rupted are no longer necessarily independent.

It turns out that this model has very close connections to 
a natural measure of distance between distributions, 
namely, total variation distance:

Definition 2.2. Given two distributions P, Q over Rd with 
probability density functions p, q, respectively, the total varia-
tion distance between P and Q is given by

TV ( , ) (1 / 2) | ( ) ( )| .
d

d P Q p x q x dx= −∫R
The reason for this connection is as follows:

Fact 2.3. Let P, Q be two distributions with dTV(P, Q) = ε. Let S be N 
i.i.d. samples from Q. Then, with probability at least 1 − exp(−Ω(εn) ), 
S can be viewed as a set of (1 + o(1) )ε-corrupted samples from P.

This means that, up to subconstant factors in the fraction of 
corrupted points, learning from corrupted data is at least as 
hard as learning a distribution P from samples, if all we get 
are samples from some other distribution, which is ε-close 
to it in total variation distance. This fact immediately implies 
that if we are given ε-corrupted samples from P, the best we 
can generally hope for is to recover some  so that 

. As we shall see, it is often possible to match 
this lower bound (up to logarithmic factors).
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2.  A large dimension-dependent factor appears in the 
error, resulting in very weak accuracy guarantees in 
high-dimensional settings.

At least one of these issues persists in all previously-known 
approaches, and either one would preclude realizable multi-
variate robust estimation. As few more examples, tourna-
ment-based hypothesis selection methods give accurate 
results, but are not computationally efficient. Alternatively, 
one could consider a pruning-based argument, which removes 
all points that are too far from the rest of the dataset. This is 
computationally efficient, but we again incur error of 

.  
The primary contribution of our main result is a method 
that avoids both these issues simultaneously, providing an 
algorithm that is computationally efficient and does not 
lose a dimension-dependent factor in the accuracy.

3.3. Robust mean estimation
To offer some insight into why things go wrong in multivari-
ate settings, we delve a bit deeper into the pruning-based 
approach. For the time being, we restrict our attention to 
Gaussians with identity covariance. It is well-known that, 

Similarly, as an estimate for the standard deviation, we 
can consider a rescaling of the median absolute deviation 
(MAD), letting

where Φ−1 is the inverse of the Gaussian cumulative distribu-
tion function. The rescaling is required to make the MAD a 
consistent estimator for the standard deviation. The median 
and MAD allow us to robustly estimate the underlying 
Gaussian:

Theorem 3.1. Given a set of N ≥ Ω 2

log 1/�
�

 
 
 

 ε-corrupted sam-
ples from N(µ, σ2), with probability at least 1 − δ, we have

for a universal constant C.

This estimator is the best of all possible worlds. It is prov-
ably robust. It can be computed efficiently. In fact, it also 
achieves the information-theoretically optimal sample com-
plexity. The median and MAD are examples of robust esti-
mators based on order statistics. There are other provably 
robust estimators based on winsorizing.13

3.2. Natural multivariate approaches that fail
There are many natural approaches for generalizing what 
we  have learned in the one-dimensional case to the high-
dimensional case. But as we will see, there is a tension 
between being provably robust and computationally effi-
cient. First, consider a coordinate-by-coordinate approach 
where we robustly estimate the mean along each coordinate 
direction, and concatenate the d univariate estimates into an 
estimate for the d-dimensional mean vector. Although this 
achieves error Θ(ε) in each direction’s subproblem, combin-
ing the estimates results in an 2 error of . In high-
dimensional settings, this gives vacuous bounds on the total 
variation distance except for vanishingly small values of ε.

Alternatively, one could attempt to extend the median-
based estimator to multivariate settings. Although the same 
definition of the median does not apply in more than one 
dimension, there are many ways to generalize it. One such 
generalization is the Tukey median,25 proposed specifically 
for the problem of robust estimation. The Tukey median of a 
dataset is the point (not necessarily in the dataset) that max-
imizes the minimum number of points on one side of any 
half-space through the point. Although this achieves the 
desired O(ε) accuracy, it is unfortunately NP-hard to approxi-
mate on worst-case datasets.16 Another multivariate notion 
of median is the geometric median, the point that minimizes 
the sum of 2-distances to points in the dataset. Although 
this is efficiently computable in polynomial time, it unfortu-
nately also can be shown to incur  error.20

All the approaches mentioned so far have one of the fol-
lowing drawbacks:

1.  The optimization problem is NP-hard, making it intrac-
table in settings of even moderate dimensionality.

given a dataset generated according to a d-dimensional 
spherical Gaussian distribution, all the data points will be 
tightly concentrated at a distance  from the mean. 
Thus, we can think about the distribution as being concen-
trated on a thin spherical shell, as depicted here:

A smart adversary can place all his corruptions within the 
shell too, in such a way that they move the empirical mean by 
as much as  in 2-distance. This demonstrates an intrin-
sic limitation of any algorithm, which only looks locally for 
corruptions—as a result, any effective algorithm must 
remove points based on global properties of the dataset.

This is captured in the following key geometric lemma:

Lemma 3.2. Let ε ∈ (0, 1/2). Let S be an ε-corrupted set of points 
from N(µ, I) of size at least Ω(d/ε2). Let , Σ̂  denote the empiri-
cal mean and covariance of S, that is,

Then, with probability at least 0.99, we have:

	 � (3)

This lemma is a slight rephrasing of Lemma 4.15 in 
Diakonikolas et al.4 At a high level, Lemma 3.2 states that if 
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consequential outliers, we seek to iteratively decrease their 
influence. Let S = G ∪ E\Sr be an ε-corrupted set of points. 
For each point Xi ∈ S, we associate a nonnegative weight wi. 
Ideally, we would want these weights to be uniform over 
S\E, and zero otherwise. A priori the only thing we know 
about S\E is that it has size at least (1 − ε)N. Consequently, 
a natural constraint to put on the weights w is that they 
must lie within the convex hull of the set of weights that are 
uniform on sets of size (1 − ε)N. This is the following set:

	 � (4)

Given this, one can show that a slight extension of Lemma 
3.2 implies that it suffices to find a set of weights w ∈ Wn, ε so 
that the empirical distribution over S with these weights is 
spectrally close to the identity after centering at µ. To make 
this more formal, for any w ∈ WN, ε, let

be the mean and covariance of the empirical distribution 
over S, with weights w. Define also

to be the empirical covariance, except we center at the true 
mean of the unknown distribution. Note that M(w) is a linear 
function of w, and so in particular, it is a convex function. 
Then, it suffices to solve the following convex problem:

	 � (5)

where C > 0 is some universal constant. If w ∈ WN, ε satisfies 
(5), then one can show that µ(w) is close to µ with high prob-
ability, provided that N = Ω(d/ε2).

There is an obvious difficulty in solving (5). Namely, the 
description of (5) requires knowledge of µ, the parameter 
that we wish to estimate! Luckily, we can still construct a sep-
aration oracle for (5), which will suffice for computing a solu-
tion. In particular, given w ∈ WN, ε, we want an algorithm that

(a)  if w satisfies (5), outputs YES and
(b) � otherwise, outputs a hyperplane  so that (w) > 0 but 

(w′) < 0 for all w′ satisfying (5).

First, note that if we knew µ, then constructing such an 
oracle would be straightforward. We simply compute the 
largest eigenvalue λ of M(w) − I in magnitude, and its associ-
ated eigenvector v. If |λ| < Cε log 1/ε, then output YES. If not, 
observe that the following is a separating hyperplane for w:

	 � (6)

where σ is the sign of λ.
Now we need to remove the assumption that we know µ. 

The key insight is that Lemma 3.2 allows us to substitute the 
top eigenvalue of Σ(w) − I in magnitude and its associated 
eigenvector for λ and v, respectively, and µ(w) for µ in (6). At a 
high level, this is because if µ(w) is close to µ, then Σ(w) is very 

the true mean and the empirical (and potentially corrupted) 
mean are far apart, then the empirical variance must be 
noticeably different along some direction. Thus, the spec-
tral norm of Σ̂  can be used to certify that our estimate  is 
close to the true mean in the sense that

On the other hand, when the empirical mean has been 
corrupted, Lemma 3.2 gives us a way to algorithmically make 
progress. It isolates a specific direction—namely, the top 
eigenvector of Σ̂  – I—in which the corrupted points must 
contribute a lot. Both of the algorithms we describe use 
information gleaned about the corruptions from the empiri-
cal moments in somewhat different ways.

Filtering approach. The filtering approach works by 
removing points from the dataset, using the above intuition. 
It proceeds as follows:

(a) � Compute the top eigenvalue λ and eigenvector v of Σ̂ .
(b)  If λ is sufficiently small, terminate and output .
(c) � Otherwise, compute , and for an adap-

tively chosen threshold T, remove all Xi so that τi > T, 
and repeat.

If this is done carefully, then Lemma 3.2 guarantees that we 
always throw out many bad points compared to the number 
of good points we throw out. See Diakonikolas et al.4 for a 
detailed description of how the threshold is chosen. To 
make this formal, for any two sets A, B, define 

, which measures the relative size of the 
symmetric difference compared to the size of A. Then, we 
have the following guarantee for the filter:

Lemma 3.3 (informal). Let S = G ∪ E\Sr be an ε-corrupted set 
of points from N(µ, I) of size at least . Then, with 
probability at least 0.99 and after a simple preprocessing step, 
the filter satisfies the following property: Given any S′ ⊆ S satis-
fying Γ(G, S′) ≤ 2ε, the filter either

(a)  outputs  so that , or
(b)  outputs T so that Γ(G, T) ≤ Γ(G, S′) − ε/α, where α = d 

log(d/ε) log(d log(d/ε) ).

Note that Γ(G, S) ≤ 2ε initially. Now applying Lemma 3.3 we 
can guarantee that the procedure terminates after at most 
O(α) iterations. And when we terminate, again by Lemma 
3.3, we are guaranteed to output , which is close to the true 
mean. As described, each application of the filter would 
require computing the top eigenvector of a d × d matrix, 
which would be prohibitively slow. However, it turns out that 
a rough approximation to the top eigenvector suffices for the 
correctness of the filter algorithm, and thus each iteration 
can be performed in nearly-linear time via an approximate 
power method.

Convex programming approach. The second approach 
uses the intuition behind Lemma 3.2 somewhat differ-
ently. Instead of trying to directly remove all of the 



 

MAY 2021  |   VOL.  64  |   NO.  5  |   COMMUNICATIONS OF THE ACM     113

3.5. Assembling the general algorithm
At this point, we have designed efficient algorithms to solve 
two important subcases of our general problem. Specifically, 
we can

(1) � robustly estimate N(µ, I), up to error  
in total variation distance and

(2)  robustly estimate N(0, Σ), up to error O(ε log(1/ε) ) in 
total variation distance.

In fact, we can combine these primitives into an algorithm 
that works in the general case when both µ and Σ are 
unknown. The first observation is that we can use the dou-
bling trick (even in the presence of noise) to zero out the 
mean. In particular, given two independent samples X1 and X2 
from a distribution that is ε-close to a Gaussian N(µ, Σ), their 
difference X1 − X2 will be 2ε-close in distribution to N(0, 2Σ).

The second observation is that, given an estimate  of 
the covariance, we can approximately whiten our dataset. 
After applying the transformation  to our data, we get 
noisy samples from

This almost fits into the setting where just the mean is 
unknown, because the resulting covariance matrix is close 
to (but not exactly equal to) the identity matrix. Fortunately, 
we can exploit the robustness of our algorithms to handle 
this error, because the data is generated from a distribution 
that is O(ε log(1/ε) )-close to a Gaussian with identity covari-
ance. Putting the pieces together, we get an error guarantee 
of O(ε log3/2(1/ε) ). The overall algorithm is described in 
Algorithm 1. We will use X and Y to denote a set of samples 
that are fed into various subroutines.

Algorithm 1  Algorithm for robustly learning a Gaussian

  1:  function RecoverRobustGaussian(ε, X1, …, X2N)
  2:      Let LearnCovariance(4ε, X ) for

  3:      Let LearnMean(O(ε log(1/ε) ), Y) for

  4:      return 

4. EXPERIMENTS
Our algorithms (or rather, natural variants of them) not only 
have provable guarantees in terms of their efficiency and 
robustness but also turn out to be highly practical. In 
Diakonikolas et al.,5 we studied their performance on both 
synthetic and real-world data, and we discuss the results in 
this section.

In Figure 1, we demonstrate our results on synthetic 
data, for estimating the mean and covariance of a Gaussian. 
We compare our Filtering method with the algorithms of 
Lai et  al.,20 the empirical plug-in estimator, the empirical 
estimator in combination with pruning, random sample 
consensus (RANSAC),11 and the geometric median (for 
mean estimation). The first row of plots displays mean 

close to M(w). On the other hand, if µ(w) is far from µ, then 
Lemma 3.2 guarantees that the shift caused by centering at 
µ(w) rather than µ is overshadowed by the large eigenvalues 
of M(w) − I.

3.4. Robust covariance estimation
The same geometric intuition that underlies our algorithms 
for robustly learning the mean also forms the basis for our 
algorithms for robustly learning the covariance. This time, 
we momentarily restrict our attention to Gaussians with 
zero mean. In the case of robust mean estimation, Lemma 
3.2 states that a shift in the first moment caused by a small 
fraction of outliers causes a noticeable deviation in the sec-
ond moment. It turns out that the same principles work for 
robustly learning the covariance, we just need to use higher 
moments. In particular, if we want to detect when the 
empirical second moment has been compromised by a 
small fraction of outliers, there must be some evidence in 
the fourth moment. However, making this rigorous is tech-
nically involved.

At a high level, the main difficulty is that in the case of 
robust mean estimation, we know the structure of the sec-
ond moment, even if we do not know the mean. Namely, 
we assume that the covariance is the identity. However, the 
structure of the fourth moment depends heavily on the 
unknown covariance, and as a result, it is nontrivial to for-
mulate the proper analog of Lemma 3.2 for this setting.

Fortunately, the relationship between the second 
moment and the fourth moment of a Gaussian follows a pre-
dictable formula, as a special case of Isserlis’ theorem. For 
any vector υ ∈ Rd, let υ ⊗ υ ∈ Rd2 denote the tensor product of 
v with itself. Similarly, for any matrix M ∈ Rd×d, let M⊗2 ∈ 
Rd2×d2 be its tensor product with itself. Finally, let M ∈ Rd2 be 
the d2-dimensional vector that comes from flattening M into 
a vector. Then, the key identity is the following: for any cova-
riance matrix Σ, we have

	 � (7)

Consider the case where the unknown covariance Σ is well-
conditioned, so that it suffices to learn Σ to small error in 
Frobenius norm. Let {X1, …, XN} be an ε-corrupted dataset 
and set Yi = Xi ⊗ Xi for all i ∈ [N]. If Yi is uncorrupted, then 
E[Yi] = Σ, so recovering Σ in Frobenius norm exactly corre-
sponds to learning the mean of the uncorrupted Yi to small 
error in 2 norm. Moreover, by (7), the covariance of the 
uncorrupted Yi is 2 ⋅ Σ⊗2.

Thus learning the covariance reduces to a complicated 
variant of the mean estimation problem, where the covari-
ance depends on the unknown mean, but in a structured 
way. The relationship between them is sufficiently nice so 
that if the empirical mean of the Yi is corrupted by outliers, 
then this still manifests as a large eigenvalue of the empiri-
cal covariance of the Yi. This allows us to formulate a more 
sophisticated analog of Lemma 3.2 for this setting (see 
Claim 4.29 in Diakonikolas et al.4). By then, leveraging this 
geometric structure, we can then devise generalizations of 
the filtering and the convex programming approaches to 
robustly learn the covariance.
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estimation for an isotropic Gaussian (with ε = 0.1), the sec-
ond row displays covariance estimation for an isotropic 
Gaussian, and the third row displays covariance estimation 
for a Gaussian with a highly-skewed covariance matrix (both 
with ε = 0.05). The first column of plots compares all the 
methods, whereas the second column of plots omits the 
less accurate methods, to allow a more fine-grained com-
parison between our algorithm and competitive methods. 
The x-axis of each plot indicates the dimension of the prob-
lem, and the y-axis indicates the error incurred by the esti-
mation method, where the baseline of 0 is the error of the 
plug-in estimator on the uncorrupted data. In Figure 1, for 
the mean estimation plots, this error is measured via 
2-distance, whereas for covariance estimation, this is mea-
sured in terms of Mahalanobis distance.

In all experiments, we found that our algorithm outper-
formed all other methods, often by substantial margins. As 
predicted by the theory, our error appears to remain con-
stant as the dimension increases, but increases for all 
other methods (albeit minimally for LRV methods, which 

Figure 1. Robust parameter estimation on synthetic data. Our method 
(filtering) is shown to outperform all alternatives for both mean 
estimation (first row) and covariance estimation (last two rows).
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Figure 2. Robust exploratory data analysis on semisynthetic data. 
The top-left figure shows the projection of a high-dimensional 
genomic dataset onto its top two principal components, which 
resembles the map of Europe (center). In the presence of synthetic 
outliers, this structure is lost (top-right). Our methods for robust 
covariance estimation allow us to preserve this structure (bottom).

Filtered data projected onto the
top two principal components
returned by the filter

Data projected onto the top
two principal components
returned by the filter

Data projected onto the top
two principal components of
clean dataset

Data projected onto the top
two principal components of
pruned datase twith outliers

depend only logarithmically on the dimension). For mean 
estimation, our method performs better than LRV, which 
in turn performs much better than all alternatives. Similar 
trends are observed for covariance estimation, though the 
results are especially pronounced when estimating a 
skewed covariance, in which our methods outperform all 
others by orders of magnitude.

In our semisynthetic experiments, displayed in Figure 
2, we revisit a classic study of Novembre et al.21 In this 
study, the authors obtained a high-dimensional genomic 
dataset from the POPRES project. They annotated each 
data point with the individual’s country of origin and 
projected the dataset onto the top two principal compo-
nents of the dataset. As displayed in the top-left plot in 
Figure 2, they found that the resulting projection closely 
resembles the map of Europe, thus leading to the adage 
that “genes mirror geography.” However, omitted from 
the description above is a crucial manual data curation 
process, in which immigrants were removed from the 
dataset, as they were considered to be genetic outliers. Our 
methods provide an automatic and principled way of 
removing outliers.

In our experiments, we worked with a projection of the 
original dataset onto the top 20 principal components. We 
injected synthetic noise points (ε = 0.1) into the dataset and 
repeated the experimental procedure described above. Even 
with a pruning step, we found the empirical estimator was 
not able to preserve the structure of Europe (top-right of 
Figure 1). However, our method (based on our robust 
Gaussian covariance estimation algorithm) was able to 
relatively faithfully recreate the original map of Europe 
(bottom-left and bottom-right of Figure 1). Despite our fil-
ter being designed for Gaussian data, the method worked 
on the genomic data (which is not necessarily Gaussian) 
with minimal alterations.�
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apply on-line at https://usccareers.usc.edu/.
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the requirements of the Los Angeles Fair Chance 
Initiative for Hiring ordinance.

ence or in a closely allied field and be qualified for 
a tenured full professor appointment.

Established in 1976, the computer science 
department at the USC Viterbi School has expe-
rienced unprecedented growth in recent years. 
The department now boasts more than 80 faculty 
members (tenured/tenure-track, research and 
teaching), and has vibrant undergraduate and 
graduate programs. The department has strong 
research groups in AI and machine learning, 
graphics, robotics, software engineering, sys-
tems, and theory. Our faculty include a Turing 
award winner, 7 members of national academies, 
8 ACM fellows, 15 IEEE Fellows, and 39 AAAI and 
AAAS fellows. The department will soon have  
a new 98,000-square-foot state-of-the-art home 
(announced in 2020).

Founded in 1905 and located near downtown 
Los Angeles, a global center for arts, technol-
ogy and international business in the heart of the 
Pacific Rim, the USC Viterbi School is a hub for 
entrepreneurship that connects students from 
64 countries. It is consistently ranked in the top 
10 graduate programs (U.S. News and World Re-
port), counting 189 full-time, tenure-track faculty 
members. It is home to the Information Sciences 
Institute, a Department of Energy EFRC (Energy 
Frontiers Research Center), and the Department 
of Homeland Security’s first University Center 
of Excellence, CREATE. The School is affiliated 
with the Alfred E. Mann Institute for Biomedical 
Engineering, the Institute for Creative Technolo-
gies, and the USC Stevens Center for Innovation. 
Research expenditures typically exceed $210 mil-
lion annually.
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clarifying, “[Combine the May solo 
with the Prince solo turned backward.  
Use Genetic Algorithm #7 to merge 
and mutate them, arriving at three 
different solos that are clear of any 
potential copyright issues. Play me 
those three].“

Seven seconds later, she was lis-
tening to the first solo.  Not bad. The 
second one was much better, but the 
third one was terrible. “[OK… Use the 
2nd solo, but change the five highest 
notes to E F E G F. Final five note dura-
tions: dotted quarter, eighth, quarter, 
quarter, and hold the last note. Trans-
pose last two notes up one octave. Put 
final note in distortion feedback, and 
fade it into reverb over eight seconds. 
Play…]“

She listened to the result. Yep, that 
would do. Almost finished. Now for 
the vocals.

Ch33t@h (the artist) hadn’t come 
out with a “new“ song for a while. 
She had been dead for well over five 
years, and everyone knew it, but that 
didn’t matter very much. Since Musi-
Corp owned the whole Ch33t@h cata-
log and the rights to all likenesses of 
her, the company could release “new“ 
songs by the artist at any time, usually 
with back-channel press “leaks“ that 
some previously unreleased gem had 
been “discovered“ in an attic, or base-
ment, or dusty book/record store, or 
on an old hard drive. Fans would vig-
orously argue over whether the new 
work(s) were her best work, or what 
period of her life they must have come 
from, but hardly anyone argued as to 
their authenticity. This was mainly 
because: 1) the fans wanted new (actu-
ally old, but new) music, really badly, 
and 2) the AIs, combined with engi-
neer/producers like Skiz, were really 
good at this.

Selecting one of the musical sketch 
books of the dead artist, Skiz found 
a page with some lyrics scrawled on 
it, enough and interesting enough 
to justify a whole new song. She laid 
the book face-down on the console 
surface. The fur flattened and turned 
translucent, emitting a faint blue 
glow. Two seconds later, she heard 
Ch33t@h’s voice begin speaking the 
words.

Commanding through the console: 
“[HC:  Infer melody from verse 1 back-
ing track…]“ The speaking turned to 

MusiCorp 
by this evening. If she was late, the 
company would just take the song in 
whatever state it was in (locking her 
out of further modifying it), run it 
through some AIs, and release it. She 
didn’t want that to happen, because 
much of her income flows from tiny 
per-millisecond-listen royalties. So 
her interest in the song succeeding 
was much greater than MusiCorp’s. 
The company would be releasing a few 
dozen songs worldwide leading up to 
the weekend, and they only needed for 
a couple to hit. Skiz wanted to make 
sure that her song would be one of 
those hits.

Leaning into the console, she rest-
ed both hands palms down, leaning 
her forearms into the surface. Tiny 
movements in the console fur gave her 
arms and hands a warm tingle. Speak-
ing into the space between her hands, 
“[Two measures before final chorus... 
Play…]”  The song begin playing, with 
the sound caming directly from the 
fibers of the console surface, sur-
rounding her quite completely. She 
commanded, “[EQ... graphic... thirty 
six critical band…],“ causing the furry 
surface to reshape beneath her hands 
and arms. Some fur fibers laid flat, 
others curved and receded, still oth-
ers stood up, revealing a new surface 
that looked like a row of three dozen 
vertical 120mm slide potentiometers. 
“Knob” bumps in the “sliders“ took 
on positions to match the EQ she 
had last applied at that point in the 
song, poised to be adjusted by hand 
or voice command. Using her fingers, 
she made a couple of quick fur-slider 
adjustments, replayed the segment, 
then commanded:

“[Stop.. New segment.. Bridge.. 
Guitar solo.. Sort of like Roger May’s, 
from Love of My Life.]“

“{ALERT:}“ piped up HiG, “{Use 
of that solo could be cost-prohibitive. 
Consider alternatives…}“

“[I know, I said LIKE that solo, not 
that exact solo.  HC...]“ she said into 
the now-flat fur surface.  “{Yes…}“ 
replied the AI.  “[Maybe combine the 
Roger May solo with the Prince riff 
from the beginning of Doves Cry?]“

“{WARNING!!}“ HiG yelled, “{Any 
use of Prince or Prince-like material 
will most certainly....}“

“[OK Fine.]“ she interrupted HiG, 

[ CONTINUED FROM P.  120]
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images. Her lower neck started buzz-
ing immediately. The feeds that first 
caught her eye were the music indus-
try rags, where the fan forums were 
on fire about the newest Ch33t@h re-
lease. Most threads centered around 
the startling news that apparently 
Ch33t@h had a previously unknown 
daughter, and that mystery child’s 
voice was the one floating high above 
the new song, as her mom poured her 
heart out in spoken-word.

Skiz chuckled at the nefarious cre-
ativity of music marketing people. She 
started laughing, almost hysterically. 
How gullible fans are.

“[Comms on…  Sort messages by 
importance…]“

Trying to compose herself, she 
settled back, preparing to deal with 
the message queue, still laughing 
out loud. Her laughing didn’t last 
long, as the realization came that her 
that life was about to change in every 
way. A new star isn’t born every week 
(monthly, maybe). The world would 
be expecting more songs, and a con-
cert tour featuring Ch!Ld (the artist 
name the adfolk had made up for the 
angel-voiced baby girl of Ch33t@h). 
The fans would demand it. The record 
company would REALLY demand it.

“{Messages:    URGENT Incoming 
Comms from MusiCorp….

	 URGENT: Please eSign and re-
turn this new artist contract immedi-
ately….

	 URGENT: Please eSign and re-
turn these name and legal identity 
change forms…

	 URGENT: A plastic surgery ap-
pointment has been made for Ch!Ld. 
This Tuesday at 11:AM.

Fasting recommended prior to this 
appointment…

	 URGENT: Studio is booked for 
Ch!Ld tomorrow, 9:AM. New backing 
tracks already on TDrive.

	 URGENT: Ch!Ld has a voice-only 
interview scheduled with MVTVZ to-
night from 7-7:15PM.

	 URGENT:   … …
		  URGENT:    … …
			   URGENT:    … … }“

P-Ray is the creative/artistic moniker of Perry R. Cook, 
who is professor emeritus of computer science (also 
music) at Princeton University. Cook is advisor and IP 
Strategist to social music company Smule, and co-founder 
of online arts education company Kadenze.

© 2021 ACM 0001-0782/21/5 $15.00

“{What is that singing?}“
“[Uh... It’s me?]“, Skiz said ten-

tatively. “[Sorry.  I’ll return to the 
Ch33t@h voice synthesis.]“

…pausing… “{No. Complete proj-
ect in that style, with your own voice.}“ 
commanded MusiCorp.

Uh, OK, whatever, Skiz thought. 
Within two hours, she had completed 
the song, and eSigned it over to the 
mastering, transcoding, marketing, 
and release bots at MusicCorp. The 
fur console burped out her TDrive, 
purred, and slumped silent. The proj-
ect was out of her hands now, which 
felt good, but it felt really odd to have 
released something with her own 
voice on it.

…..
After submitting the song on 

Thursday, she had turned off all of 
her devices, including her CCalls and 
alarms. Saturday morning she was 
sleeping in, recovering from celebrat-
ing the completed project, but some-
thing really weird was going on. Face 
down on the pillow, she could feel 
something relentlessly poking her in 
her side. At first she had dreamed that 
it was her childhood cat Bowie (now 
long gone), but as she woke up, real-
izing it couldn’t be Bowie, and feeling 
another stabbing prod, she sat up with 
a start. Her TDrive had crawled out 
of her bag, up onto the bed, and was 
urgently jabbing her in the ribs!! OK, 
very strange, and had definitely never 
happened before.

She spoke aloud, “[News...]“
The walls lit up with news feeds and 

singing.  “[Sadder please…]“ caused 
a mode change, and distinctive voice 
quality shift.  “[Not that sad…]“.

HiG piped up, “{This melody is too 
similar to seven historical songs, four 
of which MusiCorp has no primary, in-
trinsic, or derivative rights to…}“.

HarryBlox chimed in.  “{Search-
ing…. Located… Calculating estimat-
ed royalties…}“.

Sighing, Skiz commanded the AIs, 
“[HC:  Use Genetic Algorithm #11 to 
modify the melody, iterate with HiG 
and HarryBlox until royalty free …]“. 
The console fur pulsed and stood up 
a bit, oscillating in waves like a wheat 
field in the wind.

The melody got worse, and worse, 
until it was pretty much just two al-
ternating notes. That would not do 
at all. “[Stop… push... bang bang]“ 
“[HC:  Randomize melody over oc-
tave range]“ “[pop… execute]“. Skiz 
had learned archaic shell commands 
in her 3rd grade computing history 
course. They made her work go a little 
faster, but mostly they appealed to her 
nerdy side. HC ran GA#11 again on 
the new randomized melody, iterating 
with HiG and HarryBlox. The resulting 
melody was rapidly shaping up… to be 
equally horrible.

Skiz groaned and decided to take 
a new tack. Speaking to the console, 
“[Delete melodies. Speech mode for 
lyrics, spoken-word prosaic style. Let’s 
have some fun]“

“{Yep!}“ purred the console.
“[Gimme a microphone… RCA 

77DX.]“ The flat fuzzy surface rippled, 
and a 2“ silo-like tower rose from the 
center.  “[UA 610 Tube Preamp….  DBX 
160 Compressor, female backing vo-
cal settings.  Lexicon 224 Reverb, very 
wet.  …. Record… Start...]“.

As the backing track played, and 
the resynthesized voice of the long 
dead Ch33t@h spoke the words to 
her poem, Skiz began to sing a high, 
haunting descant to the underlying 
musical themes from the backing 
tracks. She closed her eyes, letting the 
composition and the poetry guide her. 
Singing higher, flowing like a hawk 
soaring over the musical landscape, 
the result was sounding quite good, 
and, best of all, the AI nagbots were 
silent. Until...

“{ALERT…}, a human voice (from 
MusiCorp) broke into the session:  

Much of her 
income flows 
from tiny per-
millisecond-listen 
royalties, so her 
interest in the song 
succeeding was 
much greater than 
MusiCorp’s.
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aesthetic evaluator/recommender), 
HC (Hit Composer), and HiG (Hook 
infringement Guardian).

Of course her TDrive had versions 
of all of these AI tools, and subsets of 
the databases they accessed. But a TD 
can only hold a zettabyte or so, and 
reading/writing the data coded into 
the DNA of that lab-grown clone of her 
own thumb takes some time. Work-
ing in the studio is significantly faster, 
with everything quantOptically linked 
to the massive servers on the BPB (Big 
Phat Backbone).

By the time she sat down, the con-
sole had already scanned the directo-
ries and diff files on her TDrive, and 
had synced itself to the current state 
of the latest project. She was actually 
quite far along on this song, which 
was good, because it was due to be 
delivered to 

sole. The console woke up, purring, 
appearing to stretch itself. The furry 
console surface rippled, absorbing 
the TDrive, giving the appearance of a 
huge rectangular grey cat devouring a 
bulb of flesh.

The studio wasn’t completely nec-
essary, of course. Producers, compos-
ers, DJs, and artists had been making 
proper music in bedrooms, on air-
planes, in coffee shops, or wherever 
for decades now, but Skiz liked the 
studio, partly because of the furry con-
sole. She also loved the feeling of just 
being there, since it was quite a bit 
larger and nicer than her living cube. 
Most of all, she had gotten used to the 
higher bandwidth links to the agents 
she used in her production work: Har-
ryBlox (block chain music licensing), 
GettySamplz (repository of raw audio 
materials), CSpot (Cliche Spotter, an 

RRRRRRRRRRRRRRRRRZZZZ...   SKIZ AWOKE 
to a buzzing inside the lower back of 
her skull. It wasn’t the jarring buzz 
of an alarm, nor the gentler bio-
alert, telling her to take her meds. It 
wasn’t the urgent “Item On Sale! Buy 
It NOW!!!” buzz, either. Rather, it was 
an incoming CommCall that was puls-
ing her neuro/vibrotactile implant. 
Who would be calling at this ungod-
ly…?  Oh no...  Checking <date:time> 
in her retinal projection, she quickly 
realized that she had overslept, and 
was REALLY late for her session. That 
buzzing would be the studio CCalling 
to ask why she wasn’t there using her 
(expensive) booked time.

Responding to the CCall without 
picking up:
(in a soft, low voice to the left) 
“[reply.]“

“[Coming Now.]“ 
(to the right, in a normal voice)

(soft low voice to the left) 
“[send… dismiss.]“

rrrrrzzzzp … the pulsing stopped. 
OK. Up, throw on jeans, t-shirt, hood-
ie, out the door and into a TRaxi to the 
studio. She could do a little work dur-
ing the 15-minute trip there. “[WAIT!  
Hold on]” voice commanding the 
TRaxi. Back into the apartment to 
grab her important TDrive (Thumb 
Drive) which held all of her current 
projects. Back in the TRaxi, “[Go! Fast. 
I’ll pay extra.]”

Fourteen minutes later, she was 
running into the studio building, 
the security AI opening each door as 
she approached. Down the last hall-
way, peeling off her hoodie, she en-
tered the main studio, and tossed 
the TDrive onto the production con- [CONTINUED ON P.  118]
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