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editor’s letter

It is the season when we recognize  
an extraordinary research contribution  
to computing with the ACM  
A.M. Turing Award. I propose a change.

ACM should bestow two Turing 
Awards each year, starting immedi-
ately. I do not mean to two people; a 
number of Turing Awards have been 
shared. But rather, my position is that 
the ACM should award several Tur-
ing Awards every year. These awards 
could be staggered by six months, 
perhaps in spring and fall, to ensure 
each winner receives the focused at-
tention of the computing community 
and the world they richly deserve. This 
attention properly focuses on their re-
search accomplishments and impact 
on the world.

Why give two Turing Awards?
Since the Turing Award was first 

given in 1966, the scope and impact of 
computing has grown immeasurably. 
At that time, more than 50 years ago, 
there were dozens of computers sold 
each year, with a few hundred comput-
ers in the world. By 2000, as the Inter-
net transformed the world, computer 
sales had increased 10 million-fold, 
with PCs exceeding 120 million per 
year, with half a billion computers in 
the world. With the advent of smart-
phones, annual sales have grown by 
another 10-fold, exceeding 1.5 bil-
lion each year, with over five million 
“apps.” Perhaps invention has not 
grown linearly with the number of 
computers, but as scholars of inno-
vation would expect at least n0.5 rates 
(10,000-fold) or even at log2n rates (25-
fold). These represent phenomenal 
growth in innovation in computing.

But there are more measures of 

growth. The number of program-
mers worldwide (25 million software 
developers) and computer science 
researchers (over 24,000 published 
authors in the ACM Digital Library) 
are extraordinary, driving an incred-
ible rate of invention and innovation. 
And in recent decades, the computing 
community has grown dramatically 
in China, India, and throughout Asia, 
South America, Arabia, and Africa. 
Among that dramatic breadth of activ-
ity, how can it be that only one is worthy 
of a Turing Award each year?

We know that it cannot be. It’s the 
right thing for ACM to broaden its 
recognition by granting two Turing 
Awards each year. But not only is it the 
right thing to recognize extraordinary 
leaders, but it’s good to promote the 
field of computing. A Turing Award 
is a recognition, empowering more 

computing champions and leaders!
Why now? Well to speak frankly, 

it’s already long overdue. We should 
have expanded to multiple Turing 
Awards in the 1980s when comput-
ers exploded into the lives of ordinary 
people with the spread of the PC, and 
leading to an explosion of business, 
entertainment and personal applica-
tions. We should have expanded to 
multiple Turing Awards in the late 
1990s when the explosive growth of 
the Internet transformed information 
access, music sharing, and connected 
the world at a speed and breadth un-
imaginable in human history. And 
yes, we should have expanded to mul-
tiple Turing Awards in the 2010s as 
smartphones transformed the per-
sonal and business lives of billions 
around the world.

Let’s do it now! Starting now, the 
ACM must increase the recognition 
of extraordinary contributions to 
computing being made by leading 
researchers today by increasing the 
number of Turing Awards granted 
each year to two!

Please lend your voice by writing to 
me (eic@cacm.acm.org) or comment-
ing on the Web.

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science at 
the University of Chicago, Director of the CERES Center for 
Unstoppable Computing, and a Senior Scientist at Argonne 
National Laboratory.

Copyright held by author/owner.
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cerf’s up

I write these words on Earth Day, April 22, 
2021. Today, many words will be spoken and 
written, raising legitimate alarms of the risk 
we face with increasing temperature caused 

by greenhouse gases. Among oth-
ers, former Vice President Al Gore 
raised this as a primary concern in his 
books, Earth in the Balance and An In-
convenient Truth. Bill Gates has just 
published his perspective in his new 
book, How to Avoid a Climate Disaster. 
That we are seeing significant climate 
change seems to me incontrovertible. 
The correlation of so many thermal ob-
servations with increased greenhouse 
gas in the atmosphere and with the his-
torical record of temperature strongly 
implicate carbon dioxide and methane 
as primary causes.

Efforts to move away from reliance 
on greenhouse gas production for elec-
trical power, heating, cooking, trans-
portation, manufacturing, and a host of 
other activities of modern society strike 
me as inescapably important. The slug-
gish response to this threat is partly a 
consequence of its long-term charac-
ter. The most serious problems still lie 
in the future even though we can docu-
ment early evidence of their presence 
including shrinking polar ice and gla-
ciers, rising average and peak tempera-
tures, increasing desertification, acidi-
fication of the oceans, and increase in 
absolute ppm of carbon dioxide.

But there is another, less predict-
able but potentially equally devastat-
ing threat to our modern dependence 
on electricity. It goes by the name of 
coronal mass ejection (CME) and occurs 
sporadically as the sun burns its hydro-
gen into helium and heavier elements. 
A CME consists mostly of masses of 
ionized protons in a plasma that are 
ejected at high speed from the sun’s 

corona and propagated outward by the 
solar wind. These ionized ejections 
create power magnetic fields, which 
themselves can induce large currents 
in electrical conductors. One of the 
best documented CMEs occurred on 
Sept. 1, 1859 and is known as the Car-
rington Event after the English astron-
omer, R.C. Carrington who, along with 
R. Hodgson, observed and reported the 
event. Telegraph equipment and wires 
were overheated and damaged over a 
wide area. Not all CMEs threaten the 
Earth; they must intercept Earth in its 
orbit to do damage.

There have been subsequent events 
in 1921 and 1989, but of lower inten-
sity and causing less damage than the 
1859 event. We are, however, far more 
deeply dependent on electricity and its 
transport than ever in human history. 
In the parts of the planet that are most 
heavily electrified, we find increased 
dependence on electrical equipment, 
especially including computing and 

communications. Along with an enor-
mous number of devices dependent 
on electricity, our communication sys-
tems, including satellites, ground ra-
dio transceivers, and optical fiber sys-
tems are at risk. Subsea optical fibers 
are especially vulnerable. The CME 
does not affect the optical fiber but 
could severely damage the electrically 
powered repeaters needed to reinforce 
optical signals for long haul cables.

Because the ionized particles travel 
more slowly than photons, there could 
be on the order of 13 hours or more 
warning from a major flare and CME 
but the key question is what should 
have been considered well ahead of the 
warning to protect electrical and elec-
tronic equipment from damage as well 
as the electrical power grid itself. The 
concept of a microgrid that supplies 
power to smaller communities or even 
portions of large cities and can be dis-
articulated at need might be one place 
to start. The resilience of the Internet 
with alternative paths, including sat-
ellite and undersea and land cable as 
well as high speed laser links, might 
play a critical part of overcoming the 
side effects of a major CME event.

It seems to me that now would be a 
good time to work through the many 
potential hazards of a CME and to draw 
conclusions for grid and net design for 
connectivity and resilience in the face 
of certain failures for power and for In-
ternet continuity.	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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Happy Development 
Teams and Practices
Happy families are all alike, every un-
happy family is unhappy each in its 
own way.	 —Leo Tolstoy (1828–1910)

Even those not intimately familiar 
with Russian literature have probably 
heard that opening line from Anna Kar-
enina. One can replace “families” with 
“development teams” and the quote 
still applies. For example, imagine a 
development team with the following 
attributes:

	˲ Stakeholders identified
	˲ Priorities understood and docu-

mented
	˲ Effective development team
	˲ Effective development tooling
	˲ Effective end-to-end testing patterns
	˲ High code quality
	˲ Effective code deployment patterns
	˲ High deployment velocity
	˲ Effective operational tooling
	˲ Happy users

It’s a good list, right? So, do it. Seri-
ously, just do that.

The hardest part of development is 
prioritization, and that is because hu-
mans are irrational and unpredict-
able. No development methodology 
will solve that. It is even more complex 

Doug Meil 
Anna Karenina On 
Development 
Methodologies
https://bit.ly/3vRxVPB
March 23, 2021

I am old enough to have lived through 
multiple technical cycles. When I start-
ed professionally, CASE tools were the 
rage, and OS/2 was still a thing. I even 
worked on a mainframe for a bit. Then 
came client-server development (as 
popularized by Windows applications, 
as strictly speaking the ‘client-server’ 
pattern was not new). Then Java, the 
first-generation Web applications with 
application servers and a myriad of 
Model View Controller frameworks. 
Then second-generation Web develop-
ment with more responsive JavaScript-
based Web applications that replicated 
many of the things that people liked 
about thick-client applications, and 
then some. Then big data broke on the 
scene, and then cloud architectures.

Concurrent to these technical ad-
vancements, new development meth-
odologies kept appearing, such as 
Lean, Safe, Scrum, Agile, Extreme Pro-
gramming, RAD, JAD, Spiral, and so 
forth, to better organize software ef-

forts. As much as each new methodol-
ogy heaped scorn upon each other, 
they all reserved the most contempt for 
Waterfall, the original methodology.

Planning, Analysis, Design, Con-
struction, and Maintenance were for 
Luddites, so the chorus went. Waterfall 
was the Hive 0.10 of its day—everybody 
loved hating it, everybody loved mea-
suring itself against it. I not only re-
member Waterfall, but I remember 
E&Y’s Navigator Methodology, which 
was a particular expression of Water-
fall which contained even more liquid 
and fell from even greater heights. Nav-
igator was delivered with yards of bind-
ers. Even as a career newbie, I thought 
that was a bit heavyweight.

Yet the fundamental weakness was 
that each new methodology tried to 
claim that it was possible to extract 10 
pounds of output from a five-pound 
bag of requirements, assuming that 
anyone had remembered to fill the bag 
in the first place, and that the contents 
hadn’t shifted or expired since pack-
ing. And when the methodology du jour 
eventually lost its luster, it invariably 
triggered a search for the next one. The 
secret to unlimited productivity had to 
be somewhere, right?

The Search for 
Unlimited Productivity 
Doug Meil considers the continuing search for  
the next great software development methodology.

Follow us on Twitter at http://twitter.com/blogCACM

The Communications website, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

http://dx.doi.org/10.1145/3460212
http://cacm.acm.org/blogs/blog-cacm
https://bit.ly/3vRxVPB
http://twitter.com/blogCACM
http://cacm.acm.org
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with multiple stakeholders, and es-
pecially multiple groups of stake-
holders. The only way through is doc-
umenting needs with a forced-ranked 
priority and continually reminding 
people about what they are and what 
the corresponding statuses are. 
Tools are helpful, but it is more 
about the communication and un-
derstanding around the tooling. The 
fanciest tool doesn’t help if nobody be-
lieves what it’s telling them.

Someone inevitably will cry, “but we 
need to be flexible!” And that’s fine. It’s 
okay to change priorities from time to 
time. But the relative priorities have to 
change too, and likewise the previous 
expectations that have been set. That 
is the hard part. No fair getting the 
previous expectations and the revised 
expectations; that’s crazy talk. And 
again, that’s a human problem. Don’t 
forget that pulling the emergency 
brake on a software-release train arbi-
trarily in the middle of a trip can land 
a development effort in a frozen, deso-
late location. Metaphorically speak-
ing, of course.

Next, design software for the im-
mediate prioritized use-cases for the 
targeted timelines. There are a lot of 
important qualifiers in the prior sen-
tence, such as “immediate,” “priori-
tized,” and “targeted timelines.” Soft-
ware designs always have context 
because software engineering is the 
art of trade-offs. There are always 
trade-offs. A tank isn’t a sedan which 
isn’t a racecar which isn’t a truck, but 
they are all valid and effective forms 
of vehicles. We know from the classics 
such as Design Patterns (Gamma, et 
al., https://amzn.to/39PqP4H) and 
Refactoring (Fowler, https://amzn.
to/3dxmRi4) that clean software de-
sign, configurability, and extensibili-
ty are important, but we also fre-
quently forget that utilizing every 
single design pattern is not the point. 
Guessing on use-cases—both func-
tional and technical—almost always 
makes the outcome worse. Remem-
ber Knuth’s famous quote: “prema-
ture optimization is the root of all evil.” 
He figured that out a long time ago, 
and the software world has only got-
ten more complicated since then. 
Temptations and distractions are ev-
erywhere.

Pentagon Wars (https://bit.ly/ 

blog@cacm

3sVb4AP) is an underrated 1998 dram-
edy which depicted a fictionalized and 
satirized development of the Bradley 
Fighting Vehicle that was trying to be 
everything to everybody. This is loosely 
based on the very real and serious book 
Pentagon Wars by James Burton 
(https://amzn.to/3dAaIsS) about weap-
ons design and procurement. It’s com-
pletely reasonable and expected to 
make design trade-offs within what I 
would call “targeted use-cases.” Just be 
aware of when the trade-offs become 
so big, they compromise the integrity 
and efficacy of said case. Engineering 
is both science and art, and no develop-
ment methodology can solve that.

I was once at a company where 
somebody was a huge proponent of 
the Inversion Of Control (https://bit.
ly/3uqMbxd ) pattern. This person 
was so in love with the pattern that 
the resulting code was difficult to un-
derstand and impossible to test. In 
fact, the unit tests were all configured 
to mock implementations to the 
point where nothing but fake code 
was being tested. This seems too ri-
diculous to be true, but it actually 
happened, and once the actual code 
was deployed to real customers, it was 
a disaster. I got pulled in to clean this 
up because each release required 
scads of emergency hotfixes. Don’t 
become so enamored with a technical 
pattern or framework that it obscures 
one’s vision from the real problems 
that were supposed to be addressed 
in the first place.

Then automate, automate, auto-
mate, everything from the lowly build 
process, to unit tests, to environment 
setup, to deployment, to all forms of 
monitoring and metric collection. This 
is as obvious as the “the code should al-
ways work and be in a deployable state” 
mantra. Obvious, but not necessarily 
easy because it requires discipline to 
dedicate resources to automation—
again, a human factor. The good news 
is that there have been many improve-
ments and advances in frameworks 
and techniques in this area in the past 
few decades that can help. Pick up the 
Google SRE books (https://sre.google/
books/) for starters.

Figure out the most frequent re-
lease cycle that works with the user-
base. This can vary by industry, and 
often technical aspects are not the 

gating factor. Be able to release as 
quickly and easily as possible, with 
high quality.

Lastly, iterate. Keep going. Delivery 
velocity is life. The worst thing that 
can happen to any software product is 
a feast and famine cycle, and no devel-
opment methodology can solve that. 
Maintaining momentum is arguably 
the hardest aspect, as continuous for-
ward progress is utterly dependent on 
human factors such as portfolio pri-
orities, resources, budgets, and other 
things such as how well your software 
is doing in the market. The difficulties 
of managing humans and money are 
as old as time. But it is not hopeless, 
just hard. So get on it.

I heard this at Strata Data Confer-
ence years ago: “if your software is suc-
cessful, you are never done.” Sage advice. 
Similarly, one can practically ensure a 
software solution not being successful 
with erratic delivery.

I’ve seen too many people effective-
ly throw themselves in front of meta-
phorical trains for the love of a partic-
ular development methodology at the 
cost of overall project success. But a 
development methodology is just a 
“how”—it’s not the goal. While no 
software success can ever be guaran-
teed, the best chances for develop-
ment team happiness are to focus on 
common human factors such as stake-
holder alignment, priorities, commu-
nication, and the discipline to keep 
driving forward. And the humility to 
accept that mistakes will inevitably be 
made and addressed in a future re-
lease, as soon as humanly possible.

As Tolstoy might say, Ni puxa, Ni 
pera (https://bit.ly/2Q5iXoz) comrade.

Postscript
Apache Hive was actually pretty good 
at what it did. SQL is just so darn 
useful, and to be able to use it over 
extremely large datasets was a break-
through of its time. Hive also kept 
improving, but as I said earlier, most 
folks unfortunately only seem to want 
to talk about Hive 0.10, which was the 
version that most people were using 
when Hadoop went mainstream.

Doug Meil is a software architect at Ontada, https://www.
ontada.com/. He also founded the Cleveland Big Data 
Meetup (https://bit.ly/2OoMAAQ) in 2010.

© 2021 ACM 0001-0782/21/6 $15.00

https://amzn.to/39PqP4H
https://bit.ly/3sVb4AP
https://amzn.to/3dAaIsS
https://bit.ly/2Q5iXoz
https://www.ontada.com/
https://bit.ly/2OoMAAQ
https://www.ontada.com/
https://amzn.to/3dxmRi4
https://amzn.to/3dxmRi4
https://bit.ly/3sVb4AP
https://sre.google/books/
https://sre.google/books/
https://bit.ly/3uqMbxd
https://bit.ly/3uqMbxd


12    COMMUNICATIONS OF THE ACM   |   JUNE 2021  |   VOL.  64  |   NO.  6

 N
news

P
H

O
T

O
 B

Y
 A

L
E

X
A

N
D

E
R

 B
E

R
G

simply as “The Dragon Book” for its col-
orful cover illustration.

The two met in 1963 while waiting in 
line to register for the Ph.D. program at 
Princeton University. Ullman, now 78, 
received his B.S. from Columbia that 
year, and Aho, 79, had just graduated 
from the University of Toronto with a 
B.S. in engineering physics. After each 
received his doctorate from Princeton a 
few months apart, in 1966 and 1967, 
they both joined Bell Laboratories, a 
hotbed for science and innovation.

“Academia has sort of always been 
my game plan,” Ullman says, adding 
that he didn’t feel assistant professors 
were particularly well treated at the 
time. “Today, assistant professors are 
really treated well in academia, espe-
cially in the field of computer science, 
where we recognize it’s often the young 
people who have the greatest ideas,” he 
says. When he was offered a job at Co-
lumbia he jumped at the chance, but 
kept traveling to Bell Labs about once a 
week to continue collaborating with 
Aho, until he moved to Stanford Univer-
sity in 1979. Aho, meanwhile, stayed at 
Bell for nearly 30 years, until he joined 
the Columbia faculty in 1995.

The researchers laid out a generic 
framework that provided the roadmap 
for how a compiler works. First comes 

W
R I T I N G  T H E  C O D E  to 
make a computer per-
form a particular job 
could be a Herculean 
task, back in the 1950s 

and 60s.
“In the early 1950s, people did nu-

merical computation by writing assem-
bly language programs,” says Alfred V. 
Aho, professor emeritus of computer 
science at Columbia University. “Assem-
bly language is a language very close to 
the operations of a computer, and it’s a 
deadly way to program. It’s slow, te-
dious, and expensive.”

Of course, people can program at 
higher levels of abstraction, but that re-
quires translating the higher-level lan-
guage into a more basic set of instruc-
tions the machine can understand. 
Compilers that efficiently perform that 
translation exist nowadays in large part 
due to the work of Aho and Jeffrey D. 
Ullman, professor emeritus of comput-
er science at Stanford University. Their 
contribution to both the theory and 
practice of computer languages has 
earned them the 2020 ACM A.M. Tur-
ing Award.

“Compilers are responsible for gen-
erating the software that the world uses 
today, these trillion lines of software,” 
Aho says. “They’ve been around for a 

long time, and the modern world 
wouldn’t exist without programming 
language translators.”

The two men helped develop formal 
language theory. They invented efficient 
algorithms for performing lexical analy-
sis, syntax analysis, code generation, 
and code optimization, all essential 
tasks for a compiler. And they put that 
all together into Compilers: Principles, 
Techniques, and Tools, the definitive 
textbook on the subject, now known 

Getting Down to Basics 
2020 ACM A.M. Turing Award recipients Alfred Aho and Jeffrey Ullman 
helped develop formal language theory, invented efficient algorithms to drive 
the tasks of a compiler, and put them all together in ‘The Dragon Book.’

Profile  |  DOI:10.1145/3460734 	 Neil Savage

“No matter what you 
do in life, you need 
to understand how 
to use computers, 
which usually means 
being able to write 
at least simple code 
in some appropriate 
language.”

http://dx.doi.org/10.1145/3460734
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Alfred Aho and Jeffrey Ullman  
in the corridor of their  
former office spaces at Bell Labs.
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lexical analysis, in which the compiler 
scans the program to identify tokens, 
which are analogous to the individual 
words in a sentence. Next comes a pars-
er, which analyzes the syntax of the pro-
gram, and checks whether the tokens fit 
together. “Not every sequence of tokens 
is a well-constructed program,” Aho 
says. Next comes semantic analysis, 
which checks whether the sequences 
make sense as a whole.

The two shrunk the size and in-
creased the speed of a left-right parser, 
which aims to read the program in se-
quence from left to right without dou-
bling back, but which is allowed to peek 
ahead to determine meaning. For in-
stance, if the program wants to perform 
the operation A+BxC, the parser can see 
the A+ and know it hasn’t reached the 
end of that particular element, so it 
keeps going. It eventually sees that it 
has to multiply B and C first, then add A, 
just because the creators of the compil-
er defined that order of precedent for 
arithmetic operations.

The trio of lexical, syntax, and se-
mantic analysis makes up the front 
end of the compiler, which produces 
an intermediate representation of the 
program, which can then be optimized. 
If it turns out, for instance, that C 
equals 1, so that BxC=B, the program 
can be simplified by changing it to 
merely A+B. “That is a kind of optimi-
zation that can be performed to make 
the ultimate target program run fast-
er,” Aho says. The last step is to map 
the optimized intermediate to an as-
sembly language, which can translate 
it directly into machine language for 
the particular type of computer.

Enter the Dragon
Aho and Ullman spelled all this out 
in the Dragon Book, which has since 
had two more editions and added Ravi 
Sethi, and later Monica Lam, as coau-
thors. It was Ullman’s idea to depict a 
knight battling a dragon on the cover. 
The dragon represents “complexity of 
compiler design,” Ullman explains, 
and “many of the weapons of the knight 
are the tools that we advocated people 
use,” such as data flow analysis and 
syntax-directed translation. The first 
version showed a green dragon, the sec-
ond was red, and the third, drawn by 
Ullman’s son Scott, is purple.

The dragon was red when Krysta 

Svore, now head of the quantum com-
puting group at Microsoft Research, was 
a student in Aho’s class at Columbia. 
Even as advanced an application as a 
quantum program relies on the same 
ideas the two developed in the 1960s and 
1970s. “What they’re winning for is part 
of the foundation of what I and my team 
are working on for this next type of com-
puter,” she says. “What they developed is 
still critical for writing programs across 
smartphones, across quantum comput-
ers, across your laptop. These technolo-
gies are very much forever critical.”

In Aho’s class, he asked students to 
write their own domain-specific lan-
guage. Svore wrote a quantum comput-
er language, and enjoyed the experience 
so much that she asked Aho to become 
one of her thesis advisers.

The men streamlined the process of 
creating compilers even further by de-
veloping tools such as the Lex lexical 
analyzer generator, and the yacc parser 
generator, both of which automate the 
building of compiler components. 
Aho, along with Peter Weinberger and 
Brian Kernighan, also developed AWK, 
a “little language” to simplify some 
common data processing tasks. “To do 
these operations in C would require 
you to write 100 or 200 lines of C,” Aho 
says. “We could specify these routine 
data processing tasks with one or two 
lines of AWK.”

Aho and Ullman each have written 
several other books, both together and 
with other authors, including The De-

sign and Analysis of Computing Algo-
rithms with previous Turing Award re-
cipient John Hopcroft, which laid 
down a framework for analyzing and 
teaching algorithms. They’ve received 
other awards for their work, including 
IEEE’s John von Neumann Medal in 
2010 for outstanding contributions to 
computer science.

The Turing Award comes with a 
$1-million cash prize that Aho and Ull-
man will split. Neither is sure yet what 
he’ll do with the money. After a year of 
laying low due to the coronavirus pan-
demic, Ullman says, “I wouldn’t mind 
going out to a restaurant and having a 
nice meal.”

Broader Applications
The men say young people studying 
computer science, and even those who 
are not, could benefit from considering 
how thinking algorithmically fits into 
the wider world. “The future of comput-
er science lies in applying the ideas more 
broadly,” Aho says. “They should study 
not just computer science, but another 
discipline like biology, because there 
are fascinating opportunities for the ap-
plication of computer science ideas to 
biological problems like how does the 
body work, how does the disease work?” 
The most intriguing question computer 
scientists might address, he suggests, is 
“how does the brain work?”

Ullman says everybody should be 
able to think about the world computa-
tionally, no matter what they do, just as 
people who are not professional writers 
ought to know how to write. Similarly, 
he says, everyone should be able to de-
scribe things precisely, even at such a 
high level of abstraction that it may not 
look like programming. “You’ve got to 
say what you mean and mean what you 
say,” he says. “No matter what you do in 
life, you need to understand how to use 
computers, which usually means be-
ing able to write at least simple code in 
some appropriate language.”	

Neil Savage is a science and technology writer based in 
Lowell, MA, USA.

© 2021 ACM 0001-0782/21/6 $15.00

“What they developed 
is still critical for 
writing programs 
across smartphones, 
across quantum 
computers, across 
your laptop. These 
technologies are 
very much forever 
critical.”

Watch the recipients  
discuss their work 
in the exclusive   
Communications video.  
https://cacm.acm.org/
videos/2020-acm-turing-award
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tend to assume that they see the same 
way we do,” said Draper. “That’s not a 
good assumption.” Troublingly, this 
vulnerability likely extends to other 
applications of machine learning, 
where the results are harder to appre-
ciate or visualize.

Image manipulation is particularly 
challenging to defend against, said Bat-
tista Biggio of the University of Cagliari 
in Sardinia, Italy, “because the space 
of pixels is so large that the attacker 
can do basically whatever he wants in 
terms of manipulating the images.” 
In contrast, he said, for malware, “you 
have instructions or bytes, which have 
a specific meaning, so they cannot be 
altered in a trivial matter.”

In 2013, Biggio and his coworkers 
showed how to fool a machine learning 
system by exploiting knowledge of the 
internal “gradients” it uses for training 
to design adversarial examples. “The 
basic idea is to use the same algorithm 
that is used for learning to actually by-
pass the classifier,” Biggio said. “It’s 
fighting machine learning with ma-
chine learning.”

Around the same time, Google’s 
Christian Szegedy and collaborators 
used similar techniques to train a net-
work to make erroneous identifica-

O
V E R  T H E  L A S T  decade, deep 
learning systems have 
shown an astonishing 
ability to classify images, 
translate languages, and 

perform other tasks that once seemed 
uniquely human. However, these sys-
tems work opaquely and sometimes 
make elementary mistakes, and this 
fragility could be intentionally exploit-
ed to threaten security or safety.

In 2018, for example, a group of 
undergraduates at the Massachusetts 
Institute of Technology (MIT) three-
dimensionally (3D) printed a toy turtle 
that Google’s Cloud Vision system con-
sistently classified as a rifle, even when 
viewed from various directions. Other 
researchers have tweaked an ordinary-
sounding speech segment to direct a 
smart speaker to a malicious website. 
These misclassifications sound amus-
ing, but they could also represent a 
serious vulnerability as machine learn-
ing is widely deployed in medical, le-
gal, and financial systems. 

The potential vulnerabilities extend 
to military systems, said Hava Siegel-
man of the University of Massachu-
setts, Amherst. Siegelman initiated a 
program called Guaranteed AI Robust-
ness against Deception (GARD) while 
she was on assignment to the U.S. 
Defense Advanced Research Projects 
Agency (DARPA). To illustrate the issue 
to colleagues there, she said, “I showed 
them an example that I did, and they all 
started screaming that the room was 
not secure enough.” The examples she 
shares publicly are worrisome enough, 
though, such as a tank adorned with 
tiny pictures of cows that cause an ar-
tificial intelligence (AI)-based vision 
system to perceive it to be as a herd of 
cows because, she said, AI “works on 
the surfaces.”

The current program manager for 
GARD at DARPA, Bruce Draper of Colo-
rado State University, is more sanguine. 
“We have not yet gotten to that point 
where there’s something out there that 
has happened that has given me night-

mares,” he said, adding, “We’re trying 
to head that off.”

Researchers, some with funding 
from DARPA, are actively exploring 
ways to make machine learning more 
robust against adversarial attacks, and 
to understand the principles and limi-
tations of these approaches. In the real 
world, these techniques are likely to be 
one piece of an ongoing, multilayered 
security strategy that will slow attack-
ers but not stop them entirely. “It’s 
an AI problem, but it’s also a security 
problem,” Draper said.

Worth a Thousand Words
All machine learning tools can be de-
ceived, but image classification is the 
most intuitively compelling. Altering a 
small number of pixels in an input im-
age in a way that may be trivial or even 
unnoticeable to people, for example, 
can fool a classifier into declaring a 
stop sign to be a speed limit sign. This 
would clearly be a disaster for a self-
driving car.

Such examples clearly reveal that 
deep learning systems base their de-
cisions on features that may be com-
pletely different from what people 
regard as important. “Because these 
systems are using visual input, we 

Deceiving AI 
The uncanny power of machine learning can be turned against it.  

Technology  |  DOI:10.1145/3460218	 Don Monroe
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tions. They then added imperceptible 
patterns to an image of a school bus 
until the classifier abruptly—and con-
fidently—declared it to be an ostrich.

At first, it was unclear whether these 
pixel-level manipulations “were real 
problems or just theoretical construc-
tions that … couldn’t actually cause a 
problem to real vision systems,” said 
Andrew Ilyas. Back in 2018, this un-
certainty motivated him and his fellow 
MIT undergraduates to concoct their 
rifle-mimicking turtle, explicitly insur-
ing that the subtle details they deco-
rated it with would be recognized from 
different viewpoints. “It worked better 
than even I thought,” said Ilyas, now a 
graduate student at MIT.

Pick Your Poison
Deception “seems to be a particular 
issue with AI systems that use sensory 
input, whether it’s visual or audio or 
whatever,” said Draper. “It’s still more 
of an open question whether it’s also 
an issue for an AI system that’s work-
ing on network security.”

Whether it involves real-world sen-
sors or later manipulation of the re-
sulting digital data, alteration of the 
input to an existing classifier is called 
“evasion.” Another type of vulnerabil-
ity occurs if an attacker can insert doc-
tored data into the training set, which 
is known as “poisoning.” 

Mislabeled training data can move 
the decision boundary that separates 
different classifications. Siegelmann 
cites a poisoning example where in-
serting images of Wonder Woman with 
distinctive eyeglasses, even when made 
almost imperceptible, can induce a 
system to classify anyone wearing such 
glasses as the superhero.

For an attacker to poison training 
data, they obviously must have access 
to that data. Similarly, an attacker can 
be most successful if they know the 
internal design details of a machine 
learning system, in what is called a 
“white-box” scenario. 

“The white-box case is interest-
ing when you want to understand the 
worst-case scenario,” said Biggio. “We 
expect then that in practice these sys-
tems remain more secure also under 
more restrictive models of attack.” Ef-
fective security protocols can obscure 
both the design and the data to create 
more challenging “black-box” sce-

nario, although a “gray-box” scenario, 
with some kinds of partial information 
known or inferred, is more realistic.

Even if the system details are hid-
den, however, researchers have found 
that attacks that work against one 
system frequently work against oth-
ers that have a different—possibly 
unknown—internal structure. This 
initially surprising observation re-
flects the power of deep learning sys-
tems to find patterns in data, Biggio 
said. “In many cases, different classi-
fiers tend to learn the same correla-
tions from the data.”

This “transferability” of attacks 
highlights the risk of a common train-
ing set like ImageNet, which contains 
a huge set of annotated images that is 
widely used for training vision systems. 
Although this common training corpus 
makes it easy to compare the perfor-
mance of different classifiers, it makes 
them all potentially vulnerable to the 
same biases, whether malicious or not.

A Security Challenge
Siegelmann argues this vulnerabil-
ity is intrinsic to deep learning systems, 
which all contain many hidden layers 
but vary in how they are interconnected. 
“All the deep networks are the same,” 
she said, and for decades they have al-
ways been trained by “backpropaga-
tion” into the network of the errors in 
their outputs, she said. “It doesn’t really 
matter exactly how it’s connected.” 

Although Siegelmann worries about 
losing the power of machine learning 
in security-sensitive applications, she 
has no such qualms about eschewing 
the deep learning versions of it. “The 
point is how you teach it,” she said. 
For example, she advocates an active 
learning process in which the system 
chooses which questions to ask, rather 
than letting users pick examples that 
can intentionally lead it astray.

Of course, human observers can be 
misled by camouflage and other tech-
niques, too. “It’s not really a shock 
that it’s also possible to fool artificial 
systems,” Draper said. “What is just 
always a shock to people is that what 
fools them is different.”

Some researchers hope errors can 
be avoided by designing systems that 
“explain” their reasoning. For deliber-
ate attacks, however, “Explainable AI is 
the easiest thing to trick,” Siegelmann 

cautioned, “because we teach the net-
work to say what will convince us.” 

In his own recent work, Ilyas has 
been exploring “adversarial training,” 
which involves using especially prob-
lematic training examples to guide the 
network to more reliable features for 
classification. This strategy may help 
avoid fragility in non-security opera-
tions as well, he said, if it “gets classi-
fiers to use features that are closer to 
what humans use, so that they don’t 
fail in other, unexpected ways.”

DARPA’s GARD program will test a 
variety of approaches in regular chal-
lenges. In one strategy, for example, 
spoofing of sensory input is made hard-
er by using multiple sensors simulta-
neously, and checking that they are 
compatible with each other and with 
what is known about the real world.

In the end, however, robust ma-
chine learning will just be one layer 
in the never-ending arms race to keep 
computer systems secure. In this con-
text, what is currently missing is not so 
much air-tight defenses, but theoreti-
cal guarantees about how long a system 
can hold out, similar to those available 
in encryption. Such guarantees can in-
form the design of a secure, layered de-
fense, Biggio said. “This is very far from 
what we have in the AI field.”

“It is very likely that there may be no 
silver bullet,” agreed Draper. “What we 
want to do is at least make it very diffi-
cult for someone to defeat or spoof one 
of these systems.” 	

Further Reading
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Wild Patterns: Ten Years After the Rise 
of Adversarial Machine Learning, Pattern 
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Szegedy, C., et al., 
“Intriguing properties of neural networks,” 
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Wallace, E., Zhao, T.Z., Feng, S, and Singh, S. 
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tional Air and Space Administration’s 
Robotics Study Group.

In addition to being named a Fel-
low of the ACM, Minker was also a 
Fellow of the American Association 
for Advancement of Science (1989), a 
founding Fellow of the American As-
sociation for Artificial Intelligence 
AAAI (1990), and a Fellow of the Insti-
tute of Electronic Engineers (1991). 
He was the 1985 recipient of ACM’s 
Outstanding Contribution Award and 
the ACM Allen Newell Award in 2005. 
He received the 2011 Heinz R. Pagels 
Human Rights Award from the NY 
Academy of Scientists Human Rights 
Committee. Following his retirement, 
he wrote Scientific Freedom and Hu-
man Rights, Scientists of Conscience 
During the Cold War (2011), published 
by IEEE Press.	

Simson Garfinkel is a part-time faculty member at 
George Washington University in Washington, D.C., USA. 
He is an ACM Fellow. 

Eugene H. Spafford is a professor of computer science 
and the founder and executive director emeritus of 
the Center for Education and Research in Information 
Assurance and Security at Purdue University, W. 
Lafayette, IN, USA. He is an ACM Fellow.

Copyright held by authors/owners.

A
CM F E LLOW JACK MINKER 
passed away on April 9, 
2021, at the age of 93.

Minker was a leader in 
the development of auto-

mating logistic reasoning, including 
deductive databases, logic program-
ming, and artificial intelligence, but he 
is perhaps best known for his efforts 
to promote the social responsibility of 
scientists and human rights.

In 1972, Minker was invited to join 
the newly constituted Committee of 
Concerned Scientists. He was asked 
to help identify Soviet computer scien-
tists whose human rights were under 
attack by their government, frequently 
because of their career choices or be-
cause they had requested permission 
to emigrate from the Soviet Union. “It 
was something I could not refuse to 
do,” said Jack in 2011. The following 
year, he became the organization’s 
Vice-Chair, Computer Science, a posi-
tion he held until his death.

Minker also served as Vice-Chair of 
the ACM Committee on Scientific Free-
dom and Human Rights from 1980 
until 1989. He authored the Commit-
tee’s 1981, 1982, 1984, and 1989 re-
ports that named hundreds of people 
who had been unjustly imprisoned, 
tortured, subjected to internal exile, or 
denied exit visas by their governments. 
“Because of non-scientific consider-
ations, some of our colleagues have 
been murdered, some are in jail, oth-
ers are in exile in their own country, 
some are prevented from publishing 
papers in journals or attending confer-
ences in their own country, some have 
been dismissed from their scientific 
jobs and others are trying to emigrate 
to countries where their human rights 
will not be violated,” Minker wrote in a 
SIGMOD article about the project.

The first three reports provoked 
some controversy, as nearly all of those 
named were Jewish “refuseniks” in 
the Soviet Union. The 1989 report at-
tempted to address this imbalance, and 

named computer professionals in Ar-
gentina, Chile, China, Czechoslovakia, 
Iran, Israel, Kenya, Poland, South Africa, 
and Turkey who had all allegedly been 
mistreated by their governments within 
the context of their work in computing. 
“Almost every individual on Minker’s 
lists has had his or her human rights 
restored,” said Ambassador Richard 
Schifter, then head of human rights at 
the U.S. State Department, at a talk given 
in honor of Minker’s 65th birthday.

Minker graduated from Brooklyn 
College in 1949 with a Bachelor of 
Arts, received a Master of Arts degree 
from the University of Wisconsin in 
1950, and a Ph.D. from the University 
of Pennsylvania in 1959. He worked 
in industry before joining the Univer-
sity of Maryland in 1967. He became a 
Professor of Computer Science in 1971 
and was named the first chair of the CS 
department in 1974. He became Pro-
fessor Emeritus in 1998.

Minker had over 150 refereed pub-
lications and edited or co-edited five 
books. He chaired the U.S. National 
Science Foundation’s Advisory Com-
mittee on Computing from 1980 to 
1982 and was a member of the U.S. Na-

In Memoriam  |  DOI:10.1145/3462465	 Simson Garfinkel and Eugene H. Spafford

Jack Minker  
(1927–2021)  
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door in the diaphragm to let slow (cold) 
molecules move through to one side, 
and the faster (hotter) ones gather on 
the other side. 

The result of this selection process: 
instead of the vessel reaching thermal 
equilibrium, “The hot system has got 
hotter and the cold colder and yet no 
work has been done,” as Maxwell put it. 
“Only the intelligence of a very obser-
vant and neat-fingered being has been 
employed.” Entropy seemed to de-
crease on its own, an apparent contra-
diction of the Second Law that has fas-
cinated scientists ever since.

Many brilliant minds have tried to  
resolve this paradox. In the 1920s, 
physicist Leo Szilard, devising a single-
particle version of Maxwell’s demon 
that reduced the setup to a binary de-
cision problem, suggested that what 
accounted for the unseen energy costs 
was the demon’s measurements (though 
Szilard turned out to be wrong about 
that). Later, Claude Shannon, the father 
of information theory, hinted at a pos-
sible connection between information 

Q
UA N TUM COMPUTING ,  WHICH 

promises to harness the 
special properties of quan-
tum mechanics to dramati-
cally speed up calculations  

	 and thus help solve current-
ly intractable problems, has attracted 
considerable investment from tech gi-
ants like Google, Microsoft, and IBM. 
Yet there is still no commercially avail-
able quantum computer because of the 
immense challenges in creating and 
running such a machine. 

One of the major challenges is heat 
management. As with classical com-
puting, quantum computing uses 
physical hardware and, therefore, is 
subject to the laws of physics, particu-
larly the thermodynamics of computa-
tion. However, quantum computers 
are far more fragile than classical 
computers, requiring far lower tem-
peratures to work properly. Also, as 
shown in a theoretical paper pub-
lished in October 2020, the thermody-
namics of quantum information pro-
cessing can create highly unusual and 
potentially damaging effects for these 
delicate machines.

The paper, describing a study by re-
searchers at the U.K.’s University of 
Manchester and Trinity College Dub-
lin, models mathematically what hap-
pens when information gets erased in 
a quantum regime. All erasures cause 
some heat dissipation, as expected—
but to their surprise, the researchers 
found that every once in a while, the 
heat dissipated from an erasure is ex-
tremely high. In uncovering the po-
tential for such rare but high-impact 
events, the study suggested some-
thing about the future of quantum 
computing hardware: that it may have 
to use reversible logic, which by defi-
nition does not require erasure of in-
formation. 

The research also brought back to 
the fore a famous paradox in thermody-
namics that has intrigued scientists 
since the 19th century—and also a 20th- 
century insight into the relationship 

between information and heat, which 
not only resolved that paradox, but also 
has practical implications today. 

A Famous Paradox
The paradox, laid out by physicist 
James Clerk Maxwell, appeared to show 
a violation of the Second Law of Ther-
modynamics, which states that the en-
tropy of a closed system is always in-
creasing. Physicists of Maxwell’s day 
already knew the Second Law: they un-
derstood heat cannot spontaneously 
flow from a cold region to a hot one, any 
more than a cooked egg can return to a 
raw state. Yet Maxwell, writing to a col-
league in 1867, described a hypotheti-
cal scenario in which this fundamental 
law did not seem to hold. 

In Maxwell’s thought-experiment, a 
vessel was separated into two halves by 
a diaphragm, each half containing gas 
molecules moving at varying speeds; an 
intelligent being—later called “Max-
well’s demon” by Lord Kelvin—seeing 
the paths and velocities of all the mole-
cules, selectively opened and closed a 

Taking the Heat
Maxwell’s demon and the high cost of erasure.

Science  |  DOI:10.1145/3460214	 Marina Krakovsky

A bit of information can be encoded in the position of a particle (left or right). A demon can 
erase a classical bit (blue) by raising the left side until the particle is definitely on the right.  
A quantum particle (red) also can tunnel under the barrier, which generates more heat. 

http://dx.doi.org/10.1145/3460214
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and thermodynamics through his use of 
the term “entropy,” but the connection 
was merely metaphorical. “He used 
‘entropy,’ but he was talking about 
information—bits—not energy,” ex-
plains Janet Anders, a theoretical physi-
cist working in quantum information 
science at the U.K.’s University of Exeter.

Landauer and  
Logical Irreversibility
Though these and other scientists did 
not quite resolve the paradox, they 
planted the seeds for a set of ideas that 
eventually would. In a seminal 1961 pa-
per produced as part of a large research 
program at IBM to understand the 
physics of computation, Rolf Landauer 
put forth the erasure principle that now 
bears his name. Landauer’s principle, 
now considered the basic principle of 
the thermodynamics of information 
processing, states that erasing infor-
mation always dissipates energy. 

Destruction of information through 
erasure, analogous to irreversible pro-
cesses in thermodynamics (like cook-
ing an egg or letting a hot liquid reach 
room temperature), is what Landauer 
termed “logically irreversible.” 

This means that once you’ve turned a 
series of 1s and 0s into all zeroes, which 
is what erasure accomplishes, you can-
not know which state these bits were in 
before. (In this way, erasure is funda-
mentally different from a logically re-
versible process like swapping every 0 
for a 1 and vice versa.) What’s more, 
Landauer argued, the logical irrevers-
ibility of erasure entailed physical irre-
versibility as well, because information 
is always represented on physical devic-
es. “Whether that’s an abacus, or infor-
mation written on a page, or electronics 
in a transistor; ultimately, the abstract 
notion of information is always encod-
ed on physical hardware,” says physicist 
John Goold of Trinity College Dublin, 
one of the investigators on the quantum 
fluctuations study. 

Or, as Landauer himself has put it, 
“Information is physical.” 

One upshot of Landauer’s principle 
is that erasure of even one bit of infor-
mation cannot be done for free; it al-
ways increases entropy. This minimum 
amount of heat released into the envi-
ronment (a computable amount known 
as Landauer’s limit) is not only a funda-
mental limit on the efficiency of any ir-

reversible computer; it is also a way to 
tackle Maxwell’s demon. As Landauer’s 
IBM colleague Charles Bennett would 
later explain, unless the demon has an 
infinite memory, making the observa-
tions necessary to separate hot from 
cold particles requires erasing bits of 
memory, something Landauer showed 
can’t be done without expending ener-
gy and thus increasing entropy.

Besides helping resolve the famous 
paradox, Landauer’s ideas finally relat-
ed information theory to thermody-
namics. The ideas also reconciled an-
other duality: an identity crisis within 
the emerging field of computer science. 
In an era when very few universities 
were offering degrees in computer sci-
ence, “Computer scientists were really 
debating this question of what is this 
field about,” says Aaron Wright, a histo-
rian of science at Dalhousie University 
in Canada who has studied IBM’s re-
search program on the physics of for-
getting. “One of the big dividing lines 
was: is [the field] about machinery, or is 
it about mathematics?  Landauer’s 
work blurred that distinction, Wright 
says: “Landauer’s principle is precisely 
connecting those two ostensibly sepa-
rate worlds.” Thanks to Landauer, it is 
no longer a category error to ask, for ex-
ample, “how much space does the Py-
thagorean Theorem take up?”

Engineering Implications
On a practical level, though, Landau-
er’s ideas have not had implications for 
engineers until recently. “Nobody de-
signing a classical computer has had to 

Destruction of 
information through 
erasure, analogous 
to irreversible 
processes in 
thermodynamics, 
is what Landauer 
termed “logically 
irreversible.” 

ACM 
Member 
News
ATTRACTED TO PROBLEMS 
THAT SEEM UNSOLVABLE

“I used to be 
perplexed by 
movies from the 
1950s and 
1960s, where a 
punch card 
would be put 

into a computer, the computer 
would beep and lights would 
blink, and then an answer would 
pop out,” recalls Emery Berger, a 
professor in the College of 
Information and Computer 
Sciences at the University of 
Massachusetts, Amherst.

“I just couldn’t understand 
how it could possibly do that, 
what on Earth was going on?”

Berger attended a high 
school with a roomful of new 
Apple II Plus computers, which 
captured his interest and he 
never looked back. He went 
on to earn his undergraduate 
degree in computer science 
from the University of Miami 
in Florida, and obtained both 
his master’s and Ph.D. degrees 
in computer science from the 
University of Texas at Austin.

On completing his Ph.D. 
in 2002, Berger joined the 
faculty of the University of 
Massachusetts, Amherst, where 
he has remained ever since.

Berger’s research interests 
span programming languages, 
systems, security, and human-
computer interaction. At 
present, he said, “My research 
focuses on making programs 
run faster, better, more securely 
and safely, and more correctly.”

Berger spent a significant 
amount of time as a visiting 
researcher at Microsoft over 
the years. During a recent 
sabbatical, he wrote two 
papers on finding errors in 
spreadsheets; some of that 
technology is being added to 
Excel.

He also developed and 
maintains the CSRankings.org 
website, a portal that makes 
it easy for students to find 
prospective faculty advisers by 
identifying the projects and 
research areas professors are 
working on at computer science 
institutions around the world.

—John Delaney

http://CSRankings.org
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worry about Landauer’s principle,” 
says Christopher Jarzynski, a physicist 
at the University of Maryland whose ex-
pertise includes the thermodynamics 
of small systems. “When we’re erasing 
information in our computers, we’re 
actually dissipating way more energy 
than Landauer’s limit.” That’s certainly 
a waste of energy, but with proper cool-
ing, the dissipated heat poses no threat 
to the computer’s accuracy—and even 
if it did, it wouldn’t be because of prox-
imity to Landauer’s limit.

With quantum computers, though, 
Landauer’s principle will become more 
relevant, and the paper by Goold and 
his colleagues clearly shows why. Even 
in classical mechanics, Goold explains, 
a key feature of the thermodynamics of 
microscopic systems—whether these 
small-scale systems are protein mole-
cules or single-atom transistors—is 
fluctuation. In other words, “I have to 
perform the experiment many, many 
times, and I get different outcomes.” 
(In fact, because it takes a full probabil-
ity distribution to show all these possi-
ble quantities of heat and work, anoth-
er term for the thermodynamics of 
small systems is “stochastic thermody-
namics.”) Microscopic particles obey 
the laws of thermodynamics on aver-
age, but dissipation events fluctuate 
greatly. At one extreme, some individu-
al events can even appear to violate the 
Second Law. 

This much has been known for 
years—but Goold and his colleagues 
wanted to understand some of the sto-
chastic thermodynamics of quantum 

systems. So, using equations that model 
such things, they looked at erasing a bit 
of information in a quantum mechani-
cal way. “We found that if you look at the 
fluctuations”—rare events—“you get 
very large, rare deviations when you get 
a quantum mechanical superposition,” 
Goold says. Since superposition (or the 
appearance of a particle in two posi-
tions simultaneously) is crucial to the 
way quantum computers do their mag-
ic, any extreme event that interferes 
with this behavior could be disastrous. 

“In quantum computing, everyone 
is working on limiting errors because 
it’s already error-prone,” says Anders, 
the University of Exeter physicist, “so 
when you put in heat, you raise the 
chance of errors much more.” That’s 
why quantum computers must operate 
at extremely cold temperatures—which 
means, as Anders puts it, not just “you-
have-to-put-your-socks-on cold,” but 
close to absolute zero. 

What the study suggests to her  is 
that in quantum computing, “you don’t 
want to do Landauer erasure, since that 
creates high heat events.” The alterna-
tive: “Whenever possible, you want to 
do reversible operations, so nothing is 
erased.”	
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ACM named Scott Aaronson 
the recipient of the 2020 ACM 
Prize in Computing for his 
groundbreaking contributions to 
quantum computing. 

Aaronson, the David J. 
Bruton Jr. Centennial Professor 
of Computer Science at the 
University of Texas at Austin, 
helped develop the concept of 
quantum supremacy, the point 
at which a quantum computer 
accomplishes something that 
no classical computer could in 
a reasonable amount of time. 
He also  established many of 

the theoretical foundations for 
quantum supremacy experiments, 
which allow scientists to develop 
convincing evidence that 
quantum computers provide 
exponential speedups without 
having to first build a fully fault-
tolerant quantum computer.

In addition, Aaronson 
contributed significantly to the 
areas of boson sampling and 
classical complexity theory, as 
well as writing a respected book 
on quantum computing, and 
several articles for a popular 
science audience. 

“Few areas of technology have 
as much potential as quantum 
computation,” said ACM 
President Gabriele Kotsis, adding 
that Aaronson. “is esteemed by 
his colleagues for the breadth and 
depth of his contributions. He has 
helped guide the development of 
this new field, while clarifying its 
possibilities as a leading educator 
and superb communicator. 
Importantly, his contributions 
have not been confined to 
quantum computation, but have 
had significant impact in areas 
such as computational complexity 

theory and physics.”
Pravin Rao, chief operating 

officer of Infosys, which 
funds the ACM Prize in 
Computing’s $250,000 prize, 
congratulated Aaronson on 
his accomplishments. “The 
successful quantum hardware 
experiments by Google and others 
have been a marvel to many who 
are following these developments. 
Scott Aaronson has been a leading 
figure in this area of research and 
his contributions will continue 
to focus and guide the field as it 
reaches its remarkable potential.”

Milestones

Aaronson Awarded ACM Prize in Computing 
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For their respective systems, the U.K. 
and the International Baccalaureate Or-
ganization (IBO) decided to address the 
potential for grade inflation through 
semi-automated moderation schemes. 
These were used to fit the distribution 
of grades awarded in 2020 to the pattern 
of prior years. In addition to its modera-
tion scheme, the IBO had a sampling of 
coursework marked by independent ex-
aminers, stating this would help “maxi-
mize the confidence that every student 
will receive a fair mark for their course-
work.” Rather than attempt to organize 
a mass marking of coursework by inde-
pendent examiners, the U.K. education 
authorities opted to rely purely on algo-
rithms to redistribute the grades.

Once they saw their results, IBO stu-
dents pointed to apparent anomalies 
in their awarded grades, which often 
seemed several points below those in-
dicated by either teacher- or examiner-
marked coursework. Students taking 
U.K. courses encountered more extreme 
examples. It was possible in some cases 
for a student expected by their school to 
obtain an A grade to wind up with one as 
bad as a U (Unsatisfactory), a grade nor-
mally reserved for an exam paper so bad 
it cannot be marked.

“Part of the issue in this case is that 
the evidence base that regulators in the 
U.K. relied on in their algorithms was 
extremely weak,” Nason said, adding 

S
TUDENTS GENERALLY REGARD 

exams with trepidation for 
good reason: a bad day can 
easily trip them up, leaving 
their grades wanting. Con-

cern over the accuracy of high-stakes 
exams and standardized tests have led 
the U.S. and other countries to look at 
alternatives that are less vulnerable to 
a poor performance on a single day and 
which, in principle, offer more accurate 
ways of determining a student’s ability 
in a particular subject.

In 2019, a team based at King’s Col-
lege London in the U.K. used a long-
term study of twins to determine how 
well teachers’ assessments fare against 
exams in predicting overall perfor-
mance once compulsory education has 
finished. They found teachers’ assess-
ments are as reliable as test scores at 
every stage, and recommended this ap-
proach to grading could replace some, if 
not all, high-stakes exams.

Amid the chaos caused by lock-
downs in the spring of 2020 to try to 
limit the spread of the COVID-19 virus, 
it seemed school students in the U.K., 
as well as those taking the Interna-
tional Baccalaureate who were due to 
complete their courses late last year, 
might for once be able to take advan-
tage of assessments and no longer have 
to fear the exam for which they hadn’t 
crammed by taking advantage of the 
reliability of classroom assessments. At 
least, that was how it seemed before the 
results were published.

Days after receiving their grades, 
crowds of students protested outside 
the Department of Education in cen-
tral London, claiming their results fell 
so short of expectations, they must be 
flawed. It was a similar situation for 
students around the world who were 
expecting to graduate from the Interna-
tional Baccalaureate course: many stu-
dents found their results differed mark-
edly from what they thought their body 
of coursework indicated.

One possible reason for the backlash 
was simply that teachers, parents, and 

pupils had overly optimistic opinions 
of their abilities that, under normal 
circumstances, would be tempered by 
exam results. Stripped of the element 
of chance inherent in testing, the re-
placement system seemed to need more 
convincing explanations of why expecta-
tions were not met.

“I think it is hard to think of any pro-
cess that would not suffer problems,” 
said Imperial College London professor 
of statistics Guy Nason.

One issue that U.K. politicians in 
particular wanted to address with the 
exam-replacement scheme devised by 
the nation’s education regulator Ofqual 
was one of grade inflation, or at least the 
perception of it. Since 1992, U.K. schools 
have had to publish their results for 
compilation into national league tables. 
Many parents use those tables to help 
choose where they try to send their chil-
dren. This was seen as providing a clear 
incentive for teachers to deliver optimis-
tic assessments.

France, which last year also opted 
for grading of coursework by teachers 
instead of independently marked exam 
papers, saw almost 96% of candidates 
obtain a pass for its form of the bacca-
laureate qualification. The pass rate was 
88% the previous year. This, in turn, led 
to universities in the country opening 
close to 10,000 additional places for the 
2020 intake.

Let the Algorithm Decide? 
Algorithms fail their first test to replace student exams.

Society  |  DOI:10.1145/3460216 	 Chris Edwards
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that the complexity of the system, which 
was accompanied by several hundred 
pages of description, makes it hard to 
identify the root cause of anomalies. 
The urgency of the situation brought 
on by the pandemic meant there was 
no time for testing, and Ofqual relied 
on statistical analysis that observers be-
lieve was flawed.

“It is possible to get a better under-
standing of uncertainty in these situ-
ations, but gathering and quantifying 
such evidence is expensive, time-con-
suming, and complex, and would, in 
particular, not have been possible in the 
time frame afforded by this year’s pan-
demic situation,” Nason said.

One apparent source of anomalies 
lies in a decision to try to match the 
distribution of grades from prior years 
on a school-by-school basis. That con-
trasts with what happens with con-
ventional exams: test scores for a par-
ticular subject are assigned to grade 
boundaries across the entire student 
base. In the U.K., teachers were told 
to rank the students in their classes 
in order of ability; the rank ordering 
would determine who was to have their 
grades adjusted in order to fit the aver-
age distribution of prior years.

The problem that emerged was that 
schools that had traditionally seen large 
numbers of poor performers with may-
be just a few high-fliers in a given year, 
encountered large downgrades for those 
who were unlucky in their ranking. Na-
son said such rankings have been shown 
to be subject to high degrees of uncer-
tainty and subjectivity.

Confusion as to how appeals would 
be dealt with further dented confidence 
in the approach taken by the U.K. regu-
lator. Helen Smith, a post-graduate re-
searcher working on the use of artificial 
intelligence in decision-making at the 
University of Bristol’s Center for Ethics 
in Medicine, claims the process present-
ed by Ofqual contravened the U.K. gov-
ernment’s own guidance on algorith-
mic decision-making: that unexpected 
results, and not just those due to bias, 
should be subject to appeal.

Ofqual’s senior executives later ar-
gued in a hearing held by members of 
Parliament that they expected the ap-
peals process did allow for unexpected 
results, and not just those who could 
claim evidence of bias. However, they 
said they anticipated the complaints to 

come from schools, rather than from 
students or parents directly. Daan Kolk-
man, a research fellow in computational 
sociology at the Eindhoven University of 
Technology in the Netherlands, noted, 
“Although there was a procedure for re-
dress, it was unclear to many how to ap-
peal their grade.”

As the complaints built up, a deci-
sion was made in the U.K. in the early 
autumn to reverse the regrading process 
and use the unmoderated assessments 
to award grades. This resulted in a large 
reduction in complaints, as many of the 
students who risked being denied uni-
versity places were able to take up those 
places. The IBO came to a similar deci-
sion for its qualifications.

In the wake of those reverses of pol-
icy, Ed Humpherson, director-general 
of regulation at the U.K.’s Office for Sta-
tistics Regulation (OSR), announced a 
review of the procedures used by Ofqual. 
“The resulting negative backlash, spe-
cifically on the role that algorithms 
played, threatens to undermine public 
confidence in statistical models more 
broadly,” he said.

A case like this presents opportuni-
ties for governments to learn how to cre-
ate better processes for algorithms that 
are used to support decisions affecting 
individuals. Kolkman argued there is, 
in general, a clear role for an algorithm 
watchdog that can prevent data from 
being used in a way that is difficult to 
justify. For example, though rank order-
ing was relatively easy to collect, its high 
level of uncertainty should probably 
have led to it being replaced by another, 
though possibly more expensive to col-
lect, statistic.

“It may be tempting for algorithm de-
velopers to work with the data at hand, 
not the data that is most suited for the 
purpose of their analysis. This does not 
necessarily present a problem, if the lim-
itations of the analysis are well-enough 
understood. I feel the problem does not 
necessarily lie with the algorithms we 
use, but with our lack of robust qual-
ity assurance and clear redress proce-
dures,” Kolkman said.

The need to test algorithms before 
deployment was one tackled before the 
COVID pandemic hit by Sir David Spie-
gelhalter, chairman of the University 
of Cambridge’s Winton Center of Risk 
and Evidence Communications. He 
would later join the OSR’s panel inves-

tigating Ofqual’s decisions. In a paper 
published early last year, Spiegelhalter 
proposed borrowing auditing tech-
niques from the pharmaceutical world 
that would put big-data algorithms into 
trials before they could be approved. 
Kolkman said the pharmaceutical-trials 
model would likely be too onerous for 
all systems, while other areas, such as 
food safety, might provide models for 
less-impactful algorithms.

Kolkman takes the view that algorith-
mic analysis should be conducted not 
just by subject-matter experts, but by 
laypeople as well, in order to ensure the 
decisions being made by the systems are 
as comprehensible as possible. Some-
times the question is bigger than which 
algorithm provides the best replace-
ment for an existing system that may it-
self be flawed.

Rebecca Cairns of the Deakin School 
of Education in Australia points to the 
work by Kings College London on the 
value of teacher assessment versus ex-
ams. She and others see the post-pan-
demic environment as an opportunity 
to take the time to re-examine how the 
evaluation of students’ work should take 
place, and the kinds of data needed to 
deliver it. However, it may take more up-
heaval, such as another year of canceled 
exams, before that debate begins.	
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weather, power outages, and pandem-
ics). Education is also a vital consider-
ation, especially in the ability of voters 
to cope with changing conditions, new 
instructions, politically biased report-
ing, and a host of other incidental or 
even disingenuous factors.

As technologists, we feel it is impor-
tant to assert that while recognizing the 
plethora of other potential risks that 
can affect election outcomes, a good 
starting place for reform must focus on 
the systems used to enable the casting, 
counting, and reporting of votes. Here, 
we highlight the fundamental impor-
tance of incorporating transparency 
and trust methods from other confi-
dence-building processes into these 
specialized computational systems, in-
cluding some novel approaches that 
have not previously been applied to 
elections. While we recognize much of 
this column is highly U.S.-centric, many 
of the issues raised also translate to 
election concerns around the globe.

Hack the Vote
For the last four decades, computer 
scientists have been among the most 

D
E SPITE  OR PERHAPS because 
of COVID-19 health con-
cerns, a record 155 million 
ballots were cast for Presi-
dent in the 2020 general 

election, with both the winner and run-
ner-up each individually getting more 
votes than any candidate in U.S. histo-
ry. Yet, according to post-election poll-
ing,11 only two in three voters felt confi-
dent the election was free and fair. 
Even the voter-verified paper ballot9 for 
direct-recording electronic voting ma-
chines (which enables hand-counting 
via an audit or 100% tally) does not in 
and of itself create sufficient credibility 
in the election results.

Trustworthiness in elections is in-
herently a total-system problem (as 
considered more generally2). Every part 
of the overall process (for example, vot-
er registration, ballot layouts, casting 
and counting, audits, and recounts) 
provides potential points of compro-
mise. Problems may result from hu-
man errors, intentional manipulations 
(such as ballot tampering, creative dis-
information, and insider fraud), imbal-
anced redistricting (for example, local 

and state gerrymandering), Electoral 
College issues, unlimited funding and 
targeted advertising (for example, Citi-
zens United, Cambridge Analytica), de-
lays at the polls due to malfunctioning 
equipment, and even the effects of en-
vironmental conditions (such as 

Inside Risks 
The Risks of Election 
Believability (or Lack Thereof) 
With 90% of the 2020 U.S. general election ballot contents  
verifiable by paper, why do only 65% of voters trust the results?

DOI:10.1145/3461464	 Rebecca T. Mercuri and Peter G. Neumann

For the last  
four decades, 
computer scientists 
have been among 
the most outspoken 
advocates for 
trustworthiness, 
security, and 
reliability in  
election systems.
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are operating in accordance with what-
ever guidelines the state has decided to 
impose for each particular election is a 
daunting logistical task.

After the 2000 election, the IEEE 
(well-respected for its 802.11 family of 
communications standards) launched 
a project intended to establish a perfor-
mance standard for the evaluation of 
voting equipment (P1583). Unfortu-
nately, the multiple-year effort bogged 
down when “attempts to insert ade-
quate security into the standard [were] 
thwarted by vendors attempting to pro-
tect legacy systems, software, and pro-
prietary trade-secret products that pro-
duce no independent method for 
auditing the election.”12 These issues 
(and others related to Mean Time Be-
tween Failures, accuracy thresholds, 
and COTS) were vigorously argued be-
tween election integrity advocates and 
system vendors, eventually leading to 
an unresolvable stalemate—resulting 
in the non-issuance of the draft as an ac-
cepted IEEE standard.

The EAC’s VVSG 1.0 (2005), 2.0 
(2015) and 2.1 (2021) each pertain to 
new products; no guidance is provided 

outspoken advocates for trustworthiness, 
security, and reliability in election sys-
tems.” Early conferences, such as those 
sponsored by the Electronic Frontier 
Foundation and Computer Professionals 
for Social Responsibility, provided oppor-
tunities for discussion of election issues 
and potential solutions. Peter Neumann’s 
ACM Risks Forum has logged several 
hundred reports of election and voting-
related human and computer errors, evi-
dent fraud, and other problems, from the 
1980s to date. Additionally, 11 previous 
Communications Inside Risks columns 
have been devoted specifically to this top-
ic, with several other articles pointing out 
relevance to election integrity.

One of the earliest researchers to raise 
serious concerns related to hacking was 
Roy Saltman. His 1988 treatise14 for the 
National Bureau of Standards (now 
NIST) was cited frequently in testimo-
nies about the Florida 2000 presidential 
election. Since 1975, Saltman’s position 
has been that reduced public confidence 
in the election process can be related to 
the lack of assurances that software 
modifications have not occurred, as 
well as to the vulnerabilities inherent in 

commercial-off-the-shelf (COTS) prod-
ucts used in voting systems. These and 
many other issues he had flagged contin-
ue to fail to be sufficiently addressed by 
the Voluntary Voting System Guidelines 
(VVSG) established by the U.S. Election 
Assistance Commission (EAC). Actually, 
the Federal Voting System Guidelines 
are not mandatory, and are not applied 
nationwide—due to the U.S. Constitu-
tion’s preservation of states’ rights.

Some states may leave the choice of 
voting method and system up to their 
counties. Even within a single county, 
the voting and tabulation systems may 
differ—depending on whether the bal-
lot is cast or counted at a polling loca-
tion, at a voting center, at the election 
office, or via in-person or remote acces-
sibility. Thus, there is a total lack of uni-
formity among the states and also within 
many states. For example, the November 
2020 election in California used 21 dif-
ferent voting systems or versions from 
seven different vendors: seven products 
from Dominion, five from ES&S, five 
from Hart, and one each from Democ-
racy Live, Interactive, Runbeck, and 
VSAP.15 Ensuring all of these systems 
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be properly secured (for example, it 
may sit at voting locations for days be-
fore being transported to warehouse 
facilities that may also be insecure); 
and while there may be methods in 
place for performing recounts, there is 
a complete lack of specified proce-
dures and protocols for conducting a 
thorough forensic review of any aspects 
of elections. In fact, critical features of 
such examinations are typically pro-
hibited by restrictive trade-secret 
agreements forced on the municipali-
ties by the election equipment vendors.

There is the general assumption that 
election administrators are unbiased, 
and that the voting and vote-counting 
processes have been honest. Most do 
abide by the rules of the offices in which 
they serve, but notably, some do not. 
Still, all are given powers that, unlike in 
a legal trial, enable them to prevent (in-
tentionally or by invocation of laws and 
procedures) a full triage of the equip-
ment, software, ballots, and other evi-
dence by the forensic examiners for any 
or all candidates in the election (wheth-
er winners or losers). This was illustrat-
ed in Georgia’s 2020 election, due to the 
need to prepare the voting equipment 
quickly to allow early voting for the 
state’s run-off Senate races. Such prepa-
rations would necessarily reset the 
equipment, which eliminates the possi-
bility of a forensic investigation. Imag-
ine a murder scene where no one is al-
lowed to examine the dead body, while 
the murderer has access to the evidence 
and is allowed to eradicate all traces of 
it—before the forensic examiners ar-
rive. That is the situation we have been 
confronting in election investigations, 
and it must change.

Voting System Testing
In addition to maintaining the VVSG, 
the EAC also arranges for certification 
and testing (paid for by the equipment 
vendors and with results shielded by 
trade secrecy) for a small number of 
sample machines of each version and 
style, intended to provide an assurance 
of compliance with the guidelines. 
Analogously, one would not inspect a 
few vehicles for emissions and then 
provide a pass for all others of the same 
model and type, but this is what is done 
with election equipment. Lacking in-
dividual acceptance testing for each 
voting system, there is no way to know 

as to obsolescence or with respect to 
vulnerabilities later discovered in sys-
tems previously certified. Older sys-
tems are grandfathered and continue 
to be used. Also, due to the length of 
time needed to update and recertify 
voting systems under the new VVSG, 
purchases of election equipment dur-
ing 2021, 2022, and likely even into 
2023, will have been designed under 
the prior guidelines, and will not ade-
quately address more recent concerns. 
Communities should be advised to 
wait until VVSG 2.1-certified products 
become available.

As an example of such built-in obso-
lescence, in the early and mid-2000s 
(despite strong efforts by knowledge-
able citizens to educate county and state 
officials about the dangers of paperless 
electronic voting systems), most New 
Jersey counties replaced their legacy le-
ver machines with AVC Advantage DREs 
that were certified only to the then-ob-
solete FEC 1990 standards. Anomalous 
situations were reported early on, with 
observations of vote flipping, where a 
press for one candidate selects another 
instead. In the Super Tuesday Presi-
dential Primary of February 2008, some 
37 voting machines in eight New Jersey 
counties showed the Republican can-
didates to have received more votes 
than the number of voters who had 
signed in at the polls. This tabulation 
error was eventually attributed to a 
software bug. Andrew Appel demon-
strated in open court that he could 
pick the lock on these machines, re-
place the ROM containing the soft-
ware, and relock the door in less than 
seven minutes.1 To date, most of New 
Jersey continues to use these vulnerable 
and unauditable systems.

DEFCON25, held in 2017, featured 
the first-ever Voting Machine Hacking 
Village “to highlight cyber-vulnerabili-
ties in U.S. election infrastructure—in-
cluding voting machines, voter regis-
tration databases, and election office 
networks.”3 Lessons learned indicated: 
the systems could be hacked even with 
limited time, information, and re-
sources; foreign-made parts introduce 
supply-chain concerns; the exercise 
was not merely a stunt, and demon-
strated that a diverse community of 
stakeholders should be engaged; and 
“affirmed what election security advo-
cates have been arguing for years: 

There is urgent need for election offi-
cials to implement measures to secure 
U.S. election infrastructure.”

The 2018 and 2019 DEFCON Voting 
Villages continued to report similar vul-
nerabilities, also finding that equip-
ment was sometimes shipped with se-
curity features turned off, previously 
studied equipment showed new vulner-
abilities, ballot-marking devices posed 
new systemic risks, remote attacks were 
possible even with air-gapped equip-
ment, some hacks could occur in two 
minutes (less than the time it takes to 
vote), and earlier hacked equipment 
models were not remediated by their 
vendors, even though they had been in-
formed about the known risks.

Election Forensics
Forensics is the process by which evi-
dence is examined and described for 
presentation in a legal setting (for ex-
ample, at a trial, hearing, or mediation), 
in order to allow for adjudication or res-
olution of a dispute. Some key aspects 
of forensics include these: each side is 
allowed independent access to the evi-
dence; the evidence has been preserved 
in a traceable and pristine fashion; and 
the forensic review occurs using stan-
dardized tools and approaches that can 
be replicated.

What is immediately evident in 
comparing forensics to elections is 
this: typically, only the losing candi-
dates are permitted to challenge the 
results, and often they are not given an 
opportunity to directly examine the evi-
dence; some of the evidence may not 

One would not 
inspect a few vehicles 
for emissions  
and then provide  
a pass for all others 
of the same model 
and type, but this is 
what is done with 
election equipment.
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candidates. If there’s a wide difference, 
counting can stop sooner. Actually, the 
formula that determines when to stop 
counting is fairly sophisticated,13 such 
that most election officials (beyond a 
rare few with deep knowledge of statis-
tics and probability) would not be able 
to conduct an RLA without computer as-
sistance. So, while the method may 
seem to be transparent, the calculations 
and their correctness are not necessari-
ly obvious or comprehensible.

Some have suggested referring to the 
RLA as a Recount-Limiting Audit, since 
a primary intention of this method is to 
speed up validation of the election re-
sults by preventing full recounts. In ad-
dition, since the number of ballots to 
audit is determined by the initially com-
puter-generated vote tallies (which have 
not yet been certified), there is a believ-
ability problem with regard to whether 
the RLA will be sufficient to reveal ballot 
tabulation anomalies.

Another issue is that since the selec-
tion of ballots to hand-count can be based 
on precinct groups, RLA is inherently bet-
ter at detecting localized problems (such 
as with a particular voting machine or 
scanner) than it is with dispersed issues 
(a few votes added or subtracted here and 
there). Localized problems are usually 
more immediately evident in the vote tal-
lies anyway. Dispersed problems are 
harder to detect, and are also less likely to 
be caught via RLAs. For example, major 
cities often show consistent voting pat-
terns for particular party candidates in 
large numbers, year after year. A hacker 
might siphon off some votes from the 
winning candidate in these cities, adding 
them to the runner-up, or even to a third-
party candidate, without detection. This 
would not affect the outcome of local rac-
es, but could be sufficient to alter the re-
sults of statewide races (such as for presi-
dent, senator, and governor) without 
detection. Note that audit discrepancies 
may provide little or no clues as to how 
the tally anomalies occurred, so a foren-
sic review of the voting systems should be 
(but typically is not) performed.

Given these flaws and concerns for 
audits, and including the time that it 
takes to conduct them, a better alterna-
tive might be to publicly count paper 
ballots on election night (as is done in 
the U.K. and Canada). These proceed-
ings should be live-streamed and re-
corded for later scrutiny. One-of-N races 

whether the procured units all actually 
conform to the VVSG.

The only U.S. state that ever claimed 
to perform such scrutiny was Georgia, 
which for many years had contracted 
with Kennesaw State University’s Cen-
ter for Election Systems to provide ser-
vices that involved checking each voting 
system on procurement, before delivery 
to the counties. This contract was termi-
nated by Secretary of State Brian Kemp 
in October 2017, following an investiga-
tion that shockingly revealed that criti-
cal vulnerabilities to the systems were 
known by the Center to have existed 
prior to the 2016 general election.5 This 
information was never properly report-
ed, and the evidence was deliberately 
deleted—leaving the accuracy of the 
election results in doubt.

With such a diversity of complex sys-
tems, amplified by the necessity of cor-
rect recognition of hundreds of differ-
ent ballot layouts with thousands of 
candidates, it is difficult—indeed im-
practical—for state and county officials 
to fully verify that proper functionality 
existed before, during, and after each 
election. Instead, they typically rely on 
the use of sample ballot sets during pre-
election setup. But it has been demon-
strated that sample ballots could act to 
circumvent or even install malware in 
vulnerable systems. Nor are officials 
typically provided with the in-depth 
knowledge needed to establish believ-
ability that these products are in com-
pliance with the state’s voting system 
standards. On the other hand, those 
states with a single type of voting sys-
tem, or products from only one manu-
facturer, may produce a monoculture 
risk such that an attack could potential-
ly affect their entire election’s results.

In recent flurries of legislation, we 
are now seeing that states can and do es-
tablish their own rules for how elections 
are conducted. Variations may include 
the dates and times for voting, the man-
ner in which ballots are laid out (some 
states use the party of the current gover-
nor to determine which candidates ap-
pear first—above or to the left of others), 
the types of voting equipment that will 
be used, absentee and mail-in ballot 
rules, and so on. One complex problem 
is that there has been no reconciliation 
of the various state laws pertaining to 
what ballot mark (X, dot, check, circle, 
arrow, and so forth) constitutes a legal 

vote, so many voting systems fail to rec-
ognize legally valid ballot choices. This 
can be remediated with hand counting 
of the full set of ballots (as long as the 
people doing the counting have been 
properly instructed), but this is custom-
arily not performed. Partial audits may 
not pick up enough of these misreport-
ed votes to make a difference in the elec-
tion outcome.

Audits vs. Recounts
Some states (including Florida, Geor-
gia, and Michigan) have instituted poli-
cies and laws that actually prohibit the 
hand counting of paper ballots and al-
low only rescanning. Many other states 
prescribe only a partial statistical audit. 
The only reason that Georgia was able 
to conduct a 100% manual recount (in 
violation of its state law) for the 2020 
presidential race was that wording in 
the state’s Risk-Limiting Audit (RLA) 
legislation allowed for such, if the dis-
parity between the candidates was close 
enough that nearly a full count would 
have had to be performed for results to 
be above the threshold for sufficient as-
surance of correctness. Had Georgia’s 
law been worded differently, a tedious 
process of randomization for ballot se-
lection would have had to occur, pos-
sibly not providing results in the time 
needed to certify the election, and with 
less believability than the multiple full 
counts that actually were performed 
throughout the state.

As of 2017, approximately half of the 
U.S. states required some form of post-
election audit, typically only of 1% of the 
ballots cast. The RLA method has been 
gaining in popularity, because the num-
ber of ballots counted depends on the 
margin of votes between the leading 

One of the myths  
of having trustworthy 
computer systems 
for elections is that 
everything depends 
only on the quality  
of the software.
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election challenges and recounts, and 
could not be physically examined. Some 
vote counting was still ongoing. Abso-
lutely none of the 10 people on the CISA 
Joint Statement, or the 59 people on the 
computer scientists’ letter, had per-
formed any post-election forensics or 
triage that would support these conclu-
sions. In fact, many of the scientists (in-
cluding Andrew Appel, Richard DeMi-
llo, Alex Halderman, Harri Hursti, and 
Philip Stark) had, a few months prior to 
the November election, provided testi-
mony in a Georgia U.S. District Court 
matter on behalf of plaintiffs against 
Brad Raffensperger, et al., objecting to 
the use of the electronic Ballot Marking 
Devices on the grounds that they might 
not be sufficiently accurate and that the 
scanners may incorrectly report results.

The closing pages of U.S. District 
Judge Amy Totenberg’s ruling in that 
caseb included the following pertinent 
statements: “The stealth vote altera-
tion or operational interference risks 

b	 Totenberg, Honorable Amy, Opinion and Or-
der in Curling, et al. v. Raffensperger, et al., Civil 
Action No. 1:17-cf-2989-AT (Oct. 11, 2020); 
https://bit.ly/2QxtysN

(where a single candidate is selected by 
the voter out of N choices) are especially 
easy to perform using the bin-sort meth-
od well known to computer scientists.

CISA Oversight
For the 2020 election cycle, the U.S. Cy-
bersecurity and Infrastructure Security 
Agency (CISA) took a proactive role in try-
ing to thwart election disinformation via 
its cisa.gov/rumorcontrol website. The 
agency’s October 20 pre-election state-
ment asserted “We remain confident that 
no foreign cyber actor can change your 
vote, and we still believe that it would be 
incredibly difficult for them to change 
the outcome of an election at the national 
level.” Noted is that this seemingly posi-
tive press release does not encompass 
the full gamut of election shenanigans, 
including those that are capable of being 
performed by U.S. citizens.

Following the 2020 general election, on 
November 12th, CISA issued a 10-person 
joint statement that included leaders 
from the Election Assistance Commis-
sion, the National Association of Secretar-
ies of State, the National Association of 
State Election Directors, and numerous 
representatives from election service 

companies (Unisyn, Hart InterCivic, 
ES&S, ERIC, and DemocracyWorks). 
The statement included the assertion: 
There is no evidence that any voting sys-
tem deleted or lost votes, changed votes, or 
was in any way compromised.6

Four days later, Matt Blaze issued a 
letter signed by 59 computer scien-
tistsa (many of whom are well known to 
the election integrity community), 
which echoed the CISA joint statement 
asserting that, “To our collective 
knowledge, no credible evidence has 
been put forth that supports a conclu-
sion that the 2020 election outcome in 
any state has been altered through 
technical compromise.”

What is curious about both the CISA 
and joint computer scientists’ state-
ments is that they were premature. The 
secretaries of states would not be certi-
fying their election results for many 
weeks. Most of the nation’s voting sys-
tems were still on lockdown for pending 

a	 Scientists say no credible evidence of com-
puter fraud in the 2020 election outcome, 
but policymakers must work with experts to 
improve confidence (Nov. 16, 2020); https://
bit.ly/3mZeG2u
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tures, not even by the individuals and 
groups who have been complaining 
about the possibility of dead people 
voting (which turns out to be exceed-
ingly rare).

With the greater availability of non-
precinct voting comes the increased 
risk of vote selling or coercion. But it 
may also be the case that as people 
have become more willing to share per-
sonal details via social media, and as 
photographing and publishing things 
(such as your filled-out ballot) has also 
become commonplace, there may be 
less concern about the secrecy or priva-
cy of one’s voting choices. A major find-
ing of Rebecca Mercuri’s Ph.D. disser-
tation (partly synopsized in Mercuri10) 
established that “the need for anonym-
ity precludes the use of transaction log-
ging for providing access assurances” 
in direct-recording electronic voting 
systems. In other words, it is not possi-
ble in fully anonymous voting to en-
sure individuals (such as voters or pre-
cinct workers) have not tampered with 
the voting system during the election 
in order to alter the vote totals, without 
the availability of voter-verified paper 
ballots to use in performing a cross-
check. This is not just a theoretical 
speculation but rather is based on NP-
completeness proofs. 

With the elimination of full anonym-
ity (such as happens in a stock share-
holder election—one casts ballots that 
are tracked to the owner of particular 
shares)—the voter can be contacted to 
verify that they did cast their votes as re-
corded. Actually, the U.K. does use bal-
lot numbers to track votes, and under 
very constrained circumstances can re-
quire a voter to later validate that their 
ballot was cast as intended.

Various cryptographers have de-
vised methods for generating encrypt-
ed ballots. Some of these schemes (no-
tably Chaum’s4) enable the voter to 
decode their votes or track them in or-
der to confirm that not only was the 
ballot received for counting, but also 
that their vote choices have been en-
tered into the tallies correctly. Unfortu-
nately, as with Risk-Limiting Audits, 
these crypto algorithms are too com-
plex for most people to understand, 
which limits the believability of cor-
rectness of the implementing software 
(which may also be insecure) to an elite 
intelligent few. Some have considered 

posed by malware that can be effective-
ly invisible to detection, whether inten-
tionally seeded or not, are high once 
implanted, if equipment and software 
systems are not properly protected, 
implemented, and audited. ... Given 
the masking nature of malware and the 
current systems described here, if the 
State and Dominion simply stand by 
and say ‘we have never seen it’ the fu-
ture does not bode well.”

Not heeding this warning, the CISA 
and computer scientists’ statements 
effectively said “we have never seen it” 
without conducting any actual investi-
gation to determine if a cybersecurity 
breach affecting the election results 
had happened or not, in Georgia or 
anywhere else in the country. This is 
not reassuring to the voters. Far better 
to have said “we don’t know” or “we are 
investigating” than to prematurely is-
sue statements intended to convey that 
everything was copacetic.

Ironically, we should note that after 
the election concluded, it was later 
learned that CISA and other security-
related government agencies had been 
breached with the SolarWinds attack, 
suffering an as yet fully unknown ex-
tent of damages and loss of informa-
tion to foreign agents. This unprece-
dented hack remained undetected for 
about nine months, spanning the time 
of the 2020 election.

If those charged with protecting 
elections cannot defend their own as-
sets, their claims of “no compromise” 
of the election systems must be consid-
ered with a skeptical eye. On the other 
hand, research-based claims that vot-
ing systems and election results have 
been or could be compromised, may 
begin to be suppressed. This is now be-
ing put to the test by the defamation 
lawsuits seeking $4.3B in restitution by 
the voting system vendors Dominion 
and Smartmatic. Whether free speech 
and freedom of the press will prevail 
with regard to exposure of election se-
curity concerns is left to be seen.

Paper Ballots, Anonymity, 
and Cryptography
While much of the controversy in the 
2020 presidential election focused on 
absentee vs. mail-in ballots, structural-
ly these paper ballots are the same, and 
may even be identical to the scanned 
paper ballots used at the polling loca-

tions. Their differentiation is legal in 
nature—an absentee ballot is issued 
to a registered voter who has requested 
one because they will not be able to visit 
a polling place on Election Day (or dur-
ing early voting) for a legitimate reason. 
A mail-in ballot is one that is issued 
by the locality or state without having 
been specifically requested by the voter. 
In 2000, Oregon became the first state 
to eliminate precinct voting, replacing 
it with all mail-in ballots. More recent-
ly, and especially due to postal delays, 
local drop-boxes have become a con-
venient way of depositing absentee or 
mail-in ballots, but some states are now 
trying to roll back their use.

As for the paper ballots themselves, 
very little has evolved to make them 
more trustworthy over the past quarter-
century. By comparison, paper money 
and checks have changed dramatically 
during this time. One can obtain 
10,000 checks that have 20 security fea-
tures (including a foil hologram, pris-
matic multicolor background, micro-
printing, heat-sensitive icons, 
watermarks, invisible fluorescent fi-
bers, red/blue visible fibers, toner ad-
hesion, and chemical sensitivity) for a 
little less than 13 cents each. Still, the 
printing companies and voting system 
vendors have yet to implement any of 
these types of document authentica-
tion methods for paper ballots. Cer-
tainly the paper stock that contains the 
authentication would need to be strict-
ly inventoried and controlled, to pre-
vent spoofed ballots from being sub-
versively created. However, there has 
been no demand for such ballot fea-

Elections must be 
constructed and 
conducted such 
that everyone can, 
with extremely high 
confidence, rationally 
believe the results 
reflect the will  
of the voters.
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bility to independently demonstrate 
correctness proofs for themselves. 
In short, the risks of seeking election 
believability are that the cure can be 
worse than the disease. As computer 
scientists, we must bear responsibil-
ity for warning about election vulner-
abilities and proposing solutions, 
while also being careful not to make 
unfounded statements of assurance 
or promote voting and auditing meth-
ods that are incomprehensible by the 
preponderance of the electorate. 
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the use of blockchain as a voting meth-
od, but this would require extensive re-
liance on trustees and software to 
properly maintain the cryptographic 
records. Quantum voting has also been 
suggested, but this technology is not 
yet mature—and likely to be overkill. 
These techniques could someday show 
promise for elections but are not yet 
well-enough understood by the general 
public to ensure believable results.

Open Source Software and 
Open Architecture Hardware
One of the myths of having trustworthy 
computer systems for elections—and 
indeed for trustworthy applications in 
general—is that everything depends 
only on the quality of the software. 
This myth is finally being debunked by 
exploits that take direct advantage of 
already existing hardware risks. Exam-
ples include speculative execution vul-
nerabilities introduced by the Spectre 
exploits,7 and the Thunderclap vulner-
abilities8 whereby a USB-C stick could 
take over most systems with or without 
IOMMUs. Neither of those cases can be 
resolved only in software. In addition, 
hardware supply-chain compromises 
have long been a concern, most recent-
ly exemplified by the hacked water-
treatment facility in Florida.

Ideally, total-system hardware-soft-
ware architectures should be deployed 
to eliminate vulnerabilities as well as 
simplify the programming process that 
is presently riddled with potential flaws. 
An example of such an architecture is 
provided by the emerging Capability 
Hardware Enhanced (CHERI) RISC In-
structions hardware instruction-set ar-
chitecture and its operating systems.c 
Existing versions that could be used to 
develop voting systems include the 
open sourced CHERI-RISC-V hardware 
ISA and Arm’s prototype Morello board 
of the CHERI spec integrated into their 
Version 8 hardware, each with appropri-
ate open sourced software.

A combination of CHERI’s least-
privilege access controls, fine-grained 
and course-grained compartmental-
ization, with highly principled design, 

c	 See the CHERI website for published papers 
and reports, including the hardware instruc-
tion-set architecture report, the compartmen-
talization paper, the Thunderclap paper, and 
so on: https://bit.ly/2RNa5Fb

has the potential of dramatically in-
creasing the trustworthiness of the 
computer aspects of future elections. 
In addition, formal proofs that critical 
security properties are satisfied by the 
CHERI instruction-set architecture 
could further increase the believability 
of that claim.

Still, the admonition by Ken Thomp-
son in his classic 1984 ACM A.M. Turing 
Award Lecture—“Reflections on Trust-
ing Trust”—holds true today: “You can’t 
trust code that you did not totally create 
yourself. (Especially code from compa-
nies that employ people like me.)” In-
deed, many issues continue to persist 
(including some noted in this column) 
that can impact the believability of elec-
tion results from voting systems whose 
vendors deliberately prevent open soft-
ware and hardware reviews.

But neither COTS nor open source 
hardware and software are inherently 
immune to exploits. Consequently, 
election integrity must also involve pro-
tections against insider misuse, includ-
ing accountability in reliably recording 
all changes in hardware, software, data, 
and system configurations. This is a 
non-trivial problem that posting source 
code on GitHub cannot solve entirely. 
The very real possibility of exposure (via 
an open review) of a major flaw or 
breach shortly before, during, or after 
an election, stands to wreak havoc on 
the believability of the vote totals, but 
this risk is not reduced by refusing to 
make the code open to review.

Conclusion
Elections must be constructed and 
conducted such that everyone (all of 
the winning and losing candidates, 
as well as those who have supported 
them) can, with extremely high con-
fidence, rationally believe the results 
reflect the will of the voters. Technol-
ogy is only one part of the end-to-end 
voting process. Repeatability and 
transparency can provide critical as-
surances that enhance trust—but 
voter-verified paper ballots and open 
software and hardware do not ensure 
correctness if scrutiny is thwarted 
or lacking. Risk-Limiting Audits and 
cryptographic methods, while per-
haps mathematically sound, are not 
believable if the general public lacks 
the intellectual sophistication to un-
derstand how they work, or the capa-
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this is not the right way to solve the 
problem, and they are correct, but 
then purists have plenty of time to do 
the right thing, while the rest of us are 
trying to do the thing right.

Of course, the better way—and 
again you will need the source to do 
this—is to update the code to actually 
take a path argument or inquire after 
some sort of environment variable 
(MYLIBPATH) that can be used to 
point the software to the right place, 
no matter what version you want it to 
use. If you go this route, be sure to tell 
the developers you will send them the 
patch.

The higher-level point here is that 
one should never hardcode a version or 
a path inside the code itself. Code 
needs to be flexible so that it can be 
installed anywhere (the hardcoding of 
/usr/local is blatantly foolish and yet 
persists) and run anywhere so long as 
the necessary dependencies can be re-
solved, either at build time for statical-
ly compiled code or at runtime for  
interpreted code or code with dynami-
cally linked libraries. There are, as KV 
has just pointed out, current, good 
ways to get this right, so it is a shame so 
many people continue to get it wrong.

KV
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Dear KV,
Recently I have been trying to piece to-
gether a set of software packages that 
are supposedly intended to work together 
but seem very fragile. The main source 
of their fragility comes from how the de-
velopers “resolved” the dependencies 
between packages, libraries, and their 
own software. Their solution to making 
all the pieces work together was to en-
code the version of the library or pack-
age into the file system, as in, /opt/pkg-
v2.87/lib/.... As you might imagine, this 
causes no end of trouble for us consum-
ing this software when a library or pack-
age is upgraded. I have counted no few-
er than 30 locations where this was 
done. You cannot tell me that this is the 
right way to handle this particular prob-
lem, but these people are paid profes-
sionals, and we paid for their software. 
What would KV do?

Aversion to Versions

Dear Aversion,
The problems of dependency analysis 
and resolution—as well as versioning—
have been with us since the earliest 
days of the software library, and some 
of the solutions, such as SAT solvers for 
package systems, are clever and elegant 
and mostly work. Build dependencies 
are usually handled by systems such as 
automake and autoconf, which, so 
long as you never look inside them, are 
quite useful. If you look inside, you will 
not only see how the sausage is made 
so much as how the ingredients were 

processed and eventually spat back out 
as a makefile. All of which is to say that 
these problems are solved, and the so-
lutions are often complex and tortuous, 
but we all admire those who undertake 
to solve them.

Then there are those who, either 
through ignorance or stupidity, decide 
just to take a stab in the dark and solve 
the problem in their own, inimitable 
style. It is definitely these types you are 
dealing with today. I guess you could 
file a bug against the software and see 
if someone fixes it. But given the quali-
ty of what they have already given you, I 
think that is a long shot.

Since you have been able to count 
the number of these sins committed 
in software (and you number them at 
30), I am assuming you have some 
amount of the source code; perhaps it 
was even all delivered as source. One 
quick and very dirty solution is to use 
the inimitable sed (stream editor) pro-
grama to update the version numbers 
as necessary. A manual page can be 
found here, but I am sure Stack Ex-
change or some other cheater site will 
give you code to “swap version num-
bers throughout my code” or some 
such thing. Just slap the code into a 
repo somewhere, find the right incan-
tation of sed(1), sacrifice a live animal 
of your choice, and voilà, you will be 
able to update the versions to match 
the latest library. Purists will scream 

a	 See https://www.freebsd.org/cgi/man.cgi? 
query=sed&sektion=&n=1
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Code needs to run anywhere as long as  
the necessary dependencies can be resolved.
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combined ripples were a torrent etch-
ing an indelible mark on history.

Locality and Human Identities
The ideas of strong interactions with 
neighbors and loss of identity over 
time sound like locality in computing. 
Locality is the idea that, as a program 
executes, it confines its accesses to a 
small subset of its data for an extended 
period. In our professional work we do 
the same. For extended periods, we 
confine our interactions mainly to peo-
ple in our immediate teams or commu-
nities, a small subset of all the people 
we could possibly interact with. This 
restriction to local neighborhoods is 
the spatial aspect of locality.

O
N E  SUN D AY  MORNING  nearly 
three decades ago, my wife 
Dorothy and I were walking 
along the Potomac River in 
Washington, D.C. I was con-

sidering a job change and was con-
cerned about whether my new respon-
sibilities would divert me from my 
aspiration that my work “make a 
mark.” She asked what I meant by mak-
ing a mark. That meant, I confided, 
that people would long remember my 
contribution by name. She said that if 
that is my philosophy of life, I am likely 
to be disappointed. She explained her 
philosophy, in which she does not have 
that concern. She sees herself as a cell 
in the large body of humanity past, 
present, and future. Her life purpose is 
to be a good cell. She embraces every 
project with care and excellence—to do 
the best possible job. In this way she 
will contribute to the health of the 
whole and have impact on the whole. It 
is not her purpose that her name be at-
tached to anything she has contribut-
ed. When she is gone, her job is done 
and other cells will continue to serve 
the well-being of the whole. I asked her 
about the awards and recognitions she 
received for her work. She said she ap-
preciated the honors, but it was never 
her objective or interest to win awards 
or be recognized. This conversation 
forever altered my thinking about the 
contributions I could make.

Think about this. If each of us is do-
ing our job, being a good cell in the 
large body of all humanity, we keep our 

neighboring cells healthy and thereby 
contribute to the health of the whole. 
Our contribution flows through to the 
whole like a ripple in the river of hu-
manity. Over a period of time, the rip-
ple remains but any memory of me as 
the author is likely to disappear.

I could see her insight firsthand in 
my walks through the Arlington Ceme-
tery. In every direction, fading into the 
distance, are lines of headstones, each 
labeled simply with the name and 
dates of a soldier. With only a few ex-
ceptions, that is all we know about 
them any more. There would never be 
an answer to my question, “Who was 
that soldier?” Yet we know that collec-
tively they made our country safe. Their 

The Profession of IT  
Locality and 
Professional Life 
The locality principle extends beyond computer memories.  
It teaches us something about being human.
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V cies, which were restricted to deciding 
the contents of the fixed memory space 
allocated to each process, working set 
defined how to establish a dynamically 
varying multiprogramming partition 
and prevent it from thrashing.

By 1970, locality was accepted as a 
key determinant for good performance 
of virtual memory.  It was also—mistak-
enly—seen as an artifact how compilers 
arranged code and data on pages.

Over the next 40 years designs to take 
advantage of locality spread well beyond 
virtual memory. These included caches 
in CPUs, devices, and Internet; buffers 
between memory and I/O devices and 
networks; video cards; information en-
capsulation in program modules; ac-
counting and event logs; most recently 
used lists of applications; Web brows-
ers; search engines; video streaming; 
and edge caches in the Internet. Designs 
to harness locality are everywhere.1

Locality and Human Thinking
The success of locality prompted inves-
tigations into what might be causing 
locality to appear in program behavior. 
In 1976, Wayne Madison and Alan Bat-
son demonstrated that locality was 
measurable in source codes of pro-
grams. They and many others attribut-
ed this to the way we humans think 
about problem solving. Techniques 
such as iterative loops, divide and con-
quer, and modularity all generated lo-
cality behavior. Locality is a reflection 
of human thought.

The algorithm is another reflection 
of human thought, intended to cap-
ture a procedure so that it can be fol-
lowed by any other person or, in mod-
ern cases, by a computing machine. In 
2010 Yuri Gurevich published a report 
seeking to answer the question, “What 
is an algorithm?”3 He was trying to find 
the smallest set of essential assump-
tions that make a procedure an algo-
rithm. One of his findings was a 
bounded domain principle: an opera-
tion can only alter a finite, bounded 
region of the data structure. In other 
words, to qualify as an algorithm, a 
computational method must neces-
sarily obey a locality principle.

Because machines are also the prod-
uct of human thought, we might ask if 
there is a locality principle embedded 
into the design of computers. There is. 
Each component of a machine interacts 

Our contributions begin in our local 
networks (neighborhoods) and spread 
out like ripples across many local net-
works in the conversations people have 
with people in other networks. Over 
time, our identity as the origin of rip-
ples disappears. Only in rare cases does 
a name survive. This dying out of iden-
tity is the temporal aspect of locality.

In our profession, we are brought up 
with stories of great scientists, engi-
neers, and leaders who are held up as 
role models. We develop desires to 
leave our own mark, meaning that our 
contribution, like theirs, is remem-
bered with our name attached. The 
urge to have fame seems to have grown 
stronger in recent times as the Internet 
reveals how tiny each of us is compared 
to all of humanity. More people recoil 
from a sense of insignificance by track-
ing followers in Twitter, likes of their 
social media posts, or citations of their 
published papers. Achieving some sort 
of fame seems to be a way of demon-
strating that their life has had meaning 
and impact. Yet locality tells us that any 
memory with our name on it is likely to 
be ephemeral. Most of us have a profes-
sional concern to have an impact on 
the world. The locality principle offers 
some insights into how to do this.

To drive home the points about the 
similarities of the development and 
preservation of our identities I would 
like to review the idea of locality as it 
evolved in computer science.

Locality and Computer Memories
Locality grew up in computer science 
beginning in the middle 1960s. It is the 
idea that as a program computes, it 
confines its memory accesses to rela-
tively small localities—subsets of its 
data objects—for extended periods of 
time. We design operating systems to 
arrange the workspace so that the cur-
rent locality is accessible in nearby lo-
cal memory. Other items can be farther 
away. When this is done well, the oper-
ating system and all its processes will 
operate at peak efficiency.

Locality has two aspects, spatial and 
temporal. The spatial aspect is the lo-
calities themselves and possible con-
nections between them. The temporal 
aspect is that the actions within a local-
ity are good predictors of actions im-
mediately in the future and poor pre-
dictors of actions far in the future.

The first glimmers of locality were 
seen by OS engineers trying to figure 
out how to control virtual memory, 
which was introduced in 1962 by Tom 
Kilburn at University of Manchester. 
Virtual memory was seen as a tremen-
dous breakthrough because, by auto-
mating data transfers between main 
and secondary memory, it doubled or 
tripled programmer productivity, and 
it significantly reduced errors resulting 
from manually planning page moves. 
The paging algorithm was the virtual 
memory component that determined 
what pages to evict from main memory. 
Early virtual memory was hampered by 
poor performance, traceable to poor 
paging algorithms. The first careful sci-
entific study of paging algorithms was 
published by Les Belady of IBM in 
1966. It revealed that paging algo-
rithms that employed “use bits” to pro-
tect recently used pages from being 
evicted performed better than other al-
gorithms. The LRU (least recently used) 
algorithm emerged as the most robust 
and the most likely to give good perfor-
mance. Belady speculated that LRU 
worked because of a “locality princi-
ple”—programs were likely to reuse 
pages they had used in the recent past.

Contemporaneous with Belady I was 
studying how an operating system run-
ning a virtual memory ought to deter-
mine what pages to load—its working 
set. I had the insight that a program’s 
working set could be measured by ob-
serving which pages it used in the im-
mediate past. I defined the working set 
policy, which loaded process’ working 
sets and protected them from swap-
ping. Unlike the previous paging poli-

Locality teaches us 
that being human 
is to serve our 
communities and 
look for reward from 
our contribution 
rather than long-term 
recognition.
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comes greater when we mobilize our 
communities around it—they adopt its 
practice and become voices advocating 
it in new networks. This helps explain 
why individual names often disappear 
from contributions—they were actu-
ally done by communities.

Locality teaches us that being hu-
man is to serve our communities and 
look for reward from our contribution 
rather than from long-term recogni-
tion. Instead of thinking we are the 
serfs of technologies that drive our 
conditions, consider that technolo-
gies can enable us to take care of our 
community’s well being and to learn 
more about the human condition. The 
idea that technology reveals and en-
ables the human condition is not the 
current common sense, although it 
was a commonly held view in previous 
eras. Perhaps the fears that computers 
will take away our humanity are over-
blown. Perhaps our pursuit of more ef-
fective human-centered computing—
for example with data science, 
machine learning, and AI—will help 
us to become more fully human.

We do our best when we focus on 
what we can do together in our neigh-
borhoods. If we are concerned about 
credit and recognition of our work 
propagating through the human net-
work, we are chasing the chimera. Our 
human identities are mostly local. We 
have no control over what happens 
at large distances (in space and time) 
from where we are in the human net-
work. Locality empowers our neighbor-
hoods. The ripples we create with our 
neighbors will likely travel far, but our 
names will not. And that is how we ful-
fill our purpose.	
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locally with a few other components by 
receiving inputs and generating out-
puts. This enables components to be 
very fast because they can fire without 
waiting for signals from distant compo-
nents to propagate through the circuit. 
This unleashes the amazing speeds that 
enable computers to do many tasks hu-
mans cannot. The locality principle en-
ables computing machines to be fast. It 
also deprives machines of the human 
capability to sense context. The brain 
with its many intricate folds can bring 
into physical proximity neurons that are 
neuronally distant from each other. 
This may be a structural reason why the 
brain can recognize context but our 
computing machines cannot.

Not only does locality reflect human 
thought, it shapes human thought. 
Consider the brain’s working memory, 
which holds memories of recent 
events. To be recalled later, short term 
memories must be moved to the lon-
ger-term memory areas of the brain. 
Working memory is like a computer 
cache. This structure explains why 
multitasking is difficult for many peo-
ple and inhibits their productivity. To 
switch to a new task, you need to purge 
the local working memory of the old 
task and load it for the new.2,4 This con-
text-switch takes time and introduces 
errors when fragments of short-term 
memories are lost in the process. As in 
a computer, too much context switch-
ing causes performance loss because 
the cache must be purged and reload-
ed. If the demand for context switches 
is too high compared to your brain’s 
capacity, your brain can thrash like a 
computer. You experience this as a 
state of overwhelm, in which your ca-
pacity can be greatly diminished.

Thus it seems that locality is bed-
rock for everything we know and think 
about computation. We cannot have 
algorithms without it. We cannot man-
age memory well without it. We do not 
multitask well because of it.

Conclusion
Give the limitations on our brains and 
interactions with other people, how 
can we make a difference? Start with 
our neighbors in our communities. We 
do not accomplish anything alone. A 
contribution spreads in the conversa-
tions, stories, and practices we share 
with each other. A contribution be-
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the Laws of Thermodynamics. For 
near-equilibrium systems (see the 
sidebar) these ideas are well known 
and have been used extensively in the 
analysis of computational efficiency 
and in machine learning techniques.

Since the time of Carnot and Bab-
bage in the early 19th century, the 
fields of computation and thermody-
namics have co-evolved with seminal 
contributions from Maxwell, 
Boltzmann, Gibbs, von Neumann, 
Turing, Shannon and many others. 

C
L A S S I C A L  C O M P U T I N G  U S I N G 

digital symbols—equivalent 
to a Turing Machine—is 
reaching its limits. It is un-
deniable that computing’s 

historic exponential performance in-
creases have improved the human 
condition. Yet such increases are a 
thing of the past due in large part to 
the constraints of physics and how to-
day’s systems are constructed. Hard-
ware device designers struggle to 
eliminate the effects of nanometer-
scale thermodynamic fluctuations, 
and the soaring cost of fabrication 
plants has eliminated all but a few 
companies as a source of future chips. 
Software developers’ ability to imag-
ine and program effective computa-
tional abstractions and implementa-
tions are clearly challenged in 
complex domains like economic sys-
tems, ecological systems, medicine, 
social systems, warfare, and autono-
mous vehicles. Machine learning 
techniques, such as deep neural net-
works, can help but their capabilities 
are limited and they are implemented 
on top of the digital hardware with 
the aforementioned challenges.

Yet, even as we encounter these 
limits, we recognize that living sys-
tems evolve energy-efficient, univer-
sal, self-healing, and complex compu-
tational capabilities that dramatically 
transcend our current technologies. 
Animals, plants, bacteria, and pro-
teins solve problems by spontaneous-
ly finding energy-efficient configura-

tions that enable them to thrive in 
complex, resource-constrained envi-
ronments. For example, proteins fold 
naturally into a low-energy state in 
response to their environment.a In 
fact, all matter evolves toward low-
energy configurations in accord with 

a	 Even this relatively simple system is still too 
compute intensive to model effectively on our 
most powerful supercomputers—what costs 
nature a few electronvolts currently costs a few 
terajoules on a supercomputer.

Viewpoint  
A Vision to Compute Like 
Nature: Thermodynamically 
Advocating a new, physically grounded, computational paradigm centered on thermodynamics  
and an emerging understanding of using thermodynamics to solve problems. 
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novel TC hardware. The convention-
al computer is a “host” through 
which users can access the TC and 
define a problem for the TC to solve. 
The TC, on the other hand, is an 
open thermodynamic system direct-
ly connected to real-world input po-
tentials (for example, voltages), 
which drive the adaptation of its in-
ternal organization via the transport 
of charge through it to relieve those 
potentials. Qualitatively, better or 
poorer organization results in small-
er or larger internal dissipation and 
fluctuation, which drives the net-
work to stabilize existing configura-
tions or sample new ones. The TC it-
self may comprise, for example, a 
networkb of “cores” and connections 
that spontaneously and collectively 
adapt to achieve low energy network 
states/high charge transport effi-
ciency in response to changing ex-
ternal potentials.

What problems can these systems 
solve? We see TC as particularly well-
suited for searching complex energy 
landscapes that leverage both rapid 
device fluctuations and the ability to 
search a large space in parallel, and 
addressing NP-complete combinato-
rial optimization problems or sam-
pling many-variable probability dis-
tributions. For example, Borders et 
al.1 have shown the ability to solve op-
timization problems such as integer 
factorization using a network of sto-
chastic binary neurons constructed 
from thermally fluctuating nanoscale 
magnetic tunnel junctions config-
ured as stochastic bits. Thermody-
namic computing systems make such 
ideas both more general and more ac-
cessible, giving a TCS user the ability 
to easily define optimization prob-
lems that receive feedback not only 
from their programmed constraints, 
but also from direct interaction with 
an external environment.

To put this vision in a larger con-
text, Figure 2 divides computing into 
domains according to their relation-
ship to fluctuation scales. Spatial and 
temporal fluctuation scales are esti-

b	 Among existing computing systems, TC is 
perhaps most similar to neuromorphic com-
puting, except that it replaces rule-driven ad-
aptation and neuro-biological emulation with 
thermo-physical evolution.

Lately, we see this trend continuing 
as our understanding of thermody-
namics expands to include non-equi-
librium systems. For example, a new 
generation of “fluctuation theorems” 
(for example, Jarzynski,7 Crooks3) sug-
gests a path toward a computing tech-
nology grounded in an understanding 
of open, non-equilibrium systems. To 
continue technological progress—
and acquire its corresponding social 
and economic benefits—we advocate 
a new, physically grounded, computa-

tional paradigm centered on thermo-
dynamics and an emerging under-
standing of using thermodynamics to 
solve problems that we call “Thermo-
dynamic Computing” or TC. Like 
quantum computers, TCs are distin-
guished by their ability to employ the 
underlying physics of the computing 
substrate to accomplish a task.

As illustrated in Figure 1, we envi-
sion a thermodynamic computing 
system (TCS) as a combination of a 
conventional computing system and 

Figure 1. Conceptual schematic for a Thermodynamic Computing system. 

The top half of the figure represents a conventional computing system that “hosts” the TC. The host 
computer is entirely prescribed by humans, who are its interface to the real world. The TC, illustrated 
in the lower half of the figure, has independent interfaces to raw potential in its environment and 
complex, multiscale, recurrent adaptive internal evolution that communicate and connect environmen-
tal potentials. Humans can direct the evolution of TCs by programming constraints that influence the 
connections to the environment and the evolution of the system. The TC can also provide feedback to 
the conventional computing system; for example, it may evolve a representation of its environment 
that can be used as input. The thermal reservoir plays an active role in the evolution of the TC by 
providing fluctuations.
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	˲ Developing nearer-term hybrid 
computer systems with both classical 
and thermodynamically-augmented 
components—for example, thermo-
dynamic “bits,” “neurons,” “synaps-
es,” “gates,” and “noise generators”—
and evolving these systems toward 
greater TC exploitation.

	˲ Creating systems using complex 
thermodynamics networks wherein 
a classical computing system pro-
vides an interface to and scaffolding 
for mesoscale assemblies of inter-
acting, self-organizing components 
exhibiting complex dynamics and 
multiscale, continuously evolving 
structure, either at room temperature 
or—if quantum effects are key—at 
very low temperature (milli-Kelvin).

At least initially, we expect that TC 
will enable new computing opportu-
nities rather than replace Classical  
Computing at what Classical Com-
puting does well (enough), following 
the disruption path articulated by 
Christensen.2 These new opportuni-
ties will likely enable orders of mag-
nitude more energy efficiency and the 
ability to self-organize across scales 
as an intrinsic part of their operation. 
These may include self-organizing 
neuromorphic systems and the simu-
lation of complex physical or biologi-
cal domains, but the history of tech-
nology shows that compelling new 
applications often emerge after the 
technology is available.

As TCs will co-exist with classical 
computing, future research will devel-

mated in terms of thermal energy (kT, 
that is, Boltzmann constant times 
temperature) and corresponding 
electronic quantum coherence times 
and lengths. We divide the comput-
ing paradigm into three qualitatively 
different domains that we label as 
“Classical,” “Thermodynamic,” and 
“Quantum.” In the Classical domain, 
fluctuations are small compared to 
the smallest devices in a computing 
system (for example, transistors, 
gates, memory elements), thereby 
separating the scales of “computa-
tion” and “fluctuation” and enabling 
abstractions such as device state and 
the mechanization of state transfor-
mation that underpin the current 
computing paradigm. In the Quan-
tum domain, fluctuations in space 
and time are large compared to the 
computing system. While the Classi-
cal domain avoids fluctuations by “av-
eraging them away,” the Quantum do-
main avoids them by “freezing them 
out.” In the Thermodynamic domain, 
fluctuations in space and time are 
comparable to the scale of the com-
puting system and its devices. This is 
the domain of non-equilibrium, me-
soscale thermodynamics, cellular op-
erations, neuronal plasticity, genetic 
evolution, and so forth—that is, it is 
the domain of self-organization and 
the evolution of life. This is the do-
main that we need to understand in 
order to build technologies that oper-
ate near the thermodynamic limits of 
efficiency and spontaneously self-or-
ganize, but paradoxically it is also the 
domain that we assiduously avoid in 
our current classical and quantum 
computing efforts.

We note that the idea of using the 
physics of self-organizing electronic or 
ionic devices to solve computational 
problems has shown dramatic prog-
ress in recent years. For example, net-
works of oscillators built from devices 
exhibiting metal-insulator transitions 
have been shown to solve computa-
tional problems in the NP-hard class.9 
Memristive devices have internal state 
dynamics driven by complex electron-
ic, ionic, and thermodynamic consid-
erations,4 which, when integrated into 
networks, result in large-scale complex 
dynamics that can be employed in ap-
plications such as reservoir comput-
ing.10 Other systems of memristive de-

vices have been shown to implement 
computational models such as Hop-
field networks8 and to build neural net-
works capable of unsupervised learn-
ing. Today we see opportunity to couple 
these recent experimental results11 
with the new theories of non-equilibri-
um systems through both existing (for 
example, Boltzmann Machines5) and 
newer (for example, Thermodynamic 
Neural Network6) model systems. Giv-
en these experimental, theoretical, and 
modeling components, we envision a 
roadmap for developing TCs with three 
complementary foci:

	˲ Using classical computing to 
model and simulate potential TC ad-
vances and, conversely, focusing the 
lens of TC back on classical systems 
in order to improve them. 

The idea of using 
the physics of self-
organizing electronic 
or ionic devices to 
solve computational 
problems has shown 
dramatic progress  
in recent years.

Equilibrium thermodynamics is the study of matter and/or energy transfer in 
systems as they pass from one state of thermodynamic equilibrium to another, where 
“thermodynamic equilibrium” indicates a state with no unbalanced potentials, or 
driving forces, between macroscopically distinct parts of the system. An important goal 
of equilibrium thermodynamics is to determine how the equilibrium state of a given 
system changes as its surroundings change.

Laws of Thermodynamics:
	˲ Zeroth Law—If two systems are each in thermal equilibrium with a third, then they 

are in thermal equilibrium with each other (or ‘there is a game’);
	˲ First Law—Energy cannot be created nor destroyed, but only change forms (or ‘you 

can’t win’);
	˲ Second Law—The entropy of an isolated system not in equilibrium will tend to 

increase over time, approaching a maximum value at equilibrium (or ‘you can’t break 
even’); and, 

	˲ Third Law—As temperature approaches absolute zero, the entropy of a system 
approaches a constant minimum (or ‘you can’t quit the game’).

What Is Equilibrium  
Thermodynamics?
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from the output of the Computing 
Community Consortium’sc Thermo-
dynamic Computing workshop that 
brought together computer scientists, 
mathematicians, physicists, and com-
putation biologists. To learn more 
about the Thermodynamic Comput-
ing workshop, visit the workshop web-
sited or read the workshop report.e The 
authors thank all workshop partici-
pants and CCC/CRA staff.	

c	 The Computing Community Consortium (CCC) 
is a programmatic committee of the Comput-
ing Research Association (CRA). The mission of 
Computing Research Association’s Computing 
Community Consortium (CCC) is to enable the 
pursuit of innovative, high-impact computing 
research that aligns with pressing national and 
global challenges. Learn more about the CCC 
here: https://cra.org/ccc/about/

d	 See https://bit.ly/32tmEre
e	 See https://bit.ly/3tAq0V7
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op interaction abstractions. For exam-
ple, the classical host might configure 
TC elements by viewing them as a 
fixed edge-weighted directed graph of 
thermodynamic elements. In the lon-
ger term, as more complex thermody-
namic devices and networks become 
available, the TC might be presented 
as a continuously evolving neural net-
work processor with networks and ex-
ternal inputs defined by the architect.

Our viewpoint is that developing 
TC can extend computing’s transfor-
mational effect on society well into 
the 21st century.

	˲ TC’s potential societal impacts 
include sustaining U.S. computing 
leadership, improving outcomes in 
many areas of human enterprise (for 
example, medicine, business, agricul-
ture, defense, security, and leisure), 
and new workforce and business op-
portunities.

	˲ TC’s potential technical impacts 
include enabling ultra-low energy sys-
tems (for example, with perceptual 
capabilities that rival those of animal 
sensory systems), fundamental in-
creases in battery life, and a potential 
reduction in the national computer 
energy consumption.

	˲ TC’s potential scientific impacts 
include probing the fundamental effi-
ciency limits of computing, exploring 
self-organization to reduce human 
programming effort, repurposing the 
extraordinary capabilities of living 
systems for human-engineered sys-
tems, and creating more intellectual 
synergy among diverse fields in engi-
neering and physical sciences.

This Viewpoint has been developed 
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transformational 
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century.
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the dreaded week-long programming 
Ph.D. qualifier exam with flying colors. 
My collaborator, whom I met for the 
first time in that meeting, suddenly 
asked if I was familiar with public key 
infrastructure (PKI). Caught off guard, 
I quickly shook my head and said “no” 
with an awkward smile. But I knew PKI, 
quite well actually. I did not know why I 
played dumb.

Fast forward to 2014, I was tenured 
after moving to a different university in 
2009 to solve a two-body problem. I was 

I
MPOSTOR  SY NDROME IS  the un-
fortunate psychological state 
where one—who could be 
rather successful career-
wise—feels like a fraud and 

feels that he or she does not fit in. 
The phenomenon was first reported 
by Clance and Imes in 1978 after 
studying more than 150 high-achiev-
ing women.4 Some suggest that a 
more accurate name should be self-
underappreciation phenomenon or 
self-depreciation.7 Unlike devastat-
ing physical states such as cancer, 
impostor syndrome is much more be-
nign. It cannot kill anyone. What it 
can kill, however, is one’s career. Im-
postor syndrome sabotages it, silent-
ly and internally, appearing innocu-
ous and almost trivial. For 
researchers, impostor syndrome can 
be deadly. It can sap the energy out of 
sufferers and erode their scientific 
pursuits and career dreams. Victims 
may not even realize they have been 
suffering from this career-ending 
cancer, before they lose their zest for 
work, their passion for research, and 
stop trying.

I feel extremely compelled to share 
my deeply intimate research story. It is 
my obligation as an educator, as a senior 
female researcher of the community—

but most importantly—as someone who 
now sees the other side and realizes how 
badly impostor syndrome was holding 
me back. I am left with no choice.

Public Key Infrastructure
On a cold spring day, I was in a research 
meeting with a friendly collaborator 
from Sun Microsystems. I had not pub-
lished any papers, but was making 
promising progress on an identity-
based encryption project and an ac-
cess-control project. I had also passed 

Viewpoint 
Depth and Persistence: 
What Researchers 
Need to Know About 
Impostor Syndrome
Understanding impostor syndrome’s complexity  
and its effect on research persistence.
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an elegant long dress, in response to an 
earlier question during her visit (“What 
was it like when you were young?”). 
First of all, it was a very odd question. 
But I was more surprised by Barbara 
Liskov showing her dress in a Turing 
lecture. Would that not make her ap-
pear unprofessional in this male-domi-
nated technical field?

Rock Bottom
One day during my much-needed sab-
batical in San Diego, my 9-year-old 
daughter and I walked to the Torrey 
Hills Park on a beautiful Southern Cali-
fornia afternoon. While my daughter 
was pounding a handball against the 
outer wall of a public restroom, I viv-
idly remember feeling like a loser, a big 
one. I was in a trance, standing under a 
tree, staring at spotty shadows of leaves 
on the ground.

My sense of failure was profound 
and overwhelming. Even though I had 
many important accomplishments 
(three U.S. patents on system anomaly 
detection and document integrity; 
DARPA, ONR, ARO, and NSF projects; 
degrees from Peking University, 
Princeton, Indiana, and Brown; mul-
tiple best paper awards, NSF CAREER, 
and ARO YIP; technical news about 
my work; and many cybersecurity 
publications in respectable venues), 
at that moment, I felt that I knew 
nothing; I had done nothing useful, 
nothing that mattered.

People struggling with impostor 
syndrome do not like to talk about how 
they feel,1 as they are ashamed by their 
self-perceived incompetence. I 
thought of quitting. I thought of be-
coming a full-time stay-at-home mom 
and wife. While I still managed to get 
papers published and proposals fund-
ed, I gradually lost my internal flame 
as a researcher.

In that brief yet extremely dark peri-
od of my career, I lost faith in myself as a 
researcher. I had no vision about what I 
could become, how I could contribute 
to the technological world, and whether 
or not I had the strength to continue to 
invent and create. No matter how I com-
pared my work with others in the field, I 
fell short. I was very certain that I had 
zero strength in research. I was ready to 
give up. What is the point of continuing 
as a researcher?

In a rare circumstance, I was pressed 

burned out. Luckily, I stepped out of a 
mild form of post-tenure depression14 

fairly quickly. But I could not help notic-
ing that I consistently did horribly in 
most of my TV, news, and radio station 
interviews for my work. I could not look 
like a bigger fraud in a high-profile 2017 
interview. Understandably, CBS never 
aired that segment. Much later, I learned 
that the brains of individuals with im-
postor syndrome tend to overreact to 
potential threat signals, which inhibits 
prefrontal-cortex-based brain path-
ways—a phenomenon referred to as 
amygdala hijack.7 Plainly speaking, 
when I freaked out, I could not think, 
which happened quite often. Intellec-
tual inauthenticity—downplaying of 
knowledge, skills, or abilities—is anoth-
er symptom of impostor syndrome,13 
which explained my earlier PKI episode.

Depth vs. Volume
When Barbara Liskov gave her inspir-
ing Turing lecture, “The Power of Ab-
straction”11 at our department, I asked 
her at the end of our group lunch—how 
important the volume of work is. The 
field of computer science has many dif-
ferent successful styles. I was particu-
larly confused by the pure-number-
driven assessment approaches (a.k.a. 
bean counting), which force researchers 
to simply pump up the volume of pa-
pers and grants. Infinity, of course, is 
the ultimate winner.

In a stern voice, Barbara told me it 
is all about depth. Being able to work 
toward a direction and continuously 
design better solutions to address big-
ger challenges is much more impor-
tant than the volume. Gaining re-
search experiences from exploring 
other problems is useful, which helps 
one identify the most interesting and 
suitable area. But ultimately, what 
matters is depth.

However, pursuing research depth 
requires a tremendous amount of 
courage, persistence, and faith. I once 
did a number of short-lived ad hoc 
projects, because deep down I was 
afraid: afraid of committing to my own 
vision and afraid of asking my stu-
dents to commit to my vision. Feeling 
like a fraud also made my research vi-
sion blurrier and blurrier.

During her talk, Barbara also calmly 
showed a black-and-white photo of her 
sitting in front of a computer wearing 
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search strengths, like embracing one’s 
strengths (such as kindness) as a hu-
man (for example, Clance,4 Hunt7), 
needs practice.

I also understand now why Barbara 
Liskov showed that dress picture—
one’s outfit has nothing to do with 
one’s research competence!

In the meantime, I make efforts to 
improve my weaknesses. I do not rec-
ommend anyone to hide their weak-
ness, if it is a critical research skill. 
Also, do not be intimidated by others 
just because they seem assertive.22

Self Help vs. Support System
Earlier studies proposed psychother-
apy treatment, focusing on correcting 
the deeply flawed thought patterns of 
impostor syndrome sufferers.4,10 How-
ever, I occasionally found myself at the 
receiving end of impostor-syndrome-
inducing microaggression or sexual 
harassment that caused me to feel like 
I did not belong. I had to let some mi-
nor ones slide, in order to stay fiercely 
focused on research. I could not con-
trol what others said or did, but I could  
try consciously creating a supportive 
environment for myself.

Growing a thick skin is insufficient. 
Lean in alone is not enough. We do not 
know whether the chicken or the egg 
comes first, whether the person gives 
up first or the computing culture—be-
ing imperfect as it is2,3—pushes the 
person to quit. Therefore, we need to 
improve both the chicken and the egg, 
both the individual and the system.

Raising the awareness of impostor 
syndrome and creating an honest, 
open, and judgment-free environment 
for people to share experiences are ex-
cellent starting points. As an executive 
committee member of ACM SIGSAC, I 
organize multiple inclusive excellence 
programs,8,19,20 where impostor syn-
drome is a frequently discussed topic. 
I actively share recordings of my lec-
tures on impostor syndrome.21 We wel-
come all people to attend these events, 
regardless of their gender and race. 
Great minds do not think alike.

Impostor-Syndrome-Inducing 
Sexual Harassment
What do one-off hand rubbing, leg 
touching, thigh grabbing, objectifica-
tion remarks, or second-class status 
comments have anything to do with 

by an extremely sharp female professor 
from another institution about the spe-
cific plans I could think of to improve 
their cybersecurity program. “Daphne, 
what should we do?,” she asked anxious-
ly. That question snapped me out of the 
impostor syndrome fog. Wait, people 
need me? I have value as a researcher?

The Chicken vs. Egg Problem
Does the experiment not working hap-
pen first? Or, does the scientist not be-
lieving it would work happen first? If 
the scientist does not do anything, then 
it inevitably results in the experiment 
not working. Thus, the person starts it.

However, the following scenario is 
also possible. The scientist might have 
seen some negative indications, for ex-
ample, someone with authority told 
the scientist this experiment will fail, 
or someone repetitively told the scien-
tist he or she is incompetent. Then, the 
person draws the conclusion that the 
experiment will never work and it 
would be both futile and unwise to 
make any attempts. In that scenario, 
the environment is the culprit.

Numerous episodes contributed to 
me feeling like a fraud. A Ph.D. student 
asked me to change her thesis topic the 
day after I enthusiastically described 
my vision, because her husband 
thought it was obsolete. Another Ph.D. 
student decided not to join my group, 
because her cousin told her the thesis 
topic I chose for her will make her job-
less after graduation. A senior Ph.D. 
student refused to revise our rejected 
manuscript and demanded to work 
with a new male professor. A star stu-
dent of mine with—what I thought and 
still strongly believe—an outstanding 
publication record adamantly decided 
not to apply for any faculty positions, 
because he thought his publication re-
cord with me was too weak.

For many years, people advised me 
to smile less and to look serious and 
authoritative. I guess eventually I did 
manage to achieve that, as my family 
now urges me to smile more. I can nev-
er get it right on the smile spectrum!

Know Your Research Strengths
Overcoming impostor syndrome un-
locked my full research potential. I 
now take a lot more risks in research, 
specifically in selecting problems. I 
enjoy working much more. I speak up 

whenever I deem necessary. I think 
much more clearly when being inter-
viewed or criticized. My research pas-
sion meter now reads fierce, what it 
should be. There will always be people 
who think I am weak at research. It is 
impossible to please everyone. Just 
like in cybersecurity, it is impossible to 
achieve perfect security and there will 
always be attacks that evade detection.

Know Your Strengths
Not truly recognizing one’s strengths 
and achievements is not modest. It 
is stupidity. It denies one from ful-
ly capitalizing those strengths. For 
years, I did not realize that my styles 
of designing algorithms, conducting 
quantitative measurements, and de-
veloping generalizations and abstrac-
tions were my research strengths. My 
tastes are understandably different, 
because of my unique training in both 
natural science and computing. For 
quite some time, I thought of them 
as my weaknesses, which I tried to get 
rid of—unsuccessfully. I felt ashamed 
of them. I felt ashamed of me always 
thinking differently, of me always 
asking my students to work hard on 
things that mainstream cybersecurity 
reviewers do not appreciate. Those 
feelings all stopped when I started to 
embrace who I am.

I take time to celebrate the research 
achievements of myself, my students, 
and my collaborators. Instead of saying 
“Boy, I got lucky this time,” I discuss 
our research strategies that led to the 
successful outcomes, as well as mis-
takes made. Celebrating every achieve-
ment helps solidify the process of 
knowing your research styles and 
strengths. Embracing your own re-

Feeling like a fraud  
or an outsider  
has a detrimental 
long-term effect on 
research, regardless 
of one’s gender.
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tentially vulnerable underrepresented 
groups. As our computing community 
starts to understand the impact of im-
postor syndrome on undergraduate 
students (for example, Rosenstein16), 
let’s also begin to discuss its broad im-
pact on research.	
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research? Speaking from experiences, 
sexual harassments of all forms sig-
nificantly dampen, if not completely 
kill, the research flame of victims. 
Sexual harassment incidents are well 
documented (for example, in scientif-
ic research12,15 and in Silicon Valley.2 
Oftentimes, victims choose not to re-
port for fear of workplace retaliation, 
which widely exists.3,17 They simply 
quit, dropping out of graduate school, 
avoiding meetings where perpetra-
tors may attend, not going to confer-
ences or professional social events. 
Needless to say, the person’s research 
passion meter gradually points to the 
dropout zone.

Organizational climate for sexual 
harassment—a perceived organiza-
tional-level tolerance of sexual ha-
rassment6—is the most potent pre-
dictor of sexual harassment.12,18 I am 
happy to see that ACM SIGSAC and 
IEEE Security & Privacy TC recently 
started to require sponsored confer-
ences to have code of conduct on sex-
ual harassment. I strongly recom-
mend all leaders to read the 2018 
landmark report by the National 
Academies of Sciences, Engineering, 
and Medicine on sexual harassment12 
and begin understanding the extent 
of devastation.

Conclusion
Feeling like a fraud or an outsider 
has a detrimental long-term effect 
on research, regardless of one’s gen-
der. For researchers who are prone to 
impostor syndrome, the biggest take-
away is to identify and reduce impos-
tor-syndrome-inducing factors. May 
it be your own thinking habits, may it 
be the society’s implicit bias against 
you, may it be weekly microaggres-
sions, or may it be sexual harassment. 
Know that these seemingly unrelated 
factors can seriously damage one’s re-
search career.

How do you know you have it? 
When self-doubt keeps you from pur-
suing new opportunities, you are 
probably experiencing impostor syn-
drome.7 But do not be afraid—Maria 
Klawe has it too.9

For community, organization, and re-
search leaders, educate yourself about 
impostor syndrome too. Be aware of 
the negative impacts and provide the 
necessary changes and support for po-
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people understand how widespread it is, 
I do not think such details are essential.

Let me start with a reminder about 
several salient attributes of the review 
process. What I describe is not precisely 
what is used by any specific conference 
but it matches well with the three or 
four big conferences I have been in-
volved in organizing.

T
HE DISCIPLINE OF computer 
science has historically made 
effective use of peer-reviewed 
conference publications as 
an important mechanism 

for disseminating timely and impact-
ful research results. Recent attempts to 
“game” the reviewing system could un-
dermine this mechanism, damaging 
our ability to share research effectively.

I want to alert the community to a 
growing problem that attacks the fun-
damental assumptions that the re-
view process has depended upon. My 
hope is that exposing the behavior of 
a community of unethical individuals 
will encourage others to exert social 
pressure that will help bring collud-
ers into line, invite a broader set of 
people to engage in problem solving, 
and provide some encouragement 
for people trapped into collusion by 
more senior researchers to extricate 
themselves and make common cause 
with the rest of the community. My 
motivation for writing this Viewpoint 
is because I became aware of an ex-
ample in the computer-architecture 
community where a junior researcher 
may have taken his own life instead 
of continuing to engage in a possible 
collusion ring.a

a	 See https://bit.ly/3duc9tY

Collusion rings extend far beyond 
the field of computer architecture. I will 
share another data point, from artificial 
intelligence and machine learning. I will 
keep some of the details (like the identi-
ty of the specific conference) vague be-
cause I think naming names could do 
more harm than good. Since my goal is 
to raise awareness of the issue and help 

Viewpoint 
Collusion Rings 
Threaten the Integrity 
of Computer 
Science Research
Experiences discovering attempts to subvert the peer-review process.

DOI:10.1145/3429776	 Michael L. Littman
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conference management system dur-
ing the discussion process, perhaps to 
avoid getting a reputation for support-
ing weak papers.

The outcome of this attack, if unde-
tected and successful, is that some au-
thors are rewarded with paper accep-
tances for very unethical behavior. 
Given that many conferences have to 
cap the number of accepted papers due 
to limits on the number of papers that 
can be presented at the conference, 
that means other deserving papers are 
being rejected to make room. The qual-
ity, and perhaps even more important-
ly, the overall integrity, of the confer-
ence suffers as a result.

The research community must re-
spond forcefully to collusion rings, 
sending a clear message to misbehav-
ing authors and reviewers that what 
they are doing is unacceptable. Be-
yond unambiguous messaging, how-
ever, it is not yet clear what interven-
tions should be adopted to squelch 
collusion rings. Conference organiz-
ers behind the scenes are weighing 
dozens of proposals, all of which have 
potential pitfalls. Better paper-assign-
ment technology would help close one 
loophole that is being exploited. But, 
without better investigative tools, we 
may never be able to hold the collud-
ers to account.

Scientific research is a deeply co-
operative endeavor. Researchers 
compete for attention and funding 
resources, but also build their ideas 
on top of those of their rivals. Most 
researchers see their work as a quest 
for deeper understanding, not just 
a way to pay the bills. At present, the 
peer-review process consists largely 
of honest participants. But, once 
unethical behaviors are sufficiently 
widespread, the incentives for con-
tinuing to engage in a community of 
discovery evaporate. The cheaters run 
the risk of destroying the very system 
they depend on for their professional 
success. It is time to take a close look 
at the peer-review process and to align 
the incentives so everyone is work-
ing toward sharing the best research 
work possible.	

Michael L. Littman (mlittman@cs.brown.edu) is The Royce 
Family Professor of Teaching Excellence in Computer 
Science at Brown University in Providence, RI, USA.

Copyright held by author.

	˲ The peer-review process is carried 
out by a program committee consisting 
of one or two program chairs, several-
hundred area chairs, and approximate-
ly 5,000 reviewers. Reviewers are asked 
to declare conflicts of interest so they 
are not assigned to review papers that 
would compromise their partiality.

	˲ Authors submit papers with their 
names withheld for reviewing (“blind”). 
One notable conference received 10,000 
submissions last year, up from an all-
time high of 1,000 only six years earlier.

	˲ Reviewers “bid” on specific sub-
mitted papers based on the paper ti-
tles/abstracts to indicate those they are 
qualified to review.

	˲ Reviewers are assigned papers by 
the program chair(s), attempting to 
respect their bids while avoiding dis-
closed conflicts of interest.

	˲ Reviewers read their assigned papers 
and submit reviews. They share their re-
views with one another and try to reach a 
consensus recommendation (accept/re-
ject) for each paper, which the area chairs 
and program chairs use to build the con-
ference’s technical program.

Overall, stakes are high because ac-
ceptance rates are low (15%–25%), op-
portunities for publishing at any given 
conference are limited to once a year, 
and publications play a central role in 
building a researcher’s reputation and 
ultimate professional success. Aca-
demic positions are highly competi-
tive, so each paper rejection—especial-
ly for graduate students—has a real 
impact on future job prospects. Some 
countries correlate promotion and sal-
ary decisions to the number of papers 
accepted at a specific set of high-profile 
conferences (and journals).

Given the intensity of the process, 
researchers push themselves very hard 
to do the best work that they can. The 
week or two leading up to a conference 
deadline is exceptionally stressful, 
with researchers neglecting other re-
sponsibilities, running their comput-
ers at capacity, and getting very little 
sleep. Even so, hard work does not ap-
pear to be enough to guarantee suc-
cess—the review process is notoriously 
random. In a well-publicized case in 
2014, organizers of the Neural Infor-
mation Processing Systems Confer-
ence formed two independent pro-
gram committees and had 10% of 
submissions reviewed by both. The re-

sult was that almost 60% of papers ac-
cepted by one program committee 
were rejected by the other, suggesting 
that the fate of many papers is deter-
mined by the specifics of the reviewers 
selected and not just the inherent value 
of the work itself.

In response, some authors have ad-
opted paper-quality-independent in-
terventions to increase their odds of 
getting papers accepted. That is, they 
are cheating.

Here is an account of one type of 
cheating that I am aware of: a collusion 
ring. Although the details of this partic-
ular case have not been publicly dis-
closed, the program chairs who discov-
ered and documented the behavior 
spent countless hours on their analysis. 
The issues are complicated, but I have 
no reason to doubt their conclusions. 
Here is how a collusion ring works:

	˲ A group of colluding authors writes 
and submits papers to the conference.

	˲ The colluders share, amongst 
themselves, the titles of each other’s 
papers, violating the tenet of blind re-
viewing and creating a significant un-
disclosed conflict of interest.

	˲ The colluders hide conflicts of in-
terest, then bid to review these papers, 
sometimes from duplicate accounts, in 
an attempt to be assigned to these pa-
pers as reviewers.

	˲ The colluders write very positive 
reviews of these papers, perhaps even 
lobbying area chairs through back 
channels outside the view of the other 
reviewers.

	˲ Colluders occasionally send 
threatening email messages to non-
colluding reviewers if the colluders dis-
cover their names and believe the non-
colluding reviewers can be influenced.

	˲ Some colluding reviewers tempo-
rarily change their names on the online 

Without better 
investigative tools, 
we may never be able 
to hold the colluders 
to account.
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DEV ELOPER PRODUCTIVITY IS  complex and nuanced, 
with important implications for software development 
teams. A clear understanding of defining, measuring, 
and predicting developer productivity could provide 
organizations, managers, and developers with the 
ability to make higher-quality software—and make it 
more efficiently.

Developer productivity has been studied 
extensively. Unfortunately, after decades of research 
and practical development experience, knowing how 
to measure productivity or even define developer 
productivity has remained elusive, while myths 
about the topic are common. Far too often teams or 
managers attempt to measure developer productivity 
with simple metrics, attempting to capture it all with 
“one metric that matters.”

One important measure of productivity is personal 
perception;1 this may resonate with those who claim to 
be in “a flow” on productive days.

There is also agreement that devel-
oper productivity is necessary not just to 
improve engineering outcomes, but also 
to ensure the well-being and satisfaction 
of developers, as productivity and satis-
faction are intricately connected.12,20

Ensuring the efficient development 
of software systems and the well-being 
of developers has never been more im-
portant as the Covid-19 pandemic has 
forced the majority of software devel-
opers worldwide to work from home,17 
disconnecting developers and manag-
ers from their usual workplaces and 
teams. Although this was unexpected 
and unfortunate, this change consti-
tutes a rare “natural experiment” that 
statisticians can capitalize upon to 
study, compare, and understand de-
veloper productivity across many dif-
ferent contexts. This forced disruption 
and the future transition to hybrid 
remote/colocated work expedites the 
need to understand developer produc-
tivity and well-being, with wide agree-
ment that doing so in an efficient and 
fair way is critical.

This article explicates several com-
mon myths and misconceptions about 
developer productivity. The most impor-
tant takeaway from exposing these myths 
is that productivity cannot be reduced to 
a single dimension (or metric!). The prev-
alence of these myths and the need to 
bust them motivated our work to de-
velop a practical multidimensional 
framework, because only by examining 
a constellation of metrics in tension 
can we understand and influence de-
veloper productivity. This framework, 
called SPACE, captures the most im-
portant dimensions of developer pro-
ductivity: satisfaction and well-being; 
performance; activity; communica-
tion and collaboration; and efficiency 
and flow. By recognizing and measur-
ing productivity with more than just a 
single dimension, teams and organiza-
tions can better understand how peo-
ple and teams work, and they can make 
better decisions.

The article demonstrates how this 
framework can be used to understand 
productivity in practice and why using 

The SPACE 
of Developer 
Productivity

DOI:10.1145/3453928
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it will help teams better understand de-
veloper productivity, create better mea-
sures to inform their work and teams, 
and may positively impact engineering 
outcomes and developer well-being.

Myths and Misconceptions 
About Developer Productivity
A number of myths about developer 
productivity have accumulated over 
the years. Awareness of these miscon-
ceptions leads to a better understand-
ing of measuring productivity.

Myth: Productivity is all about de-
veloper activity. This is one of the most 
common myths, and it can cause un-
desirable outcomes and developer 
dissatisfaction. Sometimes, higher 
volumes of activity appear for various 
reasons: working longer hours may 
signal developers having to “brute-
force” work to overcome bad systems 
or poor planning to meet a predefined 
release schedule. On the other hand, 

increased activity may reflect better en-
gineering systems, providing develop-
ers with the tools they need to do their 
jobs effectively, or better collaboration 
and communication with team mem-
bers in unblocking their changes and 
code reviews.

Activity metrics alone do not re-
veal which of these is the case, so they 
should never be used in isolation ei-
ther to reward or to penalize develop-
ers. Even straightforward metrics such 
as number of pull requests, commits, 
or code reviews are prone to errors be-
cause of gaps in data and measurement 
errors, and systems that report these 
metrics will miss the benefits of collab-
oration seen in peer programming or 
brainstorming. Finally, developers of-
ten flex their hours to meet deadlines, 
making certain activity measures diffi-
cult to rely on in assessing productivity.

Myth: Productivity is only about in-
dividual performance. While individual 

performance is important, contribut-
ing to the success of the team is also 
critical to measuring productivity. Mea-
sures of performance that balance the 
developer, team, and organization are 
important. Similar to team sports, suc-
cess is judged both by a player’s person-
al performance as well as the success of 
their team. A developer who optimizes 
only for their own personal productivity 
may hurt the productivity of the team. 
More team-focused activities such as 
code reviews, on-call rotations, and 
developing and managing engineering 
systems help maintain the quality of 
the code base and the product/service. 
Finding the right balance in optimizing 
for individual, team, and organization-
al productivity, as well as understand-
ing possible trade-offs, is key.

Myth: One productivity metric can 
tell us everything. One common myth 
about developer productivity is that it 
produces a universal metric, and that 
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whether they would recommend their 
team to others.

	˲ Developer efficacy. Whether devel-
opers have the tools and resources they 
need to get their work done.

	˲ Burnout. Exhaustion caused by 
excessive and prolonged workplace 
stress.

Performance is the outcome of a 
system or process. The performance of 
software developers is hard to quantify, 
because it can be difficult to tie individ-
ual contributions directly to product 
outcomes. A developer who produces 
a large amount of code may not be 
producing high-quality code. High-
quality code may not deliver customer 
value. Features that delight customers 
may not always result in positive busi-
ness outcomes. Even if a particular 
developer’s contribution can be tied 
to business outcomes, it is not always 
a reflection of performance since the 
developer may have been assigned a 
less impactful task, instead of having 
agency to choose more impactful work. 
Furthermore, software is often the sum 
of many developers’ contributions, ex-
acerbating the difficulty in evaluating 
the performance of any individual de-
veloper. In many companies and orga-
nizations, software is written by teams, 
not individuals.

For these reasons, performance is of-
ten best evaluated as outcomes instead 
of output. The most simplified view of 
software developer performance could 
be, Did the code written by the devel-
oper reliably do what it was supposed 
to do? Example metrics to capture the 
performance dimension include:

	˲ Quality. Reliability, absence of 
bugs, ongoing service health.

	˲ Impact. Customer satisfaction, 
customer adoption and retention, fea-
ture usage, cost reduction.

Activity is a count of actions or out-
puts completed in the course of per-
forming work. Developer activity, if 
measured correctly, can provide valu-
able but limited insights about devel-
oper productivity, engineering sys-
tems, and team efficiency. Because of 
the complex and diverse activities that 
developers perform, their activity is not 
easy to measure or quantify. In fact, it 
is almost impossible to comprehensively 
measure and quantify all the facets of 
developer activity across engineering sys-
tems and environments. A well-designed 

this “one metric that matters” can be 
used to score teams on their overall 
work and to compare teams across 
an organization and even an industry. 
This isn’t true. Productivity represents 
several important dimensions of work 
and is greatly influenced by the context 
in which the work is done.

Myth: Productivity measures are 
useful only for managers. Developers 
often say that productivity measures 
aren’t useful. This may come from the 
misuse of measures by leaders or man-
agers, and it’s true that when produc-
tivity is poorly measured and imple-
mented, it can lead to inappropriate 
usage in organizations. It’s disappoint-
ing that productivity has been co-opted 
this way, but it’s important to note that 
developers have found value in track-
ing their own productivity—both for 
personal reasons and for communicat-
ing with others.

By remembering that developer pro-
ductivity is personal,7 developers can 
leverage it to gain insights into their 
work so they can take control of their 
time, energy, and days. For example, re-
search has shown that high productivity 
is highly correlated with feeling satisfied 
and happy with work.12,20 Finding ways to 
improve productivity is also about find-
ing ways to introduce more joy, and de-
crease frustration, in a developer’s day.

Myth: Productivity is only about en-
gineering systems and developer tools. 
While developer tools and workflows 
have a large impact on developer pro-
ductivity, human factors such as envi-
ronment and work culture have sub-
stantial impact too. Often the critical 
work needed to keep the environment 
and culture healthy can be “invisible” 
to many members of the organization 
or to metrics traditionally used for 
measuring productivity. Work such 
as morale building, mentoring, and 
knowledge sharing are all critical to 
supporting a productive work environ-
ment and yet are often not measured. 
The “invisible” work that benefits the 
overall productivity of the team is just 
as important as other more commonly 
measured dimensions.21

SPACE: A Framework  
for Understanding 
Developer Productivity
Productivity is about more than the in-
dividual or the engineering systems; it 

cannot be measured by a single metric 
or activity data alone; and it isn’t some-
thing that only managers care about. 
The SPACE framework was developed 
to capture different dimensions of pro-
ductivity because without it, the myths 
just presented will persist. The frame-
work provides a way to think rationally 
about productivity in a much bigger 
space and to choose metrics carefully 
in a way that reveals not only what 
those metrics mean, but also what 
their limitations are if used alone or in 
the wrong context.

Satisfaction and well-being. Sat-
isfaction is how fulfilled developers 
feel with their work, team, tools, or 
culture; well-being is how healthy and 
happy they are, and how their work 
impacts it. Measuring satisfaction 
and well-being can be beneficial for 
understanding productivity20 and per-
haps even for predicting it.15 For ex-
ample, productivity and satisfaction 
are correlated, and it is possible that 
satisfaction could serve as a leading 
indicator for productivity; a decline 
in satisfaction and engagement could 
signal upcoming burnout and re-
duced productivity.13

For example, when many places 
shifted to mandatory work from home 
during the pandemic, an uptick oc-
curred in some measures of produc-
tivity (for example, code commits 
and speed to merge pull requests).8 
Qualitative data, however, has shown 
that some people were struggling with 
their well-being.3 This highlights the 
importance of balanced measures 
that capture several aspects of produc-
tivity: While some activity measures 
looked positive, additional measures 
of satisfaction painted a more holistic 
picture, showing that productivity is 
personal, and some developers were 
approaching burnout. To combat this, 
some software groups in large organi-
zations implemented “mental health” 
days—essentially, free days off to help 
people avoid burnout and improve 
well-being.

It is clear that satisfaction and well-
being are important dimensions of 
productivity. These qualities are often 
best captured with surveys. To assess 
the satisfaction dimension, you might 
measure the following:

	˲ Employee satisfaction. The degree 
of satisfaction among employees, and 
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engineering system, however, will help 
in capturing activity metrics along dif-
ferent phases of the software develop-
ment life cycle and quantify developer 
activity at scale. Some of the developer 
activities that can be measured and 
quantified relatively easily are:

	˲ Design and coding. Volume or count 
of design documents and specs, work 
items, pull requests, commits, and 
code reviews.

	˲ Continuous integration and deploy-
ment. Count of build, test, deployment/
release, and infrastructure utilization.

	˲ Operational activity. Count or vol-
ume of incidents/issues and distribu-
tion based on their severities, on-call 
participation, and incident mitigation.

These metrics can be used as way-
points to measure some tractable de-
veloper activities, but they should never 
be used in isolation to make decisions 
about individual or team productiv-
ity because of their known limitations. 
They serve as templates to start with 
and should be customized based on or-
ganizational needs and development 
environments. As mentioned earlier, 
many activities that are essential to de-
veloping software are intractable (such 
as attending team meetings, partici-
pating in brainstorming, helping other 
team members when they encounter 
issues, and providing architectural 
guidance, to name a few).

Communication and collaboration. 
Communication and collaboration capture 
how people and teams communicate 
and work together. Software develop-
ment is a collaborative and creative task 
that relies on extensive and effective 
communication, coordination, and col-
laboration within and between teams.11 
Effective teams that successfully con-
tribute to and integrate each other’s 
work efficiently rely on high transpar-
ency5 and awareness6 of team member 
activities and task priorities. In addi-
tion, how information flows within and 
across teams impacts the availability 
and discoverability of documentation 
that is needed for the effective align-
ment and integration of work. Teams 
that are diverse and inclusive are high-
er performing.22 More effective teams 
work on the right problems, are more 
likely to be successful at brainstorming 
new ideas and will choose better solu-
tions from all the alternatives.

Work that contributes to a team’s 

outcomes or supports another team 
member’s productivity may come at 
the expense of an individual’s produc-
tivity and their own ability to get into 
a state of flow, potentially reducing 
motivation and satisfaction. Effec-
tive collaboration, however, can drive 
down the need for some individual 
activities (for example, unnecessary 
code reviews and rework), improve sys-
tem performance (faster pull request 
merges may improve quality by avoid-
ing bugs), and help sustain productiv-
ity and avoid (or conversely, if not done 
right, increase) burnout.

Understanding and measuring 
team productivity and team member 
expectations are, however, complicat-
ed because of items that are difficult 
to measure such as invisible work21 
and articulation work for coordinating 
and planning team tasks.18 That said, 
the following are examples of metrics 
that may be used as proxies to measure 
communication, collaboration, and 
coordination:

	˲ Discoverability of documentation 
and expertise.

	˲ How quickly work is integrated.
	˲ Quality of reviews of work contrib-

uted by team members.
	˲ Network metrics that show who is 

connected to whom and how.
	˲ Onboarding time for and experi-

ence of new members.
Efficiency and flow. Finally, effi-

ciency and flow capture the ability to 
complete work or make progress on 
it with minimal interruptions or de-
lays, whether individually or through 
a system. This can include how well 
activities within and across teams are 
orchestrated and whether continuous 
progress is being made.

Some research associates produc-
tivity with the ability to get complex 
tasks done with minimal distractions 
or interruptions.2 This conceptualiza-
tion of productivity is echoed by many 
developers when they talk about “getting 
into the flow” when doing their work—or 
the difficulty in finding and optimiz-
ing for it, with many books and dis-
cussions addressing how this positive 
state can be achieved in a controlled 
way.4 For individual efficiency (flow), 
it’s important to set boundaries to get 
productive and stay productive—for 
example, by blocking off time for a fo-
cus period. Individual efficiency is of-

Productivity  
and satisfaction  
are correlated,  
and it is possible 
that satisfaction 
could serve as  
a leading indicator 
for productivity.
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measures. Three brief discussions 
about these metrics follow: First, an 
example set of metrics concerning 
code review is shown to cover all di-
mensions of the SPACE framework, 
depending on how they are defined 
and proxied. Next, additional exam-
ples are provided for two select di-
mensions of the framework: activity, 
and efficiency and flow. The section 
closes with a discussion of how to use 
the framework: combining metrics for 
a holistic understanding of developer 
productivity, as well as cautions. The 
accompanying sidebar shows how 
the framework can be used for un-
derstanding productivity in incident 
management.

Let’s begin with code review as an 
example scenario that presents a set of 
metrics that can cover all five dimen-
sions of the SPACE framework, de-
pending on how it is framed and which 
metric is used:

	˲ Satisfaction. Perceptual measures 
about code reviews can reveal whether 
developers view the work in a good or 
bad light—for example if they pres-
ent learning, mentorship, or oppor-
tunities to shape the codebase. This 
is important, because the number of 
code reviews per developer may sig-
nal dissatisfaction if some developers 
feel they are consistently assigned a 
disproportionate amount of code re-

ten measured by uninterrupted focus 
time or the time within value-creating 
apps (for example, the time a developer 
spends in the integrated development 
environment is likely to be considered 
“productive” time).

At the team and system level, effi-
ciency is related to value-stream map-
ping, which captures the steps needed 
to take software from idea and creation 
to delivering it to the end customer. To 
optimize the flow in the value stream, 
it is important to minimize delays and 
handoffs. The DORA (DevOps Research 
and Assessment) framework intro-
duced several metrics to monitor flow 
within teams9—for example, deploy-
ment frequency measures how often 
an organization successfully releases to 
production, and lead time for changes 
measures the amount of time it takes a 
commit to get into production.

In addition to the flow of changes 
through the system, the flow of knowl-
edge and information is important. 
Certain aspects of efficiency and flow 
may be difficult to measure, but it is of-
ten possible to spot and remove ineffi-
ciencies in the value stream. Activities 
that produce no value for the customer 
or user are often referred to as software 
development waste19—for example, 
duplicated work, rework because the 
work was not done correctly, or time-
consuming rote activities.

Some example metrics to capture 
the efficiency and flow dimension are:

	˲ Number of handoffs in a process; 
number of handoffs across different 
teams in a process.

	˲ Perceived ability to stay in flow and 
complete work.

	˲ Interruptions: quantity, timing, 
how spaced, impact on development 
work and flow.

	˲ Time measures through a system: 
total time, value-added time, wait time.

Efficiency is related to all the 
SPACE dimensions. Efficiency at the 
individual, team, and system levels 
has been found to be positively as-
sociated with increased satisfaction. 
Higher efficiency, however, may also 
negatively affect other factors. For 
example, maximizing flow and speed 
may decrease the quality of the system 
and increase the number of bugs vis-
ible to customers (performance). Op-
timizing for individual efficiency by 
reducing interruptions may decrease 
the ability to collaborate, block oth-
ers’ work, and reduce the ability of the 
team to brainstorm.

Framework in Action
To illustrate the SPACE framework, 
Figure 1 lists concrete metrics that fall 
into each of the five dimensions. The 
figure provides examples of individu-
al-, team- or group-, and system-level 

Example metrics.

Level

Satisfaction 
and well-being
How fulfilled, happy, and 
healthy one is

Performance
An outcome of a process

Activity
The count of actions or 
outputs

Communication 
and collaboration
How people talk and work 
together

Efficiency and flow
Doing work with minimal 
 delays or interruptions

Individual
One person

• � Developer satisfaction
• � Retention†
• � Satisfaction with code 

reviews assigned
• � Perception of code 

reviews

• � Code 
review velocity

• � Number of code reviews 
completed

• � �Coding time
• � # Commits
• � Lines of code†

• � Code review 
score (quality or 
thoughtfulness)

• � PR merge times
• � Quality of meetings†
• � Knowledge sharing, 

discoverability (quality 
of documentation)

• � Code review timing
• � Produc-tivity 

perception
• � Lack of inter-ruptions

Team or Group
People that 
work together

• � Developer satisfaction
• � Retention†

• � Code 
review velocity

• � Story points shipped†

• � # Story points 
completed†

• � PR merge times
• � Quality of meetings†
• � Knowledge sharing or 

discoverability (quality 
of documentation)

• � Code review timing
• � �Handoffs

System
End-to-end work 
through a system 
(like a development 
pipeline)

• � Satisfaction with 
engineering system 
(e.g., CI/CD pipeline)

• � Code review velocity
• � Code review 

(acceptance rate)
• � Customer satisfaction
• � Reliability (uptime)

• � Frequency of deploy-
ments

• � Knowledge sharing, 
discoverability (quality 
of documentation)

• � Code review timing
• � Velocity/ flow through 

the system

† Use these metrics with (even more) caution — they can proxy more things.
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views, leaving them with less time for 
other work.

	˲ Performance. Code-review velocity 
captures the speed of reviews; because 
this can reflect both how quickly an 
individual completes a review and the 
constraints of the team, it is both an in-
dividual- and a team-level metric. (For 
example, an individual could complete 
a review within an hour of being as-
signed, but a team could have a policy 
of leaving all reviews open for 24 hours 
to allow all team members to see the 
proposed changes.)

	˲ Activity. Number of code reviews 
completed is an individual metric cap-
turing how many reviews have been 
completed in a given time frame and 
contributes to the final product.

	˲ Communication and collaboration. 
Code reviews themselves are a way that 
developers collaborate through code, 
and a measure or score of the quality 
or thoughtfulness of code reviews is a 
great qualitative measure of collabora-
tion and communication.

	˲ Efficiency and flow. Code review 
is important but can cause challeng-
es if it interrupts workflow or if de-
lays cause constraints in the system. 
Similarly, having to wait for a code 
review can delay a developer’s abil-
ity to continue working. Batching up 
code reviews so they don’t interrupt 
a developer’s coding time (which 
would impact individual measures), 
while also not causing delays in the 
throughput of the system (which im-
pacts system measures), allows teams 
to deliver code efficiently (team-level 
measures). Therefore, measuring the 
effects of code-review timing on the 
efficiency and flow of individuals, 
teams, and the system is important—
this can be done through perceptual 
or telemetry measures that capture 
the time to complete reviews and the 
characteristics of interruptions (such 
as timing and frequency).

Let’s examine the SPACE frame-
work in more depth by looking fur-
ther at the dimensions of activity and 
efficiency and flow. In this example, 
the activity measures are individual-
level metrics: number of commits, 
coding time (total time spent or times 
of day), and number of code reviews 
completed. These best describe work 
that directly contributes to the final 
product, understanding that work 

patterns and behaviors are influenced 
by the teams and environments in 
which developers work.

Efficiency and flow have a broader 
mix of metrics. Self-reported measures 
of productivity are best captured at the 
individual level: asking a developer 
whether the team is productive is sub-
ject to blind spots, while asking if that 

member felt productive or was able to 
complete work with minimal distrac-
tions is a useful signal. You can also 
measure the flow of work—whether 
code, documents, or other items—
through a system, and capture metrics 
such as the time it takes or the num-
ber of handoffs, delays, and errors in 
the software delivery pipeline. These 

The SPACE framework is relevant for SREs (site reliability engineers) and their work 
in IM (incident management). An incident occurs when a service is not available or 
is not performing as defined in the SLA (service-level agreement). An incident can be 
caused by network issues, infrastructure problems, hardware failures, code bugs, or 
configuration issues, to name a few.

Based on the magnitude of the impact caused by an incident, it is typically assigned 
a severity level (sev-1 being the highest). An outage to the entire organization’s 
customer-facing systems is treated differently than a small subset of internal users 
experiencing a delay in their email delivery.

Here are some of the common myths associated with IM:
	˲ MYTH: Number of incidents resolved by an individual is all that matters. Like a lot 

of other activities in the SDLC (software development life cycle), IM is a team activity. A 
service that causes a lot of outages and takes more hours to restore reflects badly on the 
entire team that develops and maintains the service. More team-focused activities such 
as knowledge sharing, preparing troubleshooting guides to aid other team members, 
mentoring juniors and new members of the team, doing proper handoffs and assign-
ment/re-assignments are important aspects of IM.

	˲ MYTH: Looking at one metric in isolation will tell you everything. It is important 
to understand the metrics in context: the number of incidents, how long they took to 
resolve—the volume and resolution times of sev-1 incidents compared with sev-4, and 
other factors relevant to understanding incidents and how to improve both the system 
and the team’s response. So, there is no “one metric that matters.”

	˲ MYTH: Only management cares about incident volume and meeting SLAs. With 
the rise of DevOps, developers are also doing operations now. IM (a part of operations) 
can take away a significant chunk of developers’ time and energy if the volume and se-
verity of the incidents are high. As important as it is to management and executives to 
guarantee SLAs and reduce incident volume and resolution times, it is equally important 
to the individual developers who are part of the IM process.

	˲ MYTH: Effective IM is just about improving systems and tools. Better monitoring 
systems, ticketing systems, case-routing systems, log-analysis systems, etc. will help 
make developers productive. While tools, guides, and workflows have a large impact on 
productivity, the human factors of the environment and work culture have substantial 
impact too. Mentoring new members of the team and morale building are important. 
If developers are constantly being paged in the night for sev-1 incidents while working 
from home during COVID-19, these “invisible” factors are especially helpful to make 
them more productive.

Incident management is a complex process that involves various stakeholders 
performing several individual and team activities, and it requires support from 
different tools and systems, so it is critical to identify metrics that can capture various 
dimensions of productivity:

	˲ Satisfaction: How satisfied SREs are with the IM process, escalation and routing, 
and on-call rotations are key metrics to capture, especially since burnout is a significant 
issue among SREs.

	˲ Performance: These measures focus on system reliability; monitoring systems’ abil-
ity to detect and flag issues faster, before they hit the customer and become an incident. 
MTTR (mean time to repair) overall, and by severity.

	˲ Activity: Number of issues caught by the monitoring systems, number of incidents 
created, number of incidents resolved—and their severity distribution.

	˲ Communication and collaboration: People included in resolving the incident, how 
many teams those people came from, and how they communicate during an incident. 
Incident resolution documentation outlines the steps involved in resolving incidents; 
this can be measured by completeness (to check if any resolution data was entered) or 
quick quality scores (for example, thumbs up/down). Teams may also include a metric 
that measures the percentage of incidents resolved that reference these guides and doc-
umentation.

	˲ Efficiency and flow: Incident handoffs, incident assignment/reassignment, num-
ber of hops an incident has to take before it is assigned to the right individual or team.

SPACE and SRE: The Framework 
in Incident Management
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three dimensions; these can prompt a 
holistic view, and they can be sufficient 
to evoke improvement.

Any measurement paradigm should 
be used carefully because no metric 
can ever be a perfect proxy. Some met-
rics are poor measures because they 
are noisy approximations (some ex-
amples are noted in Figure 1). Reten-
tion is often used to measure employee 
satisfaction; however, this can capture 
much more than satisfaction—it can 
reflect compensation, promotion op-
portunities, issues with a team, or even 
a partner’s move. At the team level, 
some managers may block transfers 
to protect their own retention ratings. 
Even if retention did reflect satisfac-
tion, it is a lagging measure, and teams 
don’t see shifts until it is too late to do 
anything about it. We have written else-
where about the limitations inherent 
in the use of story points,9 which could 
give teams incentive to focus on their 
own work at the expense of collaborat-
ing on important projects.

Teams and organizations should 
be cognizant of developer privacy and 
report only anonymized, aggregate 
results at the team or group level. (In 
some countries, reporting on individ-
ual productivity isn’t legal.) Individual-
level productivity analysis, however, 
may be insightful for developers. For 
example, previous research shows that 
typical developer work shifts depend 
on the phase of development, and de-
velopers may have more productive 
times of day.14 Developers can opt in to 
these types of analyses, gaining valu-
able insights to optimize their days and 
manage their energy.

Finally, any measurement paradigm 
should check for biases and norms. 
These are external influences that may 
shift or influence the measures. Some 
examples are included here, but they 
aren’t exhaustive, so all teams are en-
couraged to look for and think about 
external influences that may be pres-
ent in their data:

	˲ Peer review and gender. Research 
shows that women are more likely to 
receive negative comments and less 
likely to receive positive comments in 
their code reviews.16 Any analysis of 
satisfaction with the review process 
should check for this in your environ-
ment. Understand that developers are 
likely influenced by the broader tech 

would constitute system-level metrics, 
because their values would capture the 
journey of the work item through the 
entire workflow, or system.

How To Use the Framework
To measure developer productivity, 
teams and leaders (and even individu-
als) should capture several metrics 
across multiple dimensions of the 
framework—at least three are rec-
ommended. For example, if you are 
already measuring commits (an ac-
tivity measure), don’t simply add the 
number of pull requests and coding 
time to your metrics dashboard, as 
these are both activity metrics. Add-
ing these can help round out the way 
you capture the activity dimension of 
productivity, but to really understand 
productivity, add at least one metric 
from two different dimensions: per-
haps perception of productivity and 
pull request merge time.

Another recommendation is that at 
least one of the metrics include percep-
tual measures such as survey data. By 
including perceptions about people’s 
lived experiences, a more complete pic-
ture of productivity can be constructed. 
Many times, perceptual data may pro-
vide more accurate and complete infor-
mation than what can be observed from 
instrumenting system behavior alone.10

Including metrics from multiple di-
mensions and types of measurements 
often creates metrics in tension; this is 
by design, because a balanced view pro-
vides a truer picture of what is happen-
ing in your work and systems. This more 
balanced view should help to reinforce 
smarter decisions and trade-offs among 
team members, who may otherwise un-
derstandably focus on one aspect of work 
to the detriment of the whole system.

One example is story points, a met-
ric commonly used in Agile develop-
ment processes to assess team-level 
progress. If a team is rated only on 
story points, members will focus on 
optimizing their own points, to the 
detriment of completing potentially 
invisible work that is important to 
other developers’ progress and to the 
company if that means collaborating 
with other teams or onboarding future 
developers. And if leaders measured 
progress using story points without 
asking developers about their ability to 
work quickly, they wouldn’t be able to 

identify if something wasn’t working 
and the team was doing workarounds 
and burning out, or if a new innova-
tion was working particularly well and 
could be used to help other teams that 
may be struggling.

This leads to an important point 
about metrics and their effect on teams 
and organizations: They signal what is 
important. One way to see indirectly 
what is important in an organization is 
to see what is measured, because that 
often communicates what is valued 
and influences the way people behave 
and react. For example, companies 
that care about employee health, well-
being, and retention will likely include 
the satisfaction and well-being dimen-
sion in their productivity measures. As 
a corollary, adding to or removing met-
rics can nudge behavior, because that 
also communicates what is important.

For example, a team where “pro-
ductivity = lines of code” alone is very 
different from a team where “produc-
tivity = lines of code AND code review 
quality AND customer satisfaction.” 
In this case, you have kept a (problem-
atic, but probably embedded) metric 
about productivity and output, but 
nudged perceptions about productiv-
ity in a direction that also values both 
teamwork (by valuing thoughtful code 
reviews) and the end user (by valuing 
customer satisfaction).

Metrics shape behavior, so by add-
ing and valuing just two metrics, you’ve 
helped shape a change in your team 
and organization. This is why it’s so 
important to be sure to pull from mul-
tiple dimensions of the framework: 
it will lead to much better outcomes 
at both the team and system levels. In 
this example, as the teams continue 
to improve and iterate, they could ex-
change the activity metric lines of code 
for something like number of commits.

What to Watch For
Having too many metrics may also lead 
to confusion and lower motivation; not 
all dimensions need to be included 
for the framework to be helpful. For 
example, if developers and teams are 
presented with an extensive list of met-
rics and improvement targets, meet-
ing them may feel like an unattainable 
goal. With this in mind, note that a 
good measure of productivity consists 
of a handful of metrics across at least 
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industry even if the patterns are not in 
your organization or team. Take these 
effects into account.

	˲ Normalizing measures across time. 
Teams should be careful about any 
methods used to normalize time, espe-
cially across long periods. For example, 
looking at metrics over a year would 
bias against those taking parental leave.

	˲ Perceptual measures. Teams and 
organizations should be mindful of 
cultural norms—and embrace these. 
Some cultures naturally report higher, 
while some report lower. It doesn’t 
mean perceptual measures can’t be 
trusted; it just means measures from 
these different cultures will have a dif-
ferent baseline and shouldn’t be com-
pared with each other.

Why This Matters Now
Developer productivity is about more 
than an individual’s activity levels or 
the efficiency of the engineering sys-
tems relied on to ship software, and it 
cannot be measured by a single metric 
or dimension. We developed the SPACE 
framework to capture different dimen-
sions of productivity, because without 
it, pervasive and potentially harmful 
myths about productivity may persist.

The SPACE framework provides 
a way to logically and systematically 
think about productivity in a much 
bigger space and to carefully choose 
balanced metrics linked to goals—
and how they may be limited if used 
alone or in the wrong context. The 
framework helps illuminate trade-
offs that may not be immediately obvi-
ous and to account for invisible work 
and knock-on effects of changes such 
as increased work if activity is mea-
sured at the expense of unfulfilled de-
velopers or disruptions to overall flow 
and efficiency.

The need to understand and mea-
sure productivity holistically has never 
been greater. As the Covid-19 pan-
demic disrupted work and brought a 
sudden switch to working from home, 
many questioned its impact on pro-
ductivity and posed questions around 
how to understand and measure this 
change. As the world slowly returns to 
a “new normal,” the SPACE framework 
captures the dimensions of produc-
tivity that are important to consider 
as future changes are proposed and 
made. The framework is meant to help 

individuals, teams, and organizations 
identify pertinent metrics that present 
a holistic picture of productivity; this 
will lead to more thoughtful discus-
sions about productivity and to the de-
sign of more impactful solutions.
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ALTHOUGH LARGELY DRIVEN by economies of scale, the 
development of the modern cloud also enables 
increased security. Large datacenters provide aggregate 
availability, reliability, and security assurances. The 
operational cost of ensuring that operating systems, 
databases, and other services have secure 
configurations can be amortized among all tenants, 
allowing the cloud provider to employ experts who are 
responsible for security; this is often unfeasible for 
smaller businesses, where the role of systems 
administrator is often conflated with many others.

Cloud datacenters are also subject to tight physical 
security: the number of people with physical access is 
limited, and the controls on their access are stricter in 

a large, cloud provider’s datacenters 
than on premises—often vulnerable 
to insider threats such as disgruntled 
former employees leaving with a copy 
of sensitive data or physical media (in-
cluding on-site backups).

Cloud providers systematically en-
crypt data in transit (on the network) 
and at rest (on disks and backups) using 
keys associated with tenants: even if at-
tackers gain access to a datacenter, they 
cannot see the plaintext of tenant data 
unless they also manage to compromise 
their managed keys. This trend of in-
creasing security in the cloud will con-
tinue; the next step is confidential com-
puting, extending hardware-enforced 
cryptographic protection to data while 
in use (that is, during computation).

Trusting the Cloud
Why would tenants take security as-
surances from the cloud at face value? 
Tenants trust their providers to differ-
ent extents. Some may fully trust it to 
keep their data secure. Some may be 
concerned about other tenants, soft-
ware bugs, or insider attacks (for ex-
ample, from datacenter technicians). 
Some may require compliance with 
strict privacy regulations. Some may 
also doubt the provider’s willingness 
or ability to enforce its stated security 
policies—guaranteeing, for example, 
that their data will never be used with-
out their consent—or even fear sub-
poenas and other legal attacks in the 
jurisdictions where the cloud operates. 
To address these concerns, tenants in-
creasingly expect the following:

	˲ Minimal hardware, software, and 
operational trusted computing bases 
(TCBs) for their sensitive workloads.

	˲ Technical enforcement, rather 
than just business policies.

	˲ Transparency about the guaran-
tees, residual risks, and mitigations 
that they get.

Confidential computing meets 
these expectations by allowing tenants 
to exercise full control over the TCB 
used to run their cloud workloads: Con-
fidential computing allows tenants to 
precisely define all the hardware and 
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software that has access to their work-
loads (data and code), and it provides the 
technical mechanisms to verifiably en-
force this guarantee. In short, tenants re-
tain full control over their secrets.

In particular, confidential comput-
ing can render workloads opaque to 
the cloud provider because tenants 
can use this precise level of control to 
prevent access to their secrets by the 
hypervisor and other cloud-hosting 
infrastructure. This prevents attacks 
from the cloud fabric and its opera-
tors and complements the more tradi-
tional security goal of protecting the 
cloud fabric from potentially mali-
cious tenants.

This level of control goes beyond 
preventing accesses by the cloud-host-
ing infrastructure: it allows a tenant to 
specify that a particular set of secrets 
can be processed only by a specific 
code module. This capability is power-
ful because it can be used to design 
resilient systems with reduced attack 
surfaces. Precise control over the trust 

placed in confidential cloud services 
enables useful scenarios among mul-
tiple parties that do not fully trust one 
another. For example, a tenant may in 
turn deploy a service with strong pri-
vacy assurances for its own customers; 
and competing parties may jointly 
configure and run a multiparty cloud 
computation (such as data analytics 
or machine learning) with strong tech-
nical guarantees about the use of their 
pooled data.

The shift to confidential computing 
is part of an industrywide effort. The 
Confidential Computing Consortium, 
founded in 2019, includes Alibaba, 
AMD, Arm, Google, Huawei, Intel, Mi-
crosoft, nVidia, Oracle, Red Hat, and 
many others. The consortium exists in 
recognition that transitioning to a 
world where confidential computing is 
the default for all cloud services will re-
quire significant effort at all levels of 
the stack, starting from the hardware 
and including hypervisors, operating-
system kernels, and cloud services.

Confidential Computing Platforms
Let’s look at trusted execution environ-
ments, dynamic implementations of 
such, blind hypervisors, and various 
platform abstractions.

Hardware foundation: Trusted exe-
cution environments. At the lowest 
level of the stack, the hardware must 
be able to provide a TEE (trusted exe-
cution environment) that isolates the 
code and data of a given confidential 
workload from any other code run-
ning in a system—including code run-
ning at the highest privilege levels. 
The hardware must also support en-
cryption for all of its I/O, as data flows 
in and out of the TEE, and be able to 
measure and sign the contents of the 
TEE to produce verifiable evidence 
that it is secure. This in turn requires a 
hardware root of trust to hold the plat-
form root secrets and signing keys, 
and a public-key infrastructure to en-
dorse these keys. Thankfully, these 
features can often be fitted into new 
generations of existing platforms, so 
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and many tenants: the cloud fabric 
must be able to create variable-sized 
TEEs, to host multiple TEEs on a single 
system, and to dynamically allocate/
deallocate resources to TEEs.

As part of the confidential comput-
ing effort, TEEs became available on 
most general-purpose processors over 
the past few years. Arm’s TrustZone 
provided an early TEE implementa-
tion, allowing memory to be assigned 
at boot time to one of two worlds—se-
cure or normal—and allowing a small, 
trusted kernel in the secure world to 
provide isolated processes. In this 
model, all of the secure-world compo-
nents must trust the secure kernel (and 
secure hypervisor, if present), though 
they do not have to trust the normal-
world’s hypervisor and operating sys-
tem kernel(s).

Intel’s SGX (Software Guard Exten-
sions) took this a step further and pro-
vided the ability to create isolated re-
gions of memory in the virtual address 
space of user-mode processes. Any 
number of these regions can be creat-
ed dynamically after booting, subject 
to resource constraints. Code and data 
inside the regions are protected against 
software attacks by access-control 
checks implemented by the CPU: the 
hypervisor and the kernel cannot see or 
tamper with the data inside the re-
gions. The regions are also protected 
against physical attackers by memory 
encryption: whenever data in use leaves 
the CPU caches, it is encrypted before 
being written back to memory.

Memory encryption overhead is low 
if you want only to guarantee confiden-
tiality, and not cryptographic integrity 
in the presence of replay attacks from 
an adversary with access to the memo-
ry bus. The Xbox 360 and later models 
have used AES (Advanced Encryption 
Standard) for memory encryption since 
their launch and provided enough 
bandwidth and latency for games, 
some of the most demanding work-
loads on modern CPUs. The memory 
controllers of mainstream CPUs are 
now gaining similar functionality, in-
cluding support for different keys for 
different memory regions. Protecting 
large-scale memory integrity against 
physical attacks is more expensive; 
schemes to reduce this overhead are an 
area of active research.

SGX’s isolated memory regions are 

they can be used in confidential mode, 
rather than requiring dedicated hard-
ware and software.

Isolation. For confidentiality and in-
tegrity, software running in the TEE 
must be safe from snooping or interfer-
ence by other parts of the system. This 
may involve fencing and locking mech-
anisms to prevent changes to trusted 
code once it has been loaded and mea-
sured, and to reserve resources such as 
cores or memory caches for the exclu-
sive use of a TEE to mitigate side chan-
nels. Many TEEs use encryption for ei-
ther all of their state or the portion that 
is stored outside of trusted tightly cou-
pled memory. Side channels, such as 
the Spectre and Meltdown family of 
vulnerabilities or differential power 
analysis, have the potential to pierce 
isolation. The full hardware/software 
stack for TEEs must provide defenses 
against any that are in scope for the 
threat model—for example, specula-
tive load hardening3 in the compiler, or 
secure caches8,13 and mechanisms for 
secure speculation9,14 in the hardware. 
Some of these defenses may be built 
entirely at the software level—for ex-
ample, by using data trace-oblivious 
data structures.5

Hardware root of trust. Protection 
must be rooted in hardware; other-
wise, cloud operators could easily 
break isolation by emulating TEEs in 
software. Each TEE-capable device 
must have a unique identity, crypto-
graphically secured with a hardware 
secret. This secret may, for example, 
be sampled and recorded in fuse 
banks within the device at the end of 
its manufacturing process, and the 
corresponding public key may be har-
vested by the manufacturer to issue 
the platform certificate. Trusted plat-
form modules (TPMs) provide an early 
example of discrete roots of trust, with 
limited protection from physical at-
tacks. Google’s recently released 
OpenTitan core and Microsoft’s Plu-
ton subsystem are examples of more 
advanced, integrated hardware roots 
of trust. Pluton was originally created 
for the Xbox One gaming console and 
therefore has a long history of large-
scale deployment into potentially hos-
tile environments. It is also integrated 
into Azure Sphere IoT (Internet of 
things) devices and has been licensed 
to major CPU vendors (AMD, Intel, 

and Qualcomm), where it initially pro-
vides a TPM interface and can provide 
the hardware root of trust for confi-
dential computing systems.

Although hardware roots of trust 
are now well established, they tradi-
tionally protect someone offering a 
service on a device (a game publisher 
or, in our case, a cloud provider) from 
misuse, whereas confidential comput-
ing further requires they protect third 
parties against attackers that have 
physical access to the device or logical 
access to the nonconfidential parts of 
the device. As an example, a mecha-
nism that allows firmware signed by 
the cloud provider direct access to the 
hardware secret violates the promise 
of confidential computing.

Attestation. Attestation is the mech-
anism that builds the confidence into 
confidential computing. As with cryp-
tographic messaging systems, confi-
dentiality without integrity is insuffi-
cient. Being able to run software in 
such a way that the cloud provider can-
not inspect or tamper with it is no use if 
you can’t guarantee that it really is the 
software that you expected to run.

Attestation uses keys derived from 
the hardware secrets maintained by 
the hardware root of trust to sign evi-
dence that a TEE is in a known-good 
state protected by a real hardware de-
vice. This evidence is similar to a se-
cure boot signature: a set of measure-
ments of the TEE, for example, the 
hash of the initial memory contents, 
and the state of various security-critical 
registers. Upon receiving and verifying 
this evidence, a remote user or soft-
ware component can be certain of the 
integrity of the TEE and will then typi-
cally establish an encrypted channel to 
deploy secrets and control computa-
tion inside the TEE.

Hardware advancements: Dynamic 
TEE implementations. Physical isola-
tion is the simplest way of guarantee-
ing confidentiality and integrity—for 
example, by using an isolated core 
with a simple I/O interface. This is the 
route taken by Apple’s Secure Element 
(found in iOS devices and recent 
Macs). This is sufficient when the code 
running in the TEE has compute and 
storage requirements that are known 
up front and is provided by a single 
vendor. It is not sufficient in a cloud en-
vironment with elastic requirements 
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ideal for small-TCB services,10 but us-
ing them to run full virtual machine 
(VM) confidentiality is challenging be-
cause they lack support for multiple 
address spaces and privileged and un-
privileged mode separation. This led 
AMD to develop another type of TEE 
focused on VM-level isolation. AMD 
processors went through a series of de-
sign iterations aimed at fully removing 
the hypervisor from the trust bound-
ary. Their first step, Secure Encrypted 
Virtualization (SEV) automatically en-
crypted memory in use by VMs. Next, 
SEV_ES (SEV with Encrypted State) 
added encryption of VM register state 
on every transition to the hypervisor. 
Finally, SNP (Secure Nested Paging), 
provided an additional guarantee 
that the hypervisor cannot break mem-
ory integrity by tampering with the vir-
tual memory mappings to execute in-
tegrity or replay attacks on a 
confidential VM. Taken together, these 
features guarantee that the hypervisor 
cannot read or tamper with VM state 
(that is, the hypervisor is out of the 
TCB). Intel’s recently announced TDX 
(Trust Domain Extensions) provides 
a similar set of security guarantees to 
SNP, and it targets comprehensive 
VM-level confidentiality.

Finally, several important work-
loads require specialized processors, 
such as GPUs, FPGAs (field-program-
mable gate arrays), and other accelera-
tors. These devices can also be aug-
mented with TEE capabilities, with a 
large design space.12 For example, 
some accelerators may have large 
memories (for example, high-band-
width memory) protected with physical 
packaging, making encryption less rel-
evant. In many cases, accelerators can 
be allocated to a single tenant at a time, 
which removes attacks and further 
simplifies their designs.

To use these devices securely and ef-
ficiently, I/O buses also require chang-
es. Most current systems assume the 
I/O bus is trusted, but this has been a 
problem for embedded systems: until 
very recently the CAN (controller-area 
network) bus used in most cars did not 
perform any end-to-end authentica-
tion, allowing compromised compo-
nents such as a media player to send 
messages pretending to be from the 
engine-management system. Similar-
ly, the PCI (peripheral component in-

terconnect) bus specification assumes 
that all endpoints are trusted, enabling 
a malicious device to spoof the origina-
tor ID, for example, but confidential ac-
celerators need a mechanism for estab-
lishing end-to-end secure channels 
between device and host TEEs and for 
integrating encryption between the de-
vice and the host.

Virtualization advancements: Blind 
hypervisors. Exposing confidential 
computing hardware requires changing 
the systems layer of the cloud fabric. 
This includes changing the hypervisor 
to handle the constraint that it cannot 
see VM state. Mainstream hypervisor 
designs follow a hierarchical trust mod-
el. The hypervisor is fully trusted by the 
guest, is responsible for storing guest 
state between context switches and has 
full access to guest memory.

Most paravirtualized device inter-
faces are designed on the assumption 
that any guest memory can be used for 
the virtual equivalent of DMA (direct 
memory access) buffers. These as-
sumptions stopped being true on 
mainstream hardware with the intro-
duction of AMD’s SEV. Memory encryp-
tion meant that the hypervisor had to 
provide a region for bounce buffers 
that the guests could use. Linux sup-
ports this mode of operation with SEV 
via the software IOTLB (input/output 
translation lookaside buffer) driver.

When performing an explicit do-
main transition from inside the TEE to 
the surrounding environment, hard-
ware implementations typically pre-
serve the register context. This is not 
usually true for asynchronous exits, 
which may leak sensitive information. 
In a model where the hypervisor is 
trusted, this information may be useful 
for handling the VM exit. When the hy-
pervisor is untrusted, either it must be 
modified so it does not take advantage 
of the feature, or a shim layer must be 
added to sanitize the information.

For example, consider a page fault 
in second-level address translation. In 
a conventional system, the hypervisor 
receives a trap with the full register 
context and an exception register spec-
ifying the fault address. It can then ei-
ther kill the VM, issue an upcall to ask 
the VM’s kernel to handle it, or page in 
the missing page from backing store. 
In a confidential computing system, 
this would allow the hypervisor to sin-
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cloud fabric.
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ants to have a finer degree of control 
over the TCB and to run new or existing 
containerized applications confiden-
tially. Over the past few years, contain-
ers have emerged as a common way of 
deploying software in the cloud. The 
exact technology varies, but a container 
is typically a small (often layered or vir-
tual) file system that contains the mini-
mum required to run a single program.

Best practices recommend running 
a single microservice in each contain-
er. Orchestration infrastructure then 
supports deploying fleets of cooperat-
ing microservice containers. This has 
several advantages: the container can 
be configured to have a smaller TCB 
than a complete confidential VM, and 
the confidential container may run in a 
VM without the VM administrator be-
ing able to access it. The TEE providing 
the isolation for the container may still 
be based on VM-level isolation mecha-
nisms (SNP, TDX, and so on), or it may 
be based on process-level isolation. 
(Systems such as Haven2 and SGX-
LKL11 [Linux Kernel Library] adopt 
ideas from the library operating system 
and Exokernel world to run a Windows 
or Linux library operating system in-
side SGX memory regions.)

Container deployments of microser-
vices introduce complex attestation is-
sues: orchestration frameworks need 
to provision these services with suffi-
cient state so they can acquire keys, 
and they need to manage protocols for 
establishing the identity of an entire 
set of microservices.

In an ideal world, software written 
for security would focus on a minimal 
TCB. To give developers full control over 
the TCB, confidential computing plat-
forms expose an enclave abstraction. 
Enclaves are fully flexible. They can hold 
as little or as much code as a developer 
wishes to put in them—for example, 
they can hold a single function that pro-
cesses credit-card information or a se-
cret signal-processing algorithm.

As with containers, the actual hard-
ware-level isolation mechanism for en-
claves may be VM- or process-level iso-
lation. For example, VM-level isolation 
can be used to create a sidecar VM that 
exposes a simple enclave interface to 
the base VM. Developers can design 
services that partition code with differ-
ent privileges into distinct enclaves. 
Each enclave should be limited to ac-

gle-step execution and see the register 
state at every step. At a minimum, the 
hypervisor must receive only an en-
crypted and integrity-protected version 
of the register state, but even knowing 
the fault address may leak too much in-
formation. In a more secure design, a 
shim layer inside the TEE would re-
ceive the asynchronous exit and decide 
whether to issue a hypercall to fill in 
the missing page or simply notify the 
kernel of the fault. This code can then 
enforce policy related to the frequency 
of such exits in order to mitigate possi-
ble attacks from the hypervisor.

It is worth noting that it is possible 
to create a form of TEE by trusting the 
hypervisor when hardware isolation is 
not available. This is the basis for Win-
dows’ virtualization-based security, in-
troduced with Windows Server 2016 
and Windows 10, where critical com-
ponents run isolated from the Win-
dows kernel by Hyper-V. This can sup-
port the same abstractions as other 
TEEs, including isolated memory re-
gions similar to SGX, but with a weaker 
threat model: in this design, the hyper-
visor is still trusted. This is similar to 
the approach recently used by Ama-
zon’s Nitro Enclaves.1

Platform abstractions: Confidential 
VMs, confidential containers, enclaves. 
The systems layer exposes confidential 
computing hardware to developers and 
users through a set of platform abstrac-
tions: confidential VMs, confidential 
containers, and enclaves.

Confidential VMs allow tenants to 
have a fully backward-compatible VM 
experience running existing unmodi-
fied applications. In the background, 
systems record and check attestations 
to verify the security guarantees and 
make them auditable. Placing entire 
VMs in TEEs is important for fast and 
easy adoption, but it also causes some 
problems. For example, the adminis-
trator for the VM has full read/write 
control over the VM, which is too coarse 
in many cases. Another concern is that 
the TCB for a VM is large: a VM image is 
far more than just a kernel and an ap-
plication; it includes a large number of 
system services. In the worst case, this 
is still likely to be more secure than 
running the software on premises or 
on existing cloud infrastructure, but 
there could be a better solution.

Confidential containers allow ten-
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cess only the data necessary to perform 
its function. Following this principle of 
least-privilege requires developers to 
do the additional work of refactoring 
services, but it yields the highest secu-
rity and most resilient applications.

There is still a large design space for 
the interfaces that enclaves will present. 
The OpenEnclave SDK,6 originally from 
Microsoft and now part of the Confiden-
tial Computing Consortium, offers C 
and C++ environments, providing a rel-
atively easy starting point for small-TCB 
development targeting several types of 
confidential hardware. Other SDKs have 
begun to emerge for memory-safe lan-
guages such as Rust.

Confidential Computing 
Applications
Confidential computing makes it pos-
sible to outsource sensitive workloads 
to the cloud, and it even introduces 
new computing patterns. For example, 
it enables secure and confidential mul-
tiparty computation in which groups 
of users, who may be mutually distrust-
ing, can run joint computations and 
share their results without revealing 
their private inputs to one another or to 
anyone with physical or logical access 
to the hardware on which the compu-
tations execute. This should lead to the 
development of a broad range of con-
fidential-computing applications—in 
fact, these properties are already re-
sulting in advances in multiple appli-
cation domains.

Confidential AI. Machine-learning 
algorithms are rapidly increasing their 
demand for more computation and 
larger datasets. At the same time, their 
applications raise significant security 
and privacy concerns. The elastic and 
scalable nature of the cloud is already a 
natural choice for this type of computa-
tion, but confidential computing 
makes it feasible to leverage the cloud 
with strong security assurances.

In medical and pharmaceutical ap-
plications, for example, training data 
may include individuals’ private 
health-care records, and the resulting 
models may be used to make clinical 
decisions. Running the training pro-
cess inside an enclave ensures that the 
data cannot be viewed or modified by 
anyone else. It also provides integrity 
guarantees (and a robust audit log) that 
the intended training algorithm was 

run on the specified records with a 
specified software stack. As a special 
case of these guarantees, the resulting 
model may be encrypted, signed, and 
equipped with key release policies to 
ensure it will be unlocked only within 
another enclave that will enforce spe-
cific access control and usage restric-
tion. The enclave may, for example, en-
force differential privacy by limiting 
the number of times the model is que-
ried and adding noise to their results.

As an example, a tenant can leverage 
confidential cloud computing to offer a 
medical diagnostics service to its own 
customers, with technical assurances 
that it cannot steal or misuse a model 
supplied and maintained by a special-
ist third-party for this purpose; and it 
cannot access any personal medical in-
formation to query, store, or use the 
model for any other purpose.

Confidential databases and analytics. 
Database systems store and process 
sensitive and business-critical data 
such as personal records, financial in-
formation, and government data. Un-
authorized access to such data can 
have serious consequences, including 
physical harm and loss of customer 
trust and competitive advantage. Cur-
rent database systems provide sophis-
ticated access-control mechanisms 
such as role-based access control. 
These mechanisms are limited in ef-
fectiveness against stronger attackers 
such as those with administrative or 
physical access to the servers. In a com-
mon example, the individual or out-
sourced team responsible for manag-
ing the database represents a large 
insider threat to a company. Because 
this individual or team is managing the 
database system, they are able to see all 
confidential data, even if they have no 
need to access it.

Over the past few years, the notion 
of encrypted databases has been pro-
posed as a way of enforcing stronger, 
cryptographic access control. In an en-
crypted database, data remains en-
crypted both at rest and during compu-
tation, using keys that are not available 
even to the database or server adminis-
trator. Data appears in cleartext only 
within trust boundaries defined by 
data owners.

Encrypted databases can be realized 
in multiple ways. One approach (pro-
posed by CryptDB and other related 

systems) is to encrypt data on a trusted 
client using partially homomorphic 
encryption schemes. An alternative ap-
proach is to decrypt, process, and re-
encrypt sensitive data within a trusted 
execution environment (such as Intel 
SGX enclaves). This approach was pro-
posed by EnclaveDB,7 and a related ap-
proach has been adopted by Micro-
soft’s SQL Server in the Always 
Encrypted feature. The designs vary 
from streaming columnar data into en-
claves at the time of processing to plac-
ing all sensitive data and queries with-
in enclaves. Approaches based on TEEs 
have the potential to provide stronger 
security guarantees such as integrity 
and freshness of query processing, 
confidentiality for queries, tamper-
proof auditing, and so on. They are also 
more flexible (that is, they permit any 
kind of computation and can support 
complex access-control policies such 
as attribute-based access control). In 
addition to data processing, a TEE is a 
natural choice for enforcing and audit-
ing fine-grained key-release policies.

Confidential multiparty collabora-
tion. Secure and confidential multipar-
ty computation enabled by enclaves5 
also facilitate new types of collabora-
tion between dataset owners, leading 
to a multiplicative increase in the 
amount of training data. Hence, in-
stead of being limited to data from a 
single hospital, multiparty models can 
be trained on a joint dataset from mul-
tiple hospitals, without revealing the 
constituent datasets (typically subject 
to complex regulations and commer-
cial considerations). Although it may 
be possible to train similar models 
without pooling their datasets, using, 
for example, federated learning or lo-
cal differential privacy, these alterna-
tives would involve algorithmic chang-
es, additional resources, and utility 
losses. Scenarios for confidential mul-
tiparty collaboration exist in many oth-
er domains, including finance, energy, 
climate study, and government.

Confidential ledgers. General-pur-
pose applications that run in a cloud 
datacenter need a way to convince their 
users that they are running correctly. 
New frameworks have emerged to help 
developers build this new class of trust-
ed applications. These frameworks 
provide a simple way of building trust-
ed applications that run inside of TEEs 
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gration between TEEs and recovery 
from their encrypted checkpoints.

To this end, the service maintains an 
up-to-date, consistent cache of platform 
certificates for all TEEs provisioned in 
its datacenters. It performs frequent 
checks for certificate revocations and 
can manage, for example, the consistent 
deployment of firmware or microcode 
updates for the trusted hardware (typi-
cally requiring new collections of certifi-
cates). Thus, the service can support pre-
cise, stateful policy statements of the 
form, “This task must run within an SGX 
enclave, on an Intel SGX v2.1 platform, 
deployed in the German Azure datacen-
ter, in a VM allocated to the tenant, sup-
ported by certificates that are valid as of 
today,” rather than just, “This task must 
run within an enclave.”

From a cloud perspective, it is im-
portant both to minimize the number 
of distinct hardware offerings and to 
ensure software portability across ev-
erything. X86 VMs will happily work on 
Intel or AMD hardware even though 
the virtualization extensions on both 
are different. If confidential VMs need-
ed to be implemented differently be-
tween AMD and Intel hardware, this 
would add a significant barrier to adop-
tion. By factoring out the hardware-
specific details, the attestation service 
enables other services to be platform 
independent. For example, it enables 
the integration of legacy HSMs without 
the need to customize them for differ-
ent forms of confidential enclaves, 
VMs, and containers.

Code transparency. Remote attes-
tation enables tenants (or services 
they trust) to authenticate the plat-
form and software TCB for their com-
putations, but it does not ensure that 
this TCB is trustworthy. To this end, 
tenants would ideally gather and re-
view the security of all the source code 
for their applications, runtime SDKs 
and libraries, and compilation tool 
chains. They would then rebuild the 
software image for their workload and 
check that its hash matches the one 
presented for attestation. This task is 
daunting for several reasons:

	˲ It involves a lot of software from 
different origins, even for simple ap-
plications.

	˲ Parts of this software may be pro-
prietary or confidential, hindering its 
review.

and produce verifiable ledgers of their 
execution. For example, the CCF Confi-
dential Consortium Framework (CCF)4 
provides a tamperproof ledger and 
transactional updates on a key-value 
store. This is used to build a number of 
cloud services such as Azure Confiden-
tial Ledger, which provides a tamper-
evident, high-performance, confiden-
tial ledger that applications can use to 
store general-purpose log records for 
auditability and verifiability. These 
properties allow for a new class of ap-
plications that require coordination 
between mutually distrusting parties, 
as well as applications that require ver-
ifiable execution for legal reasons.

Trusted applications commonly use 
TEE attestation along with secure mes-
saging channels. This gives users confi-
dence that they are connecting to the 
correct application in a secure and con-
fidential manner. CCF, and other com-
parable frameworks, additionally dis-
tribute and replicate the execution of 
application logic to ensure liveness 
and integrity of execution, even when a 
fraction of the nodes in the system are 
malicious or compromised. In particu-
lar, CCF supports Byzantine fault toler-
ance, where arbitrary malicious behav-
ior is tolerated, as well as Crash 
fault-tolerance configurations.

Foundational Services
Usability is critical to any security tech-
nology that aims for widespread adop-
tion. It is easy to imagine a simple con-
figuration switch that lets tenants turn 
on “confidential computing” for their 
existing workloads, but what does it 
mean? Encrypting a VM, for example, 
adds some defense in depth but is 
largely security theater unless coupled 
with a trustworthy mechanism for at-
testing its contents: if the provider con-
trols the initial VM, and the tenant has 
no mechanism to review it, then the 
provider is still fully trusted.

To get meaningful end-to-end protec-
tion, the workload inputs and outputs 
must be encrypted, and the associated 
data keys must be released only to the 
TEE allocated for the workload. This in-
volves keeping track of the platform and 
code that are authorized for this work-
load, while enabling updates for both 
platform and code. For convenience, 
most tenants will likely choose to dele-
gate these tasks to cloud services. For 

security, these services must themselves 
be deployed in TEEs, relying on one an-
other for core functionalities such as se-
cure identity, keying, and logging.

The next section outlines the ser-
vices at the core of a confidential com-
puting ecosystem in support of ten-
ants that deploy confidential 
workloads and application developers 
who contribute their code.

Key management and attestation 
services. If a confidential service needs 
access to any persistent data (for exam-
ple, a VM disk image) then it needs to 
retrieve the key from somewhere. For 
traditional client-side disk encryption, 
this can be stored in the TPM and un-
locked by the tenant entering a pass-
phrase. In a cloud scenario, the storage 
part is relatively easy to solve either 
with managed HSMs (hardware security 
modules) via a service such as Azure 
Key Vault or a persistent confidential 
computing service that manages key 
storage. Asking the tenant to enter a 
passphrase for every VM, container, or 
other service that they launch, however, 
is not a scalable solution.

When tenants grant access to their 
data, they are making a policy deci-
sion based on a review of the informa-
tion included in the attestation and 
other metadata at their disposal. This 
process can be automated by a confi-
dential cloud service, such as the Mi-
crosoft Azure Attestation: at the start 
of the confidential computation, the 
newly created TEE establishes a se-
cure connection to the attestation 
service and presents its attestation 
materials. The service checks them 
against the authorization policies 
previously uploaded by the tenant 
and, if successful, issues the corre-
sponding credentials. The TEE may 
then use these credentials to access 
tenant data. It may, for example, pres-
ent a token issued by the attestation 
service to obtain the current decryp-
tion key from an HSM.

The cloud provider runs the attes-
tation service atop a fleet of autho-
rized TEEs, and then a tenant can do 
the manual setup step (the equivalent 
of entering a passphrase) once and 
provide policies and credentials so that 
the service can automatically autho-
rize thousands of VMs on its behalf. 
Within the cloud, for example, the ser-
vice may automatically authorize mi-
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	˲ Modern build systems are sensi-
tive to details in their environment, 
yielding irreproducible code.

	˲ Cloud computing encourages agile 
development and facilitates seamless 
code updates, often without requiring 
a restart of the application.

	˲ Emergency patches may be re-
quired to mitigate newly disclosed vul-
nerabilities, and they can hardly wait 
for a security review of every impacted 
application.

To facilitate this task, or at least am-
ortize its cost, a code transparency ser-
vice can securely record the software 
dependencies, build environments, 
and resulting binaries used for confi-
dential computing. A cloud provider 
may operate this service as a confiden-
tial ledger that systematically enforces 
code-update policies, signs the result-
ing binaries, and maintains a public, 
immutable log of all its operations. Ac-
cordingly, the tenant may configure the 
cloud attestation and key management 
services to authorize any such signed 
binaries for a confidential application.

For example, a tenant may config-
ure the code transparency service to 
install emergency patches automati-
cally from a reputable software ven-
dor, provided they are correctly signed 
and published on the release branch 
of their designated GitHub project. 
(More conservatively, they may also re-
quire signed endorsements from the 
cloud provider or a designated expert.) 
Even if the patch is broken, the service 
will at least provide a strong audit trail 
to enable its review after the fact. The 
software vendor might still be able to 
undermine a tenant’s security guaran-
tees but cannot do so without placing 
its reputation on the line. The code 
transparency service can also be used 
to mitigate software supply chain at-
tacks, because it provides auditable 
provenance and chain-of-custody for a 
software bill of materials (SBoM).

Confidential Computing  
Is the Future of The Cloud
Confidential computing provides 
strong security assurances in the cloud 
by empowering tenants to remotely 
control the TCBs for their workloads: 
It makes explicit the (minimal) hard-
ware, software, and services that they 
still need to trust; and it provides 
strong technical protection against 

any attacks from the rest—preventing 
potential attacks from other tenants 
and even from the cloud provider. This 
enables tenants in turn to develop and 
deploy their own confidential applica-
tions for their most sensitive data.

Confidential cloud computing is in its 
infancy, but we believe that it will eventu-
ally become ubiquitous, the same as oth-
er privacy and integrity mechanisms 
such as TLS and encryption at rest. The 
hardware for confidential computing 
(CPUs, FPGAs, and accelerators) should 
evolve at a rapid pace, as the result of a 
large, concerted effort across the indus-
try aiming to provide open, robust, stan-
dardized, platform-agnostic capabilities. 
As these become available, they will form 
the foundation for a cloud fabric that will 
be compartmentalized with small TCBs, 
where each component will have access 
only to the information necessary to per-
form its function.

This foundation will support run-
ning confidential VMs, as well as high-
er-level platform services. While some 
services may never run in a fully confi-
dential mode, they will benefit from 
the new, more secure foundation. As 
software-engineering tools evolve to-
ward enabling compartmentalized 
confidential-by-default development, 
these guarantees will be easy to add.

Imagine a future in which end users 
have complete and verifiable control 
over how their data is used by any cloud 
service. If they want their organization’s 
documents to be indexed, a confiden-
tial indexing service could guarantee 
that no one outside their organization 
ever sees that data. A confidential vid-
eoconferencing service could guarantee 
end-to-end encryption without sacrific-
ing the ability to record the session or 
provide transcripts, with the output sent 
to a confidential file-sharing service, 
never appearing unencrypted anywhere 
other than the organization’s devices or 
confidential VMs. A confidential email 
system could similarly protect privacy 
without compromising on functional-
ity such as searching or authoring assis-
tance. Ultimately, confidential comput-
ing will enable many innovative cloud 
services, while allowing users to retain 
full control over their data.	
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M ANY BELIEVE THE company that enables real 
intelligence on end devices (such as mobile and IoT 
devices) will define the future of computing. Racing 
toward this goal, many companies, whether tech 
giants such as Google, Microsoft, Amazon, Apple and 
Facebook, or startups spent tens of billions of dollars 
each year on R&D.

Assuming hardware is the major constraint 
for enabling real-time mobile intelligence, more 
companies dedicate their main efforts to developing 
specialized hardware accelerators for machine 
learning and inference. Billions of dollars have been 
spent to fuel this intelligent hardware race.

This article challenges the view. By drawing on a 
recent real-time AI optimization framework CoCoPIE, 
it maintains that with effective compression-compiler 

co-design, a large potential is yet left 
untapped in enabling real-time artifi-
cial intelligence (AI) on mainstream 
end devices.

The principle of compression-com-
pilation co-design is to design the com-
pression of deep learning models and 
their compilation to executables in a 
hand-in-hand manner. This synergis-
tic method can effectively optimize 
both the size and speed of deep learn-
ing models, and also can dramatically 
shorten the tuning time of the com-
pression process, largely reducing the 
time to the market of AI products. 
When applied to models running on 
mainstream end devices, the method 
can produce real-time experience 
across a set of AI applications that had 
been broadly perceived possible only 
with special AI accelerators.

Foregoing the need for special 
hardware for real-time AI has some 
profound implications, thanks to the 
multifold advantages of mainstream 
processors over special hardware:

	˲ Time to market: Special hardware 
often takes multiple years before it 
reaches the market. The creation of 
the associated compiler and system 
software further lengthens the pro-
cess. Applications using such hard-
ware often need to use the special 
APIs and meet many special con-
straints (for example, tiling computa-
tions to a certain size), which length-
ens the time to market of AI product.

	˲ Cost: Developing a special ASIC 
processor is costly and adding them 
into existing systems incurs extra ex-
penses.

CoCoPIE:  
Enabling Real-Time AI 
on Off-the-Shelf Mobile 
Devices via Compression-
Compilation Co-Design

DOI:10.1145/3418297

A new framework allows intelligence  
on mainstream end devices without  
special hardware.

BY HUI GUAN, SHAOSHAN LIU, XIAOLONG MA, WEI NIU, BIN REN, 
XIPENG SHEN, YANZHI WANG, AND PU ZHAO

 key insights
	˽ Before eagerly pursuing specialized 

hardware for real-time AI on end devices, 
it is worth giving a closer look at whether 
mainstream end devices are sufficient.

	˽ For real-time AI, there is still a large 
potential to tap into on mainstream end 
devices.

	˽ Through innovative compression-compiler 
co-design, the CoCoPIE framework has 
demonstrated a promising approach to 
unlocking the potential.

http://dx.doi.org/10.1145/3418297
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Figure 1. (a) Non-structured weight pruning and (b) two types of structured weight pruning.
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Figure 2. Illustration of (a) kernel pattern pruning on CONV kernels, and (b) connectivity 
pruning by removing kernels.

Compression-Compilation 
Co-Design: The Concept
Compression and compilation are the 
two key steps in fitting a deep learning 
model on a hardware for efficient exe-
cutions. Model compression is a com-
mon technique for reducing the size 
and improving the speed of deep 
learning models. Compression tech-
niques fall into two categories, prun-
ing and quantization. Pruning removes 
layers or convolution filters or chan-
nels, while quantization reduces the 
precision of parameters (for example, 
from floating-point to short integer). 
Compilation refers to the process of 
generating executable codes from a 
given deep learning model. It, in es-
sence, is a process of mapping the 
high-level operations in deep learning 
to the low-level instructions that the 
underlying hardware supports. The 
process plays a critical role in optimiz-
ing the code for efficient executions.

The principle of compression-com-
pilation co-design is to design the two 
components for AI in a hand-in-hand 
manner. The synergy may exhibit at 
three levels:

	˲ Demands/Preferences Level: At this 
level, the synergy is on taking the pref-
erences or demands of one compo-
nent into consideration when design-
ing the other component. An example 
is the pattern-based pruning, which 
creates a regular computation pattern 
amenable for the compilation step to 
effectively map to vector units or GPU.

	˲ Perspective/Insight Level: At this lev-
el, the synergy is on taking the perspec-
tive or insights in the domain of one 
component when treating the problems 
in the domain of the other component. 
An example is the composability-based 
pruning, which generalizes the principle 
of composability or modularity in pro-
gramming systems into a novel DNN 
model pruning method to dramatically 
reduce the needed computations.

	˲ Methodology Level: At this level, 
the synergy is on closely integrating 
the methodology of the two compo-
nents together. We will illustrate this 
synergy through a compiler frame-
work that automatically generates 
code to enable a new way of deep 
learning pruning, which speeds the 
process by up to 180X.

All the examples mentioned are part 
of a software framework for mobile AI 
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the adoption of a special processor is 
usually limited to the company that 
creates it and its few close customers. 
As a result, an AI application devel-
oped for the processor can be adopt-
ed by a limited number of devices.

These reasons suggest that when-
ever mainstream processors can 
meet the speed and efficiency re-
quirements of an AI application, they 
should be the preferred device to con-
sider. The current industry however 
puts much emphasis on special AI 
hardware development, based on as-
sumed insufficiency of mainstream 
processors in meeting the real-time 
requirements. In the rest of this arti-
cle, we explain why the assumption is 
largely biased when compression-
compilation co-design is used, how 
the principle can be materialized ef-
fectively into a practical framework 
CoCoPIE, and the implications to the 
AI industry.

	˲ Technology maturity: Unlike gen-
eral-purpose processors, special 
hardware has a much smaller pro-
duction volume; the technology avail-
able for their production is hence 
usually several generations behind 
general-purpose processors. Most AI 
accelerators, for instance, are based 
on 28nm to 65nm CMOS technology, 
with a transistor density over 10× low-
er than state-of-art mobile CPU or 
GPU.

	˲ Speed: As a consequence of the 
old technology, special processors 
run much slower than general-pur-
pose processors do.

	˲ Eco-system: General-purpose pro-
cessors have a well-developed eco-
system (debugging tools, optimiza-
tion tools, security measures), which 
makes the development of high-qual-
ity applications much easier than on 
special processors.

	˲ Adoption: For all these reasons, 
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based framework,15 which can be sped 
up via a composability-based method 
as we will discuss.

The method can be used together 
with connectivity pruning, which cuts 
the connections between certain in-
put and output channels, to achieve 
even higher weight pruning/accelera-
tion rates.

Figure 3 shows the overview of the in-
ternal workflow of CoCo-Gen.18 After 
pattern-based training performs kernel 
pattern and connectivity pruning, exe-
cution code generation performs multi-
ple pattern-based optimizations. Simi-
lar to other DNN compilers (for example, 
TVM2), CoCo-Gen converts DNN mod-
els into computational graphs and ap-
plies multiple graph-based optimiza-
tions. It works on a fine-grained DNN 
layerwise representation (LR), which 
captures the kernel patterns and tun-
ing-related information. It employs an 
optimization, filter kernel reorder, to 
address two challenges of pattern-based 
pruning—heavy control-flow instruc-
tions, and thread divergence and load 
imbalance—by grouping the filters with 
similar lengths and patterns together. It 
stores DNN models in a novel form 
compressed weight storage, specifically 
designed for the kernel patterns and 
connectivity pruning, yielding a much 
better compression rate than the con-
ventional compressed sparse row (CSR) 
format does. It further uses a register-
level optimization, load redundancy 
elimination, to maximize memory per-
formance. In sum, allowing compilers 
to treat pruned kernels as special pat-

Figure 3. Overview of CoCo-Gen acceleration framework.

named CoCoPIE. We will next give an 
overview of CoCoPIE based on previ-
ous publications,8,18 and then use each 
of its main components to explain the 
compression-compilation co-design 
principle and the significant benefits.

CoCoPIE
CoCoPIE stands for Compression-
Compilation co-design for Perfor-
mance, Intelligence, and Efficiency. It 
is a software framework we have re-
cently put together that holds numer-
ous records on real-time AI on main-
stream end devices in both 
performance and energy efficiency

CoCoPIE consists of two main com-
ponents, which both reflect the Com-
pression-Compilation co-design prin-
ciple: CoCo-Gen generates efficient 
DNN execution codes via a synergy of 
pattern-based DNN pruning and pat-
tern-aware code generation; CoCo-
Tune dramatically shortens the process 
in identifying the appropriate set of 
DNN parameters to prune by a com-
posability-based compiler framework. 
Here, we explain each of the two com-
ponents and how compression-compi-
lation co-design makes them possible.

CoCo-Gen: Pattern-based pruning 
and code generation. Weight pruning 
reduces the number of weights in DNN. 
As shown in Figure 1, prior weight 
pruning methods fall into two catego-
ries: general and non-structured prun-
ing where arbitrary weights can be 
pruned; and structured pruning which 
prunes filters or channels in a way that 
produces regular and smaller weight 
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matrices. For the better fit of regular 
structures for GPU/CPU executions, 
DNNs from regular compression have 
shown better speeds over those from ir-
regular compression,10,16,20 but are sub-
ject to more notable accuracy loss.10,20

We introduce a new method—
pattern-based pruning—features fine-
grained pruning patterns inside coarse-
grained structures.

Figure 2 illustrates the basic idea of 
pattern-based pruning. For each ker-
nel (in a CONV filter), a fixed number of 
weights are pruned, and the remaining 
weights (white cells) form specific “pat-
terns.” We define the example in Fig-
ure 2 as 4-entry pattern pruning, since 
every kernel reserve four non-zero 
weights out of the original 3 × 3 kernel 
(the most commonly used kernel). It 
can generalize to other kernel sizes and 
fully connected layers. Each kernel has 
the flexibility in choosing among a 
number of predefined patterns.

At theory and algorithm levels, such 
patterns exhibit similarities to the con-
nection structure in human visual sys-
tems.12,13,15 At compiler level, the known 
patterns allow a compiler to re-order and 
generate codes at filter and kernel level 
such that kernels with the same pattern 
can be grouped together for consecutive 
executions, thereby maximizing in-
struction-level parallelism. At hardware 
level, 4-entry patterns perfectly fit the 
SIMD architecture in embedded proces-
sors, for both CPUs and GPUs.

The selection of appropriate pat-
terns for a kernel can be achieved via 
search through an extended ADMM-
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DNNs characteristics (under kernel pattern and connectivity pruning).

Name Network Dataset Layers Conv Patterns Accu (%) Accu Loss (%)

VGG VGG-16
ImageNet 16 13 8 91.60 .1

CIFAR-10 16 13 8 93.9– 0.4

RNT ResNet-50
ImageNet 50 49 8 92.50 .2

CIFAR-10 50 49 8 95.6– 1.0

MBNT MobileNet-V2
ImageNet 53 52 8 90.30 .0

CIFAR-10 54 53 8 64.6– 0.1

We integrate the techniques into a 
compiler-based framework, CoCo-
Tune, which, for an arbitrary CNN (in 
Caffe Prototxt format) and other in-
puts, automatically generates Tensor-
Flow code to build teacher-student 
learning structures to materialize com-
posability-based CNN pruning (see 
Guan et al.8 for more details).

Evaluation and demos. Results on 
DNNs: We evaluate CoCo-Gen on a Sam-
sung Galaxy S10 cell phone with the lat-
est Qualcomm Snapdragon 855 mobile 
platform that consists of a Qualcomm 
Kryo 485 Octa-core CPU and a Qual-
comm Adreno 640GPU. Six representa-
tive DNNs are used in this evaluation, 
VGG-16 (VGG), ResNet-50 (RNT), and 
MobileNet-V2 (MBNT) trained on two 
datasets, ImageNet and CIFAR-10, re-
spectively. The accompanying table 
characterizes these DNNs and lists the 
number of pruning patterns and the 
loss of prediction accuracy caused by 
our pruning. Figure 4 shows the CPU 
and GPU performance of CoCo-Gen 
compared to TFLite,6 TVM,2 and MNN.1 
CoCoGen outperforms all other frame-
works for all cases. On CPU, CoCo-Gen 
achieves 12× to 44.5× speedup over 
TFLite, 2.3× to 8.1× over TVM, and 1.9× 
to 15.5× over MNN, respectively. On 
GPU, CoCo-Gen achieves 2.5× to 20×, 
4.1× to 11.4×, and 2.5× to 6.2× speedup 
over TFLite, TVM, and MNN, respective-
ly.a For the largest DNN (VGG) and larg-
est dataset (ImageNet), CoCo-Gen com-
pletes CONV layers on a single input 
within 18.9ms on GPU, meeting the re-
al-time requirement (usually 30 frames/
sec, that is, 33ms/frame).

In terms of energy consumption, 
CoCo-Gen is 8.6× less than TVM. The 
power consumption rate of the entire 
mobile device is 4.1W, slightly higher 

a	 TFLite does not support executing VGG on 
ImageNet dataset on GPU due to its too large 
memory footprint.

than that of TVM executions, 3.8W 
(tested by Qualcomm Trepn power pro-
filer). But its 9.3× less execution time 
leads to the large savings in energy.

The results also consistently outper-
form a number of ASIC and FPGA solu-
tions in both performance and energy 
efficiency. Figure 5 demonstrates the 
comparison results on performance 
and energy efficiency with special ASIC 
hardware including Google’s cloud 
TPU-V2 and edge TPU,7 NVIDIA Jetson 
AGX Xavier, Cambricon MLU-100, Eyer-
iss,3 and others and comparison results 
on accuracy and energy efficiency with 
the FPGA solution ESE9 (FPGA 2017 Best 
Paper Award) from DeePhi. The com-
parisons are on the same network mod-
els, and weight quantization is not used 
in CoCo-Gen solution (Eyeriss and ESE 
use 12-bit fixed-point quantizations).

The better results of CoCo-Gen 
come from three reasons: the compres-
sion-compilation codesign more effec-
tively matches models with hardware; 
smartphone chips are built with the 
most advanced technology (for exam-
ple, 7nm, 11nm technology), while 
FPGA/ASIC solutions are based on old-
er and less energy-efficient 28nm or 
40nm technologies. Current ASIC/
FPGA solutions are often optimized for 
a specific DNN type/size (for example, 
edge TPU for small-scale DNNs, Cam-
bricon MLU-100 for large-scale DNNs), 
while CoCo-Gen, as a software method, 
can better adapt to the networks.

Real application demos: We also 
demonstrate the efficacy of CoCo-Gen 
through three interesting and key DNN 
applications, style transfer,5 DNN col-
oring,11 and super resolution.4 The 
style transfer model is based on a gen-
erative network23 trained on Microsoft 
COCO.14 DNN coloring uses the Places 
scene24 dataset to train a novel archi-
tecture that can jointly extract and fuse 
global and local features to perform 
the final colorization. The super reso-
lution model mainly utilizes residual 
blocks with wider activation and linear 
low-rank convolution21 trained on the 
DIV2K19 dataset. With structured prun-
ing and compiler optimization, we im-
plement the models on a Samsung Gal-
axy S10 mobile phone. We demonstrate 
that our implementations are able to 
achieve real-time inference on off-the-
shelf mobile device with video demos.

Figure 6 shows sample inputs and 

terns, the compression-compilation co-
design unleashes the power of compiler 
optimizations for best matching DNN 
models with underlying hardware (see 
Niu et al.18 for more details).

CoCo-Tune: A compiler framework 
for fast pruning. Finding out what is the 
best set of filters or connectivities to 
prune—such as the pattern-based prun-
ing in the previous section—can be very 
time consuming. For a DNN with W fil-
ters, the entire configuration space of 
pruned network can be as large as 2|W|, 
even if only filter pruning is considered 
(adding pattern variations would wors-
en the complexity further). It often takes 
hours to evaluate just one configuration 
(that is, training the pruned network 
and then testing it).

CoCo-Tune is a compiler-based 
framework that shortens the time by 
up to 180X. Its inspiration comes from 
software engineering. More specifical-
ly, it explores composability, a property 
(fundamental in software engineering) 
that we discovered in the training of a 
collection of pruned CNN models. The 
basic observation is that two CNN net-
works in the promising subspace often 
differ in only some layers, and the 
training results of the common layers 
can be reused across networks to save 
some training time. More generally, 
CoCo-Tune views the networks to 
search as compositions of a set of 
building blocks (a block is a sequence 
of CNN layers). It pretrains (some of) 
these building blocks and assembles 
them into the to-be-explored networks.

To identify the best set of building 
blocks to pretrain to maximize the ben-
efits, it uses a novel algorithm, which 
represents all layers of all to-be-ex-
plored networks as a sequence of sym-
bols and uses a hierarchical compres-
sion algorithm Sequitur17 to produce a 
context free grammar (CFG) and uses it 
to quickly find out the most reusable 
building blocks.
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Figure 5. Comparison with existing ASIC and FPGA solutions.
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Conclusion and Future Work
This article has introduced the concept 
of compression-compilation co-design 
and how it is materialized into a soft-
ware framework CoCoPIE for real-time 
AI on mobile devices. The promising 
progress opens up many potential di-
rections for future development. We 
briefly discuss two of them:

The first is to expand the scope of the 
co-design-based optimizations. So far, 

Figure 4. Performance comparison: x-axis: different trained DNN models; y-axis: average DNN inference execution time on a single input.
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outputs of the three applications. Ac-
cording to our study,18 CoCo-Gen on 
unpruned models can already outper-
form existing DNN frameworks (for ex-
ample, TVM) in speed thanks to its ad-
vanced optimizations (for example, 
operator replacement and SIMD opti-
mizations). When combined with pat-
tern-based pruning, CoCo-Gen pro-
duces 4.2×, 3.6×, and 3.7× extra 
speedups on style transfer, coloring 

and super resolution, respectively. An 
inference in all the applications can 
complete within 75ms, demonstrating 
the promise of real-time performance 
of complex DNN applications on the 
off-the-shelf devices. (Please see video 
demos of the applications at CoCoPIE 
YouTube channel.b

b	 http://www.youtube.com/channel/UCCKVDt-
g2eheRTEuqIJ5cD8A/.)

http://www.youtube.com/channel/UCCKVDtg2eheRTEuqIJ5cD8A/
http://www.youtube.com/channel/UCCKVDtg2eheRTEuqIJ5cD8A/
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in this article has provided strong evi-
dence of the promise of the co-design 
principle, indicating it is possible to 
instill AI directly on existing commod-
ity computing devices while offering 
even higher speeds and better energy 
efficiency than special AI accelerating 
hardware does. The results open new 
opportunities for democratizing AI ca-
pability on end devices, while caution-
ing against the broad perception on 
the indispensability of special AI hard-
ware for real-time AI on end devices. 
We believe these results will prompt 
the industry to reexamine the direc-
tions and strategies on the pursuit of 
mobile AI.	

Contact info@cocopie.ai for details on the technology  
being commercialized through CoCoPIE LLC. 
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Figure 6. Examples of style transfer, coloring, and super resolution implemented on our 
mobile device.

the principle of compression-compila-
tion co-design has been focused on 
DNN models. Besides DNN, a real-world 
AI application often includes a lot of 
other parts, such as data collection, data 
preprocessing, the use of the DNN pre-
diction in follow-up operations, and so 
on. Even though DNN may play an im-
portant role in the overall application, 
its optimizations may not be sufficient 
for the entire application to meet users’ 
needs. So, an important direction is on 
how to generalize the co-design princi-
ple into holistic optimizations to the en-
tire AI-based applications.

The second is to increase the applica-
bility of the co-design-based optimiza-
tions. This direction relates with privacy 
and security. As they are two important 
factors in many AI model constructions 
and deployments, how to integrate 
them into the co-design process is 
worth pursuing. For instance, typically 
model pruning requires access to both 
the models and the training datasets, 
but there are scenarios where datasets 
may not be accessible to the model opti-
mizer due to either privacy policies or 
artificial boundaries among corpora-
tions. Effective ways to circumvent 
these roadblocks could expand the ap-
plicability of the optimizations.22 This 
direction also relates with the way the 
optimization framework takes to deliv-
er its service (for example, standalone 
software versus cloud-based service).

In summary, the research reported 
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REQUIREM EN TS  EN GIN EERIN G (RE)  is a critical area in 
software development, as figuring out what to develop 
and include in a product is a cornerstone activity 
which all others depend upon. Countless studies of 
unsuccessful development projects report that lack 
in RE is often a core-contributing failure factor. 13 
Central in RE is the role that coordinates all its related 
activities, usually named requirements engineer.

Still, empirical evidence on the way 
companies implement this role is 
scarce. In this article, we present the 
results of an interview-based descrip-

tive study involving 24 IT professionals 
from 12 companies. As a main out-
come, we can affirm that all compa-
nies assign IT professionals to the re-
quirements engineer role in their 
projects, but in many different ways, 
which might impact efficiency of the 
function. Furthermore, we uncover 
that requirements engineers often 
perform other tasks ranging from proj-
ect’s go vs. no-go decisions to test suite 
design in addition to handling require-
ments. Last, the study highlights their 
need to communicate with many other 
roles inside the company, from do-
main experts to system architects.

According to the International Require-
ments Engineering Board (IREB), a 
requirements engineer is “a person who—
in collaboration with stakeholders— 
elicits, documents, validates, and 

On the 
Requirements 
Engineer Role

DOI:10.1145/3418292

The requirements engineer role is defined 
differently within most organizations. 

BY XAVIER FRANCH, CRISTINA PALOMARES, AND TONY GORSCHEK

 key insights
	˽ Organizations nominate requirements 

engineers in virtually all of their projects, 
but there is a large diversity in their 
assignment, from a single person playing 
the role to several people that collaborate 
during the project.

	˽ Besides RE-specific tasks, requirements 
engineers may perform other activities, 
ranging from project management 
to testing, often as a consequence 
of requirements engineers playing 
multiple roles.

	˽ In our study, the requirements engineer 
role is better delimitated in large 
companies. No other influencing 
factors were identified, particularly, 
the development method adopted in the 
company does not have impact on the 
requirements engineer role.
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neer role in the context of industry. 
Other studies focus on understanding 
the skills, the competences, and even 
the educational background of re-
quirements engineers.1,2,5,15 Instead, 
we focus on the management of this 
role in companies. Questions we ask 
are among others: Who plays the re-
quirements engineer role? How do 
companies assign IT professionals to 
this role? How does it relate to other 
roles? What activities do require-
ments engineers perform? The an-
swers gathered in the study may help 
companies to know practices in place 
that they can eventually adopt to im-
prove their current way of working.

The study. We conducted an inter-
view-based descriptive study with 24 IT 
professionals in 12 Swedish compa-
nies from our local network of industry 
contacts. Descriptive studies allow in-
vestigating a given object, without the 
commitment of explaining the find-
ings. Along this line, our study serves 
as an instrument to learn how things 
work in practice. (See the sidebar “Re-
search Methods” for more details.)

The table here summarizes the 
most relevant information about the 
respondents and their companies. 
Half of the respondents hold a Com-
puter Science or Information Systems 
degree (BSc or MSc). They occupy dif-

ferent positions, and we knew in ad-
vance that all of them are involved in 
RE activities, although in most cases 
we didn’t know all details of their role.

In the rest of the article, we will refer 
to respondents using the notation Sx[Y], 
where Sx is the respondent’s identifier 
and Y is the company’s identifier.

Do organizations assign an IT pro-
fessional to the role of requirements 
engineer? Most of the respondents ex-
plicitly confirmed the existence of the 
role of requirements engineer in their 
organizations, dedicated mainly to RE-
related tasks. The role was concisely de-
fined by S1[A] as: “A role played by some 
designated person which in that proj-
ect is in charge of requirements.”

There were a couple of respon-
dents answering “no” to the direct 
question, but in the explanation that 
they provided, it became clear that 
they confused the concepts of “role” 
(“a function or part performed espe-
cially in a particular operation or pro-
cess”8) and “position” (“an employ-
ment for which one has been hired”8). 
For example, S5[C] said: “No, the role 
didn’t exist. It was a hat that a person 
wore when necessary, who did the 
tasks of a requirements engineer … 
The main responsibilities when this 
person was working as a requirements 
engineer were …” From the later de-
scription, it became clear that S5, as 
the rest of respondents, had a require-
ments engineer role in his project.

Only respondent S17[I] reported 
that sometimes nobody played this 
role in his organization: “The role 
only exists [in my organization] if the 
gathering of requirements is neces-
sary.” The justification of this re-
sponse is that company I acts some-
times as subcontractor to perform 
development activities in external 
projects, therefore requirements are 
managed in the contracting company.

How is the requirements engineer 
role staffed? There exists a large vari-
ability in the way that practitioners are 
assigned to the requirements engineer 
role. In its simplest form, only one per-
son acts as requirements engineer in a 
project. This situation was reported by 
12 respondents. Three main variations 
were mentioned:

	˲ The organization assigns a person 
as requirements engineer due to some 
other role or position s/he currently 

manages requirements.”3 There are 
several synonyms in place, most of 
them using the term “analyst,” like 
“requirements analyst,” “business an-
alyst,” “system analyst,” or even sim-
ply “analyst.”16

While the complexity and criticali-
ty of RE activities call for such a role,13 
there is not a vision shared in industry 
about its responsibilities and in fact, 
its existence as a separate role is not 
always clear. Ten years ago, Paech 
started her paper “What is a Require-
ments Engineer?”10 stating that 
“Rarely is there a role called require-
ments engineer.” Afterward, Her-
mann seconded this view arguing that 
“in many organizations, the role of 
the requirements engineer is not de-
fined clearly.”5 Even recently, Wang et 
al. informed that in spite of practitio-
ners framing requirements engineer 
as a profession, “there is a significant 
incongruity regarding the percep-
tions of the requirements engineer-
ing role, tasks, and responsibilities in 
the IT marketplace.”15 Because of this 
incongruity, the way in which the re-
quirements engineer is assigned and 
works in practice may vary largely de-
pending on the organization.

To understand this phenomenon, 
we have performed a descriptive study 
investigating the requirements engi-

We designed a qualitative study based on semi-structured interviews. We asked the 
respondents to focus on a single project that they were familiar with. The selected 
projects were related mainly to embedded systems, websites or mobile applications, 
and customer business support. Project duration varied from four months to several 
years and involved from two to up to thousands of people. In order to understand the 
representativeness of the answers, following Patton’s advice,14 we regularly asked 
follow-up questions such as “Is this typically how you do this? If not, how do you 
usually do it?”

The questionnaire used as guideline for the interview had a broad scope, including 
questions about detailed aspects on elicitation11 and documentation of requirements. 
In this paper, we just focused on understanding the requirements engineer. The 
evidence gathered mainly came from three questions made to all the respondents: 
“Does the role of “requirements engineer” exist in your company? Is this role 
played by some designated person or instead it is a hat that a person wears at some 
moment, and later this very person may become, for example, tester? What are the 
main responsibilities of this role?” Furthermore, given the nature of semi-structured 
interviews, some respondents provided related information as part of their responses 
to other questions. However, we analyzed the responses to the other questions because 
they also contained some comments related to the objectives of this study.

We coded the responses applying several steps. First, we coded descriptive 
information, for example the respondent experience. Second, we defined a provisional 
list of codes coming from a previous survey as baseline.12 Third, we extracted codes 
from the responses. Last, we combined similar codes to establish emerging categories 
and relationships among them. The codes and categories formed a hierarchy (see the 
figure in this article that summarizes the results of the study).

The full protocol of the study is available at https://tinyurl.com/y3lbpone.

Research Methods

https://tinyurl.com/y3lbpone
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Respondents, their projects, and their companies.

Respondent Project Company

R- ID
Highest Educational 
Background

Years in 
Industry Job Position Method C-ID Size* Main business area

S1 BSc in Computer 
Science

15 Business Analyst Waterfall A Large IT Department

S2 MSc in Computer 
Science

15 Project Manager Waterfall

S3 Technical BSc 20 System Analyst Agile B Large Software Consultancy 
CompanyS4 BSc in Computer 

Science
13 Requirement Analyst Agile

S5 MSc in Computer 
Science

25 Requirement Analyst Waterfall C Medium Software House

S6 Technical BSc 20 System Manager Agile D Large Software House

S7 MSc in Computer 
Science

19 System Manager Agile

S8 BSc in Computer 
Science

15 Senior Project Manager Waterfall E Very Large Software Consultancy 
Company

S9 Technical BSc 20 Senior Business Consultant Waterfall

S10 MSc in Computer 
Science

16 Senior Developer Agile F Small Software Consultancy 
Company

S11 Technical MSc 17 Consultant Manager Agile

S12 Other MSc 12 Solution Designer Waterfall G Large Software Consultancy 
CompanyS13 BSc in Computer 

Science
23 Business Analyst Waterfall

S14 Other Ph.D. 10 System Engineer Waterfall H Very Large IT Department

S15 Other MSc 10 System Engineer Waterfall

S16 Technical BSc 25 Product Manager Agile I Very Large Software House

S17 Technical MSc 8 System Engineer Waterfall

S18 Technical MSc 9 Project Leader Waterfall J Very Large IT Department

S19 Technical MSc 3 Lead Engineer Waterfall

S20 Other Ph.D. 23 Software, Manufacturing an 
Electrical Engineer

Waterfall

S21 MSc in Computer 
Science

21 Senior Consultant Waterfall K Large Software Consultancy 
Company

S22 Technical BSc 9 Senior Consultant Agile

S23 Technical BSc 15 Assignment Manager Waterfall L Large Public Administration

S24 BSc in Computer 
Science

26 Requirements Engineer Waterfall

* � The meaning of the categories is: Small = up to 100 employees; Medium = up to 500 employees;  
Large = up to 10,000 employees; and Very Large = over 10,000 employees.

	˴ Respondents S6[D] and S7[D] 
reported one department and one 
role for managing requirements: the 
global service department and the 
system manager. The global service 
department “manages the business 
requirements for all the systems in 
the organization” while the system 
manager “knows the requirements of 
a specific product” and acts as a 
“spoke person for the main require-
ments from a technical point of 
view,” playing a role similar to that of 
a project owner in agile development 
projects. The main reason behind 
sharing requirements at these two 
levels is their need to manage all the 

plays in the project or organization. 
For instance, S3[B] (and similarly 
S4[B]) reported that “it is always the 
same person, the system analyst,” 
while S9[E] informs that “it is a hat 
worn by the business analyst” and 
S14[H] and S15[H], “the system engi-
neer.” S20[J] mentions two other can-
didates, namely the system developer 
and the designer.

	˲ The organization assigns a per-
son as requirements engineer in a 
case-by-case basis, as stated by S1[A], 
S10[F], S17[I] and S19[J]. S1 informs 
about a specific name for the role, 
namely “requirements lead.”

	˲ It is the client organization that 

assigns the requirements engineer. 
Respondents S12[G] and S13[G] re-
ported such situation because “my or-
ganization works as a provider of sys-
tems or solutions, and the client is 
the one in charge of providing the re-
quirements.” Also as reported here, 
S17[I] identified this situation for 
some projects in her organization.

Eight respondents reported that 
more than one person has assigned the 
requirements engineer role. Again, we 
distinguish several situations:

	˲ The requirements engineer role is 
split into different roles that act at 
different moments. We found two 
similar situations:
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text factor. Respondents mentioned 
specifically project size and current 
workload:

	˲ S23[L] and S24[L] reported that a 
dedicated person is assigned or not 
depending on the size of the project: 
“For large projects, it is a designated 
person. For small projects, it is a per-
son that later will do further tasks.”

	˲ S2[A] reported a similar situation 
with the addition that “for huge proj-
ects there could be more than one re-
quirements analyst in the project.”

	˲ In the same pace, S21[K] in-
formed that usually the product own-
er or product manager acts as require-
ments engineer, but “If that person 
has too much work, they can pass that 
responsibility to other persons, like 
consultants or testers.” Furthermore, 
for some big projects or own develop-
ment projects they appoint a specific 
business analyst.

What are the activities conducted 
by people playing the role of require-
ments engineer? Respondents in our 
study mentioned requirements engi-
neers to be responsible of the usual 
RE-related activities: elicitation, ne-
gotiation, documentation/specifica-
tion, validation and change manage-
ment. However, except in the 
simplest cases as S1[A], the role “is a 
hat that a person wears at some mo-
ment, but then these people change 
to do other things” (S10[F]). Conse-
quently, when a system architect or a 
developer is assigned as require-
ments engineer, she still needs to de-
sign the architecture or develop new 
software, while participating as re-
quirements engineer when required. 
This can pose a real problem as it 
brings a solution focus very early on, 
especially when high-level require-
ments should be broken down to 
concrete needs. In fact, the elabora-
tion of high-level requirements into 
more detailed ones (that is, “under-
standing what has to be done from 
this big first requirement,” as said by 
S7[D]) is mentioned often by the in-
terviewees as a challenge.

Furthermore, some respondents 
mentioned particular activities at dif-
ferent abstraction and granularity lev-
els that we mention here:

	˲ Probably the most critical action 
was mentioned by S5[C]. In his com-
pany, the requirements engineer is 

main products of the organization in 
a holistic way.

	˴ Respondent S18[J] informed 
about a system constructor role “who 
is responsible of translating from 
function owner requirements (high-
level goals) to system requirements … 
distributed to different modules of 
the platform” and a requirements 
manager “who is the person who has 
a general view of the requirements at 
the module level.” Similarly, S5[C] re-
ported a system analyst closer to the 
customer, and an interaction design-
er for elaborating the initial require-
ments. In both cases, the assignment 
of particular people to these roles is 
made case-by-case.

	˲ The requirements engineer role is 
exerted by several people that collabo-
rate during the project. In all the cas-
es, one of the people had a clear lead:

	˴ S16[I] reported the product 
manager did most of the RE work but 
had the support of a person taking 
care of a repository of safety require-
ments, given the importance of this 
particular type of requirements in 
company I.

	˴ S8[E] reported three roles in-
volved in RE: “The system analyst, the 
project manager, and the system ar-
chitect, and these people are also do-
ing other tasks, so it is a hat that a per-
son wears at some moment.”

	˴ Also, three roles were men-
tioned by S11[F]: system architect, 
who is the “person that has more re-
sponsibility over requirements;” in-
teraction designer, in charge of re-
quirements related to user interface; 
and developers, who mainly “add 
ideas related to technical require-
ments in the project meetings.”

	˴ S22[K] informed about a non-
complete list of people acting as re-
quirements engineers as needed: prod-
uct owner, project leader, architects, 
interaction designers, and so on. How-
ever, even if “all the responsibilities are 
dispersed between these roles,” still 
“the project leader is the main respon-
sible for the requirements.”

Last, we observed how context fac-
tors may influence in the assignment 
and performance of the requirements 
engineering role. Four respondents 
informed that the concrete way in 
which the requirements engineer  
role is covered depends on some con-

In one respondent’s 
company, the 
requirements 
engineer is entitled 
to “researching 
the possibility 
of developing a 
solution taking into 
account what the 
customer wanted,” 
that is, a go vs.      
no-go decision. 



JUNE 2021  |   VOL.  64  |   NO.  6  |   COMMUNICATIONS OF THE ACM     73

contributed articles

Summary of responses in the study.

Requirements
Engineerrole

Does it exist?

Yes

No

Explicitlyidentified

Implicitlyidentified

How is it
assigned?

By customer

One person

Severalpeople

By organization

Case-by-case

By other role

Business analyst

System engineer

System analyst

Developer

Designer

What other roles are
related?

Project manager

Business architect

System architect

Consultant (specialist)

What not RE-specific
activitiesdo they
perform?

Go vs. no-go decision

Elaboratebusinessview

Project management

Interactionwith other roles

Test-relatedactivities

Performmaket studies

Simulta-
neously

At different
moments

By refinement

By structure

Split work

Joint work As needed

By role

By type of 
requirement

engineer only performs RE-related 
tasks, so she needs to communicate 
with other roles: the assignment lead 
(“it is kind of a project manager but in-
side the team, working hand to hand 
with them”) and the business archi-
tect. The requirements engineer 
(called system analyst in this organiza-
tion) is constantly interacting with 
both of them.

Another typical role reported as im-
portant for the requirements engineer 
is that of system architect. System ar-
chitects collaborate typically in verifica-
tion activities, as reported by S5[C]: 

entitled to “researching the possibili-
ty of developing a solution taking into 
account what the customer wanted,” 
that is, a go vs. no-go decision.

	˲ Whenever necessary, the require-
ments engineer may be requested to 
provide a business view. S21[K] men-
tions as responsibilities “defining a 
business model, defining how the re-
turn on investment is achieved by the 
specified requirements.”

	˲ Some activities arise due to the 
nature of the organization. For exam-
ple, respondent S7[D] works in a mar-
ket-driven company. Therefore, one 
of the two roles managing require-
ments, the system manager, needs to 
do “quick studies or pre-studies and 
based on that they select what to put 
in their requirements and how to 
scope the solution.”

	˲ Requirements engineers may 
sometimes be assigned to perform 
project management tasks. As report-
ed by S3[B], the reason may be that 
“there is no clear barrier of who 
should do these tasks.”

	˲ Interaction inside the organiza-
tion may be necessary for the require-
ments engineers. S19[J] reports 
among the main responsibilities 
“talking to other groups to get input or 
data necessary from other systems.”

	˲ Some of the respondents include 
test-related activities as part of the re-
quirements engineer responsibilities. 
S2[A] and S3[B] mention the design of 
tests, while S6[D] reports the specifica-
tion of tests in general. S5 also run the 
tests for some requirements.

Which other roles interact with the 
requirements engineer? When dis-
cussing the requirements engineer 
role, other functions and roles were 
also lifted by our respondents. A rep-
resentative example comes from 
S1[A]. As already mentioned, in the 
case of this company, the requirements 

As any other empirical study, the results of this work need to be taken with caution. 
First of all, the sample of respondents is very small compared to the community 
of practitioners that work in RE. Therefore, generalization is not possible. 
However, this is not the intention of this type of studies. The real goal is to gain 
evidence that can be aggregated with other previous studies to understand better 
the phenomenon under study. As an indicator about how difficult is trying to 
generalize, in this study we observed that even subjects from the same company 
answered differently to some of the questions made. Although surprising in a first 
glance, this is justified because they can occupy different positions or participate in 
different types of projects.

Furthermore, given that the study is based on evidence, there are several threats 
that may have impacted the results. For instance, the way in which the interviews were 
made, the fact that the interviews were made in English and not in Swedish, or the 
tacit information that respondents may have not provided in the interviews. In order to 
mitigate this and other threats, we carefully designed and piloted a protocol that was 
used throughout the study (available at https://tinyurl.com/y3lbpone).

Study Validity

https://tinyurl.com/y3lbpone
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written and oral communications as 
two of the most frequently demanded 
requirements engineers’ skills in the 
Brazilian market. Additional studies 
have also shown that written/oral 
comprehension and communication 
is one of the skills with more difficul-
ties for requirements engineers;9 
therefore, it may be argued that com-
panies opting to share the role of re-
quirements engineer among several 
people, should be ready to invest re-
sources in training their soft skills.

Conversely, in the companies that 
reported a single person playing the 
requirements engineer role in the 
project, we found two possibilities re-
flecting two opposite views on con-
sidering RE. Having the same person 
across several projects is an indicator 
that RE is recognized as critical in the 
company. Instead, assigning a per-
son opportunistically in a case-by-
case basis may imply at the end that 
nobody in the company will have the 
competences required in performing 
RE activities. Unless it is well imple-
mented and supported, this rotation 
on the role may turn into an impedi-
ment to have continuity in RE compe-
tences over projects and thus is an 
impediment to having a holistic view 
about the requirements of the com-
pany product portfolio. This is espe-
cially true considering emerging 
competences needed to develop com-
plex systems in dynamic environ-
ments, such as contextual intelli-
gence and ability to act in complex 
situations, like learning to learn, sen-
semaking, mindfulness, and facili-
tate leadership.7 These competences 
are not easy to acquire and require 
some training that companies may 
not provide to all their employees 
when they become assigned as re-
quirements engineer in one project. 
If the company cannot provide such 
training to several people, having the 
same person across several projects 
seems the best option.

Large variability of non-specific RE 
activities performed by requirements en-
gineers. Some of these activities are a 
consequence of the requirement engi-
neers playing multiple roles. For exam-
ple, making a go vs. no-go decision is 
aligned with REs assuming some prod-
uct management responsibilities. This 
overload may have a negative impact on 

“[Requirements engineers were in 
charge of] securing and verifying to-
gether with system engineering archi-
tects the technical accuracy of the re-
quirements responses provided to the 
customer.” With a similar function, 
S23[L] and S24[L] report the use of spe-
cialists and consultants in their organi-
zation, who “know a lot about technical 
aspects, so they help requirements en-
gineers to understand the technical as-
pects when specifying requirements.”

Some of these roles may be as-
signed depending on the context. Size 
is one of them, as reported by S3[B]: “If 
the project is quite big, the organiza-
tion even has a project leader for each 
one of the different stages of the proj-
ect: requirements, development, etc.”

Discussion
The information gathered from the 24 
respondents has been very useful to 
gain insights in the requirements en-
gineer role from the perspective of the 
organization (See the sidebar “Study 
Validity” for more details). The figure 
here summarizes the results as they 
have emerged from these answers. 
Here we report some observations:

Large diversity in the staffing of re-
quirements engineers. This is an aspect 
not sufficiently addressed in the liter-
ature that deserves more attention. 
With so many options, an organiza-
tion may be hesitant about the best 
way to proceed. For example, putting 
several people together to play the 
role of requirements engineer can be 
considered beneficial because they 
provide their own expertise, skills, 
and judgment and therefore improve 
the overall quality of the RE process. 
On the other hand, it may give rise to 
communication problems, which is 
one of the typical challenges reported 
by respondents in this study. For ex-
ample, S5[C] declared that “there 
were requirements missing at the end 
(incompleteness) and some misun-
derstandings (ambiguity). Especially 
the problems were with the commu-
nication between the two roles relat-
ed to requirements, as the interaction 
designers were using the require-
ments specified by the requirements 
analysts to create a new more detailed 
version of the requirements.” This ob-
servation aligns with the study by Cal-
zanas et al.,1 which reported good 

It may be argued 
that companies 
opting to share the 
role of requirements 
engineer among 
several people 
should be ready to 
invest resources in 
training their soft 
skills. 
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may understand it and implement it in 
a different way often dependent on 
context. However, understanding of 
the qualifications and level of seniority 
needed for the role, and to what extent 
this is a central factor in role assign-
ment is unclear, but possibly critical. 
With this paper, we hope to shed some 
light on this critical problem.
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the RE phase. The fuzzy barrier with 
project management tasks may be the 
root cause of a challenge reported by re-
spondents, namely the suboptimal 
quality of requirements documents: at 
the end, some requirements may be 
missing, or their quality may be inad-
equate (in terms of, say, ambiguity or 
incompleteness).

Other activities identified in the 
study connect well with concrete de-
velopment strategies. Some respon-
dents informed about the require-
ments engineer being involved in 
testing activities. This aligns well with 
the principles of test-driven develop-
ment, where requirements are quickly 
turned into test cases. However, this is 
not always easy to get. S1[A] reported 
that “The level of specification [of the 
requirements] was good enough for 
developers, because they participated 
in the discussions around require-
ments, but not for testers. More infor-
mation or details were missing so tes-
ters were not able to completely 
understand the requirements.”

One observation which can be im-
portant is that the role assignment, 
and who gets the assignment in cases 
of being ad-hoc and/or opportunistic, 
can be a source of challenges. Due to 
the demands of the role, working with 
items from technical depth, to busi-
ness aspects, the competence of the 
person needs to be fairly high. In ad-
dition, the coordination responsibili-
ty calls for demand of personal con-
tacts in the development organization.

Development method not a determi-
nant when it comes to the requirements 
engineer  role. To start with, both com-
panies following an agile approach 
and other companies more on the “wa-
terfall-ish” side, reported the existence 
of the requirements engineer role in 
their projects. The appointment of re-
quirements engineers in agile projects 
aligns with the observation by Heik-
kilä et al.4 who justified the introduc-
tion of this role to help with problems 
with client or customer representa-
tives. We observe there is an influence 
of the method on the way of staffing 
the role: the majority of projects in 
which respondents reported more 
than one person assigned as require-
ments engineer were developed Agile, 
while for the rest of staffing situations, 
waterfall projects dominated. In the 

extreme case, the method is a determi-
nant for the contextual appointment 
of requirements engineer: the four re-
spondents who reported this situation 
(S2, S21, S23, and S24) used a waterfall 
method in their projects.

The development method did not 
appear to be determinant in the other 
parts of the study. The main challeng-
es reported by our practitioners were 
instability of requirements (and espe-
cially changes in prioritization), the 
problem of hidden needs, and differ-
ent issues related to the requirement 
process, like effort estimation or defi-
nition of project scope. All these chal-
lenges are reported by some existing 
studies in agile practices,4,6 together 
with others that our respondents do 
not experience (for example, inappro-
priate architecture6/growing techni-
cal debt4). However, in our study, 
these challenges are mentioned by 
respondents regardless of the devel-
opment method. For instance, Inayat 
et al.6 mention requirements changes 
as a challenge in agile projects, but in 
our study, this is mentioned by re-
spondents from companies that work 
under a waterfall approach, for exam-
ple, respondents S12, S13, and S17. 
We may conclude that at the end, re-
quirements engineers must be pre-
pared to face similar challenges re-
gardless the development approach.

Influence of the company size. In or-
der to find determinants in some RE 
characteristics, we investigated the in-
fluence of several factors. We observed 
the size of the company influences sev-
eral aspects. Particularly, the nine re-
spondents working in four very large 
companies (that is, with more than 
10,000 employees) reported that REs 
do not interact with other roles in their 
projects, the staffing of personnel to 
the role does not depend on contextu-
al factors, and except in one case, the 
requirement engineers do not perform 
tasks unrelated to RE. Considering the 
three facts together, we can say that 
the role of requirements engineer is 
better delimitated in very large compa-
nies than in the rest.

Conclusion
This study shows how the role of the re-
quirements engineer in IT companies 
is elusive (in the sense of “hard to com-
prehend or define”8): every company 

https://www.merriam-webster.com/
mailto:franch@essi.upc.edu
mailto:cpalomares@essi.upc.edu
mailto:tony.gorschek@bth.se
https://www.merriam-webster.com/
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I N  M AY  1 9 4 8 ,  women were strikingly prominent in 
ACM. Founded just months earlier as the “Eastern 
Association for Computing Machinery,” the new 
professional society boldly aimed to “advance the 
science, development, construction, and application 
of the new machinery for computing, reasoning, and 
other handling of information.”36 No fewer than 27 
women were ACM members, and many were leaders 
in the emerging field.a Among them were the pioneer 
programmers Jean Bartik, Ruth Lichterman, and 
Frances Snyder of ENIAC fame; the incomparable 
Grace Murray Hopper who soon energized 
programming languages; Florence Koons from 
the National Bureau of Standards and U.S. Census 
Bureau; and noted mathematician-programmer 
Ida Rhodes.26 During the war, Gertrude Blanch had 
organized a massive human computing effort (a mode 

a	 The May 1948 ACM membership roster is in Margaret R. Fox papers (Charles Babbage Institute 45; 
purl.umn.edu/41420) box 2, folder 9; other ACM rosters in Frances E. Holberton papers (CBI 94; 
purl.umn.edu/40810) box 23.

of computation made visible in the 
2016 film Hidden Figures47) and, for her 
later service to the US Air Force, became 
“one of the most well-known computer 
scientists and certainly the most visible 
woman in the field.”24,25 Mina Rees, a 
mathematics Ph.D. like Hopper and 
Blanch, notably funded mathematics 
and computing through the Office of 
Naval Research (1946–1953), later serv-
ing as the first female president of the 
American Association for the Advance-
ment of Science. In 1949, Rees was 
among the 33 women (including at 
least seven ACM women) who partici-
pated in an international conference at 
Harvard University, chairing a heavy-
weight session on “Recent Develop-
ments in Computing Machinery.”29

Their prominence has led to the 
widespread but inaccurate impres-
sion that women were numerically 
dominant in early computer program-
ming. As one account puts it, “at its 
origins, computer programming was a 
largely feminized occupation.”18,19 
This view, resting on suggestive but 
fragmentary data, has become promi-
nent in popular culture, scholarship, 
and mass media, including the Wall 
Street Journal and National Public Ra-
dio and the widely acclaimed 2015 
documentary “Code: Debugging the 

Dynamics  
of Gender Bias 
in Computing

DOI:10.1145/3417517

A new dataset significantly revises both  
scholarly assessment and popular 
understanding about gender bias in computing.

BY THOMAS J. MISA

 key insights

	˽ Underrepresentation of women in 
computing persists, despite energetic 
reform efforts. To guide strategies for 
change, we need deeper insight into the 
changing dynamics of gender bias.

	˽ Analyzing archival data from ACM 
membership rosters and conference 
attendees as well as six prominent 
computer user groups (1950s–1990s) 
created a new longitudinal dataset of 
N=50,000.

	˽ This data fills in ‘white space’ prior 
to 1970 U.S. government statistics—
demonstrating three distinct periods 
of gender bias since the 1950s while 
correcting public understanding and 
scholarly assessment.

	˽ Cultural changes in the 1980s led to 
today’s gender bias in computing—a 
contingent (not inherent or permanent) 
result of professionalization.
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tion of this conjecture is that gender 
bias was an inherent part of (male-driv-
en) professionalization in computing. 
In varied forms, “many computer pro-
grammers embraced masculinity as a 
powerful resource for establishing 
their professional identity and author-
ity,” in Ensmenger’s formulation.19

The ‘Linear Model’ Is Too Simple
In the absence of systematic data on 
gender in the computing workforce, 
prior to the 1970 U.S. Census, such a 
linear model once seemed plausi-
ble.38 It was furthermore supported 
by fragmentary and sometimes cher-
ry-picked evidence and buttressed by 
theoretical claims about the nature 
of professionalization.b But it is too 
simple. To start, we need systematic, 
longitudinal data. For deeper insight 
on women in computing during these 
years, this article presents a new da-
taset with more than 50,000 individu-
als tabulated by their first (given) 
names, an indicator of ascribed gen-
der (if not gender identity). The re-
sults may be surprising. In 1948, the 
27 named ACM women, alongside 
330 named ACM men, constituted 
7.6% of its membership. Similarly, 

b	 Ensmenger’s 1974 source for “reliable con-
temporary observers”18,19 claiming 30-plus per-
cent women programmers in fact mentions 
women on just two pages: a certain single 
IBM programming group; and a conjecture on 
women in the “moderating role of ‘mother’.”13

women were 8.6% and 7.6% of ACM 
members in 1949 and 1952; and 
women constituted 7.6% and 5.3% of 
ACM conference attendees in 1950 
and 1952. Women were 5.7% of the 
1949 Harvard conference. A retro-
spective celebration50 suggests wom-
en were 12.7% of the Univac pioneers 
from 1951 (see Figure 1).c This data 
does not support the common con-
jecture that women numerically 
dominated early computing.

The “pipeline” model is a related 
linear view, now widely criticized. In 
Berryman’s influential 1983 Rocke-
feller Foundation report,5 the pipeline 
metaphor helped identify the different 
reasons for underrepresentation in 
the quantitative sciences of African 
Americans, Hispanics, and American 
Indians, with structural “losses from 
the educational pipeline” beginning 
in high school as well as personal 
“field choices” (for example, college 
major) shaping patterns of underrep-
resentation. For computer science, 
Camp expanded on Berryman’s find-
ings for women that losses were con-
centrated in a latter stage (from bach-
elor’s to doctoral degrees).12 In 
computing, the pipeline model posit-
ed a one-way decline of women, from 
the 1980s, noting that the proportion 
of women “fell” at each career “stage” 
from undergraduate student through 
graduate school and on to full profes-
sor. Moshe Vardi recently voiced con-
cern about “puncturing the recruiting 
pipeline.”51

A recent critique asks: “What’s 
wrong with the pipeline? Everything. 
The pipeline assumes a passive flow 
of women (and men) from one stage 
to the next culminating in a scientific 
career. Women’s underrepresenta-
tion in science results then from their 
leakage from the pipeline.”9 Such a 
linear model inadequately acknowl-
edges women’s diverse career paths 
and non-academic career stages, bet-
ter conceptualized as non-linear 
“pathways.” Fox and Kline caution 
that “women may linger as tenured 
associate professors without attain-
ing full rank” and so not fully partici-
pate in academic decision-making 

c	 See UNIVAC Conference 1990, CBI OH 200; 
purl.umn.edu/104288; and “NCC 1981 Pio-
neer Day;” http://bit.ly/3sim3UT.

Gender Gap” by Robin Hauser Reyn-
olds.14,41 The film popularized the con-
jecture by some scholars that “women 
made up 30% to 50% of all program-
mers” in the 1950s or 1960s and that 
male programmers subsequently 
pushed them out. Porter writes, “By 
the 1960s, women made up 30% to 
50% of all programmers, according to 
[historian] Ensmenger” (specifically 
citing the Robin Hauser film).46

A recent article45 in Communications 
of the ACM approvingly cites one such 
source positing a binary switch from a 
female-dominated field to a male-dom-
inanted one. There, Mundy clearly 
states the linear view: “after World War 
II, software programming was consid-
ered rote and unglamorous, somewhat 
secretarial—and therefore suitable for 
women. The glittering future, it was 
thought, lay in hardware. But once soft-
ware revealed its potential—and profit-
ability—the guys flooded in and coding 
became a male realm.”43 It seems wide-
ly accepted that men actively remade 
computer programming from a fe-
male- into a male-dominated field dur-
ing the 1960s or 1970s just as computer 
science was professionalizing itself 
through expansion of research, profes-
sional societies, and higher education. 
This accepted view posits that comput-
ing was born female and then made 
masculine, with a simple linear dynam-
ic leading straight to today’s male-
dominated profession. One implica-

Figure 1. Women’s participation in conferences/ACM members (1948–1953).
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Figure 2. Women’s participation in user groups (1955–1989).
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(2a) Women’s participation in SHARE (1955–73)
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(2e) Women as SHARE officer-managers (1968–89)
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(2d) Women’s participation in USE (1955–86)
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computer-user groups with available 
archival records.41,53 Two of the largest 
user groups were formed in 1955. 
SHARE (for IBM computers) and USE 
(Sperry-Rand Univacs) provided a 
means for diverse companies, finan-
cial institutions, federal agencies and 
laboratories, and international enti-
ties to share algorithms and program 

and professional leadership, even 
while nominally still within the pipe-
line; in their view the “pathways” 
model is a better guide to the “dynam-
ic … features and forces” of institu-
tional settings, procedures, policies, 
and cultures in which women faculty 
members do not always experience 
orderly, expected, sequential or uni-

directional progression through ca-
reer ranks.20 Clearly, much more 
needs to happen than merely “keep-
ing women in the pipeline.”9,52

To evaluate the ‘making program-
ming masculine’ thesis and scruti-
nize the linear-pipeline view, the 
Charles Babbage Institute analyzed 
membership and attendee lists of six 
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Figure 3. Women in computing 1948–1995.
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and industry or trade-group statistics); 
“uniform data” for historical statistics 
are always created by researchers, 
compilers, and analysts.2,3 This pres-
ent longitudinal dataset is the largest 
available for assessing changes in 
women’s participation in the comput-
ing workforce (trade journals occa-
sionally conducted one-time salary 
surveys27)—until data from the U.S. 
Census and Bureau of Labor Statistics 
in the 1970s. The research method in-
troduced here might be used to create 
longitudinal data, now lacking or frag-
mentary, on women in the STEM work-
force. This systematic approach con-
vincingly supplants earlier studies’ 
reliance on fragmentary data or anec-
dotal evidence drawn from scattered 
or non-representative observations.

Figures 2a–f present new time-se-
ries data on women’s participation in 
the U.S. computing workforce from 
1955 to 1989. Each graph’s x-axis gives 
the years from available archival 
records;d the y-axis, the percentage of 
women identified by first names; and 
the bubble area, the total analyzed pop-
ulation for each year. Individuals with 
gender-ambiguous or initials-only 
names are included in the bubble area 

d	 Archival collections include the Hagley Museum 
and Library’s USE/UNITE records Accession 
1881 at findingaids.hagley.org/repositories/3/
resources/915 as well as the Charles Babbage 
Institute’s SHARE, USE, Control Data, Bur-
roughs, DECUS, Margaret Fox, and Evan Linick 
(Mark IV) records at https://bit.ly/3nxsEHG

(N) but are set aside for tabulation of 
women’s participation. The data estab-
lishes varied growth across the 1960s 
and into the 1980s. Women’s participa-
tion in SHARE grew slowly but steadily 
from 1955 to 1973, when, with thou-
sands of attendees, it shifted to initials-
only names. Women’s participation as 
SHARE officer-managers similarly 
grew from 1968 to 1989, with a higher 
R2 value supporting the upward linear-
trend line. (R2 is a standard linear re-
gression measure of the ‘goodness of 
fit’ of computed trendlines with the un-
derlying data: technically, R2 is the per-
cent of variation in dependent variable 
[%-women] that can be attributed to 
variation in independent variable 
[years]. All trendlines and statistics 
computed by Mac Numbers 4.3.1.) No-
tably, after women officer-managers 
reached 26.5% in 1989, a wider mea-
sure of women as SHARE meeting 
speakers was lower at 16.8% (N=491) 
and 19.4% (N=443) during 1991–1992. 
Women’s participation grew steadily in 
USE during 1955–89, in CDC’s Coop 
during 1959–1964, and in Burroughs’ 
CUBE during 1962–1976, all with mod-
erate R2 values. Data from the Mark IV 
software user group 1969–1981, shows 
strong growth (R2 =0.94) with women’s 
participation reaching 30%.

Gender Bias Is Non-Linear
Figure 3 combines the membership 
and user-group data across 1948–
1995, adding the available federal 
workforce statistics and US computer-
science bachelor degrees from the Bu-
reau of Labor Statistics and NSF, re-
spectively. For clarity, this graph 
simplifies the time-series data through 
plotting the underlying trend lines. 
Figure 3 shows decidedly non-linear 
dynamics, with varied growth rates 
and significant declines. The trend-
lines indicate unmistakable growth 
1960s–1980s in women’s participation 
in the computing workforce, refuting 
the commonly held “linear model” 
and any supposed masculine take-
over. This user-group data tallies with 
salary surveys,e company-wide group 

e	 Business Automation in 1960 found women were 
less than 15% of programmers; in its 1971 survey 
(N=600,000), women were “14% of systems 
analysts and 21% of computer programmers.”27

code, to identify and address practi-
cal problems, to develop novel techni-
cal and organizational solutions—
and, not least, to give sharp feedback 
to manufacturers. Both groups com-
piled attendee lists for their twice-
yearly meetings, and many of these 
list first names.

First names, suitably analyzed and 
methodically tallied, indicate gen-
der; in addition, committee reports 
identify hundreds of attendees as 
“Mr.” or “Mrs.” or “Miss”; oral histo-
ries identify others; and the Social Se-
curity Administration tabulates all 
given U.S. birth names by ascribed 
gender since 1880.32 Between 80% 
and 100% of user-group attendees 
can be gender-identified.41 Available 
records also give insight into Control 
Data’s Coop, Burroughs’ CUBE, Digi-
tal’s DECUS, and the best-selling 
Mark IV software package for IBM 
computers. For each user-group, a 
time-series shows the participation 
of women in professional computing 
and indicates the rate of growth. The 
user-group attendees are taken to be 
samples of the computing workforce. 
No single user-group, with the possi-
ble exception of SHARE, is anything 
like a representative sample.

All such historical statistics, includ-
ing government-compiled ones, are 
formed from sources of data that vary 
in uniformity (for example, direct per-
sonal surveys, company personnel re-
ports, trade literature assessments, 

http://findingaids.hagley.org/repositories/3/resources/915
http://findingaids.hagley.org/repositories/3/resources/915
https://bit.ly/3nxsEHG
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These three periods demonstrate a 
non-linear dynamic for gender bias in 
computing. Instead of one question 
based on conjecture—“when” did 
women leave computing?—we now 
face distinct data-driven research 
questions. How did women establish 
a significant presence in the nascent 
high-skilled computer field in the 
1950s? Men solidly dominated the 
fields that early computing drew on 
most heavily, such as engineering,g 
physics, and mathematics;h and yet 
computing women took up positions 
of responsibility and leadership such 
as Frances Holberton (née Snyder), 
Grace Hopper, Mina Rees, and many 
others. Why was women’s growth in 
the computing workforce steady al-
though slow through the mid-1960s? 
What attracted so many women into 
computing just as it professionalized 
during roughly 1965–1985? Comput-
ing among scientific and technical 
fields stood out for its expanding hos-
pitality to women during these two de-
cades, and we should be alert for use-
ful lessons. And, finally, how to 
understand the exodus of women be-
ginning in the late-1980s that afflicts 
computing through today?

Research for the Future
Further research is necessary to ad-
dress these new questions, but it’s 
clear the worrisome sea-change in 
computing during the late 1980s and 
1990s accompanied dramatic cultural 
shifts. These include the rise of person-
al computing, gendered avatars in 
computer gaming, and the media’s li-
onization of male “nerds.” The nerd 
image, which had been previously am-
biguous, flexible, and rhetorically situ-
ated distant from power, “gets rehabili-
tated and partially incorporated into 
hegemonic masculinity” beginning in 
the 1980s.34 (Hegemonic masculinity 

g	 Bix writes, “As late as the 1960s, women still 
made up less than 1 percent of students study-
ing engineering in the United States.”7 Available 
data are thin or non-existent for women in spe-
cific engineering or science workforces; many 
studies make estimates from educational data.

h	 Mathematics prior to 1940 was distinctly 
open to women, who gained 14% of the field’s 
Ph.D.’s.23 But during 1945–1960 the number 
of men gaining math Ph.D.’s roughly tripled; 
while women experienced stasis in numbers 
and decline in participation (falling to 4.6–
9.3% of total math Ph.D.’s).30,44

photographs,f and the NSF and BLS/
US Census data.

At least three distinct periods may 
be discerned. First: From 1948 
through around 1960, women were a 
numerically small proportion of the 
computing community (ranging from 
0 to around 10%). There is no system-
atic data—here or elsewhere—that 
women were anything like 30% to 50% 
of the skilled white-collar computing 
workforce until the 1980s. Growth 
was modest (see ‘USE’ [slope = 
0.0008]). The apparent sharp growth 
in CDC [N=371] reflects two years 
1959–1960 with zero women; data for 
‘1950s’ is not a proper time-series. 
Second: From the 1960s through the 
1970s, women in computer-user 
groups grew steadily if slowly to reach 
roughly 12% to 20% (see ‘CUBE’ and 
‘SHARE’ [slopes = 0.0031, 0.0016]). 
Women were entering computing 
during these years—despite the lin-
ear model’s speculation about them 
leaving. (The only time-series show-
ing any downward drift is DECUS in 
1968, 1972, 1976 [N=2,116] easing 
from 9.5% to 8.2% women.) Subse-
quent data through the mid-1980s 
suggest accelerating growth in wom-
en’s participation in computing (see 
‘SHARE-Mgmt’ and ‘Mark IV’ [slopes 
= 0.007 and 0.022]). Women attend-
ing USE grew to reach 15% in the mid-
1980s; women officer-managers of 
SHARE grew to 26% in 1989; and 
women attending Mark IV conferenc-
es grew to 30% in 1980. These data are 
consistent with the U.S. Census re-
porting 22.5% women in the comput-
ing workforce (1970) and with the 
peak years for women’s participation 
in the mid-1980s.22 Third: women in-
deed left computing—after the peak 
in the mid-1980s—and this is what 
has persisted to the present. Accord-
ing to the CRA Taulbee survey, wom-
en’s share of computer-science bach-
elor’s degrees fell to 11.2% (2009). 
The U.S. Census American Commu-
nity Survey reported women consti-
tuted 27% of the computing work-
force (in 2011), a precipitous drop 
from the mid-1980s peak of 38%.38

f	 See photos of attendees at NMAA (1951), 
ACM (various), and company-wide photo-
graphs from Control Data (1962, 1966, 1982); 
https://bit.ly/3nzMlhR

There is no 
systematic data—
here or elsewhere—
that women were 
anything like 
30%–50% of the 
skilled white-
collar computing 
workforce until  
the 1980s.

https://bit.ly/3nzMlhR
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JG Brainerd, H Campaign, JJ Eachus, 
RW Hamming, CC Hurd, CC Gotlieb, 
and MV Wilkes) predicted that 8.52% 
of that year’s ACM members were 
women, close to the manually tabulat-
ed 8.55% women. APIs exist for infer-
ring gender from first names,42,49 and 
some may deal with temporal changes 
in ascribed gender for such names as 
“Robin” or “Leslie” or even interna-
tional names beyond the U.S.-based 
SSA dataset.48

Women’s advances in the comput-
ing profession from the 1960s through 
the 1980s deserve special scrutiny to-
day; in these years, computing was at-
tractive to literally thousands of women 
programmers, systems analysts, data-
base specialists, and middle managers. 
It is a mistaken notion that computing 
was somehow “made masculine” dur-
ing these years when, in fact, women 
were flooding into the profession—at-
tending professional meetings, partici-
pating in computer-user groups, and 
earning an increasing share of comput-
er-science bachelor’s degrees. The 
“making programming masculine” 
thesis has unwittingly obscured the 
very years when women found comput-
ing to be an exciting field where their 
technical talents could be actively exer-
cised and professionally reward-
ed.1,10,28,40,57 Recent retirements of top 
women executives at IBM, HP, and Xe-
rox underscore the peak years of the 
1980s when these women launched 
computing careers and when the field 
was nearly 40% women.i

More detailed gender-analysis of 
membership lists and conference at-
tendees of ACM’s numerous SIGs could 
shed light on which branches of com-
puter science evinced greater or lesser 
openness to women’s participation. 
Some branches of computer security 
had especially noteworthy women’s 
leadership. For example, pioneering in-
trusion-detection research was led by 
Dorothy Denning, Teresa Lunt, Debra 
Anderson, Rebecca Bace, and others.40,58 
HCI has focused research attention on 
gender.6,11,54 Recent findings suggest 
gender bias may be endemic in the con-
tent of machine learning, as expressed 

i	 See geekfeminism.wikia.org/wiki/List_of_
women_executives_at_tech_companies and 
www.fastcompany.com/1139328/women-tech-
executives

can be defined as the “configuration of 
gender practice [that] guarantees [or is 
taken to guarantee] the dominant posi-
tion of men and the subordination of 
women.”17) Popular media such as “Re-
venge of the Nerds” (1984) and “Tri-
umph of the Nerds” (1996) sharpened 
the nerd image as a computing male. 
And nerds became allied with power. 
Wired magazine offered up Nicholas 
Negroponte, Stewart Brand, George 
Gilder, and John Perry Barlow in the 
1990s. “Wired is about the most power-
ful people on the planet today—the 
Digital Generation,” stated its co-
founder. Bill Gates graced its cover five 
times in 15 years (and later gained a 
sixth with Mark Zuckerberg).37,55,56 To-
day, many researchers target comput-
ing’s gender-slanted culture, ingrained 
stereotypes, and associated public im-
ages as promising sites for positive in-
tervention.15,16,21,31,33

The labor-intensive research meth-
od reported here might be automated 
by linking meeting and membership 
records with the SSA dataset.32 As a pi-
lot, I analyzed the 1949 ACM roster 
(N=435) in two ways. First, I did manu-
al spreadsheet tallies of listed individ-
uals as woman’s, man’s, initials-only, 
or gender-ambiguous name; as usual, 
I resolved gender-unclear names 
though contextual-archival linking or 
the SSA dataset. Second, I drew on the 
SSA dataset (year-of-birth = 1925) to di-
rectly compute the gender probabili-
ties of each name. All but three “male” 
names (n=160) had 95% or greater 
probability of being male. Noel (91%), 
Francis (90%), and Jan (45%) were the 
exceptions; in this instance, it was Jan 
Rajchman, the noted RCA Laboratory 
engineer and IAS computer designer. 
Only one “female” name (n=27) had 
less than a 99% probability of being fe-
male. Jean is a woman’s name in the 
U.S. (97.5%) but a Francophone male 
name; the ‘Jeans’ from, for example, 
Hydro-Québec attending these meet-
ings indicate the need for contextual 
knowledge to correctly infer gender. In 
addition, 15 first names did not ap-
pear in the SSA dataset and were set 
aside. A weighed sum of the “male” 
and “female” name probabilities di-
rectly computed with one minor ad-
justment (resolving eight “initials-on-
ly” ACM members who were 
well-known men, namely JH Boekhoff, 

Women’s advances 
in the computing 
profession from 
the 1960s through 
the 1980s deserve 
special scrutiny 
today; in these 
years, computing 
was attractive to 
literally thousands 
of women 
programmers, 
systems analysts, 
database 
specialists, and 
middle managers.

http://geekfeminism.wikia.org/wiki/List_of_women_executives_at_tech_companies
http://www.fastcompany.com/1139328/women-tech-executives
http://geekfeminism.wikia.org/wiki/List_of_women_executives_at_tech_companies
http://www.fastcompany.com/1139328/women-tech-executives
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in the meme “Man is to Computer Pro-
grammer as Woman is to Homemak-
er.”4,8,35 Data beyond user groups is de-
sirable. ACM members likely possess 
SIG records that could advance our un-
derstanding of the dynamics of gender 
bias in computing. ACM’s History Com-
mittee recently launched a SIG-focused 
archiving initiative.39 A large-scale data-
gathering effort could empirically ana-
lyze what computing did right during 
the 1960s-1980s—focusing on specific 
SIGs and subfields—as well as what 
went wrong during the 1990s and be-
yond. If the preliminary research report-
ed here is extended, perhaps the hard 
problem of gender bias in computing 
can be made tractable.
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T H E  I N T E R N E T  I S  a “network of networks” that 
interconnects tens of thousands of separately 
administered networks. The Border Gateway 
Protocol (BGP) is the glue that holds the Internet 
together by propagating information about how to 
reach destinations in remote networks. However, 
BGP is notoriously vulnerable to misconfiguration 
and attack. The consequences range from making 
destinations unreachable (for example, Google’s 
routing incident caused widespread Internet outage 
in Japana), to misdirecting traffic through 
unexpected intermediaries (for example, European 

a	 Google leaked prefixes—and knocked Japan off the Internet, 2017;  http://bit.ly/3sPjWII

mobile traffic routed through China 
Telecom due to improper routing an-
nouncements from a Swiss datacen-
terb), to impersonating legitimate ser-
vices (for example, traffic to an Amazon 
DNS server rerouted to attackers who 
answered DNS queries with fraudulent 
IP addressesc). Efforts to secure the In-
ternet routing system have been under-
way for many years,6–8,11,13,14 but the 
pace of progress is slow since many 
parties must agree on solutions and co-
operate in their deployment.

In the meantime, more users rely 
on the Internet to access a wide range 
of services, including applications 
with security and privacy concerns of 
their own. Applications such as Tor 
(The Onion Routing) allow users to 
browse anonymously, certificate au-
thorities provide certificates for se-
cure access to Web services, and 
blockchain supports secure crypto-
currencies. However, the privacy and 
security properties of these applica-
tions depend on the network to deliv-
er traffic; Figure 1 illustrates the cross-
layer interaction between Tor and the 
underlying network. Application de-
velopers abstract away the details of 
Internet routing, but BGP does not 
provide a sufficiently secure scaffold-
ing for these applications. This gap 
leaves the vulnerabilities due to rout-

b	 BGP event sends European mobile traffic 
through China Telecom for 2 hours, 2019; 
http://bit.ly/3qJrefc

c	 AWS DNS network hijack turns MyEtherWal-
let into ThievesEtherWallet, 2018; https://
www.theregister.co.uk/ 2018/04/24/myether-
wallet dns hijack
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ing insecurity significantly underesti-
mated. While routing attacks are well 
known, they have been viewed pri-
marily as affecting availability (when 
misdirected traffic is dropped) and 
confidentiality (when data is not en-
crypted). This article provides a new 
perspective by showing that routing 
attacks on Internet applications can 
have even more devastating conse-
quences for users—including uncov-
ering users (such as political dissi-

dents) trying to communicate 
anonymously, impersonating web-
sites even if the traffic uses HTTPS, 
and stealing cryptocurrency.

This article argues that the security 
of Internet applications and the net-
work infrastructure should be consid-
ered together, as vulnerabilities in one 
layer led to broken assumptions (and 
new vectors for attacks) in the other. 
We first give an overview of routing se-
curity. Then, we discuss how cross-lay-

er interactions enable routing attacks 
to compromise popular applications 
like Tor, certificate authorities, and 
the bitcoin network. Given the slow 
adoption of secure routing solutions, 
we discuss how applications can take 
into account the underlying routing 
properties and employ application-
layer defenses to mitigate routing at-
tacks. We believe that application-lay-
er and network-layer solutions are 
interconnected, and both are essen-
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the top two generally being: Local Pref-
erence: a path via a customer is pre-
ferred over path via a peer, which is pre-
ferred over a provider; Shortest Path: a 
path with the fewest AS hops is pre-
ferred. The AS will then add the route 
into its local Routing Information Base, 
and further propagate the route to its 
neighbors based on routing policies af-
ter prepending itself in the path.

ASes forward packets using the path 
to the longest matching prefix of the 
destination IP. In Figure 2, AS1 an-
nounces 140.180.0.0/22 via neighbor 
AS2, and 140.180.0.0/24 via neighbor 
AS3. AS4 forwards packets to 
140.180.0.0/24 via AS3 based on the 
longest prefix match. Note that, in gen-
eral, the longest prefix that can be suc-
cessfully propagated is /24; many ASes 
filter prefixes that are longer than /24 
by default.

Goals of routing attacks. By default, 
ASes trust routing announcements 
from other ASes. Routing attacks hap-
pen when an AS announces an incor-
rect path to a prefix, causing packets to 
traverse through and/or arrive at the at-
tacker AS. We discuss the goals of the 
attacker from two perspectives: whom 
to affect and what to achieve.

Whom to affect. Routing attacks af-
fect two groups of victims: destina-
tions, whose prefixes are announced by 
the attacker, and senders, who send 
packets to the attacked prefixes.

Destinations. YouTube was the tar-
geted destination of a hijacking inci-
dent in 2008, where Pakistan authori-
ties tried to block access to YouTube.e 
Pakistan Telecom (AS17557) an-
nounced the prefix 208.65.153.0/24, 
which was a subnet of 208.65.152.0/22 
announced by YouTube (AS36561).

Senders. The attacker can divert 
global traffic from all senders on the 
Internet, or selectively target only traf-
fic from certain senders. In the You-
Tube incident, the goal was to target 
only senders within Pakistan; however, 
the attack unintentionally affected all 
senders around the globe.

What to Achieve. Historically, the 
most visible effect of routing attacks is 
outage, where attackers drop packets 
and make the destinations unreach-
able. This type of attack that “black-

e	 Pakistan hijacks YouTube, 2008; https://dyn.
com/blog/pakistan-hijacks-youtube-1

tial to secure Internet applications. 
While application-layer defenses are 
more easily deployable, we hope to 
motivate the community to redouble 
efforts on secure routing solutions 
and tackle BGP’s many security prob-
lems once and for all.

Routing Attacks
Routing attacks occur in the wild and 
are getting increasingly prevalent and 
more sophisticated. We dissect rout-
ing attacks from the perspective of an 
attacker and review existing defenses. 
In particular, the ability to divert tar-
geted traffic via routing attacks is an 
emerging threat to Internet applica-
tions. We further demonstrate how 
routing attacks compromise three ap-
plications.

How BGP works. The Internet con-
sists of around 67,000 Autonomous 

Systems (ASes),d each with an AS num-
ber (ASN) and a set of IP prefixes. 
Neighboring ASes exchange traffic in a 
variety of bilateral relationships that 
specify which traffic should be sent 
and how it is paid for. Such agreements 
can generally be classified into two 
types: a customer-provider relationship, 
where the customer pays the provider 
to send and receive traffic to and from 
the rest of the Internet, and a peer-to-
peer relationship, where no money is 
exchanged but traffic must be destined 
for the peer or its customers.

Routing among the ASes is governed 
by the Border Gateway Protocol (BGP), 
which computes paths to destination 
prefixes. ASes choose one “best” route 
to a prefix based on a list of factors, with 

d	 CIDR Report, 2020; http://www.cidr-report.
org/as2.0

Figure 1. BGP routing affects who can observe Tor traffic.
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Figure 2. AS4 routes traffic to AS1 via AS3 for destination IPs within 140.180.0.0/24 based 
on longest matching prefix.
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holes” the traffic is also characterized 
as a hijack attack. However, the attack-
er’s goals can be more sophisticated.

Surveillance. Authorities may use 
routing attacks to perform surveil-
lance and target traffic from senders 
in certain regions. Intelligence agen-
cies such as NSA could launch routing 
attacks to make certain traffic easier 
to intercept for surveillance.f Traffic 
from the targeted region would be re-
routed to the authorities, who forward 
the traffic to the destinations while 
monitoring the activities. This type of 
attack is usually characterized as an 
interception attack, where the legiti-
mate destinations still receive the traf-
fic. Interception attacks are much 
harder to notice than hijack attacks 
since they do not interrupt the com-
munication, though performance may 
degrade due to more circuitous paths. 
Furthermore, authorities could ex-
ploit routing attacks to surpass legal 
restrictions by diverting domestic 
traffic (for example, emails between 
Americans) to foreign jurisdictions to 
conduct surveillance.9

Impersonation. Attackers can imper-
sonate destinations to deceive the 
senders by intercepting packets via ei-
ther hijack or interception attacks and 
replying with forged responses. These 
attacks can have damaging conse-
quences. In 2018, attackers used rout-
ing attacks to impersonate Amazon’s 
authoritative DNS service and an-
swered DNS queries for a cryptocur-
rency website with Russian IP address-
es. The users were then directed to a 
fraudulent site which they believed was 
their real cryptocurrency service. Con-
sequently, cryptocurrency was stolen. 
Attackers may also impersonate large 
number of IP addresses to originate 
spam or other malicious traffic.g

Cross-layer attacks on applications. 
Attackers may further exploit the 
diverted traffic to perform more sophis-
ticated attacks on networked systems 
and applications. The specific goals 
vary depending on the functionalities 
of the applications. In this article, we 
demonstrate routing attacks on three 

f	 Network Shaping 101; https://www.docu-
mentcloud.org/documents/2919677-Network-
Shaping-101.html.

g	 Shutting Down the BGP Hijack Factory, 2018; 
https://blogs.oracle.com/internetintelligence/
shuttingdown-the-bgp-hijack-factory

applications: deanonymizing Tor users 
via traffic analysis on the Tor network, 
obtaining bogus digital certificates for 
websites from certificate authorities, 
and preventing blockchain systems 
from reaching consensus.

Attack methodology. Attackers must 
decide which prefix to announce, which 
path to announce, and which ASes 
should receive the announcement.

Which prefix to announce. Attackers 
can announce either a sub-prefix (that 
is, more-specific prefix) of the target 
prefix, or an equally specific prefix 
same as the target prefix. Note that a 
less-specific prefix would not be used 
in packet forwarding and hence would 
not constitute a successful attack.

Affecting global traffic by announcing 
sub-prefixes. Since forwarding is based 
on longest prefix match, sub-prefix at-
tacks are highly effective at hijacking 
traffic from all senders. However, since 
most ASes filter announcements for pre-
fixes longer than /24, sub-prefix attacks 
on /24 prefixes would not be effective.

Targeting selective traffic by announc-
ing equally specific prefixes. An AS that 
receives both the legitimate announce-
ment and the attacker’s announce-
ment would pick one based on routing 
preferences. Note that some ASes may 
only receive one announcement. In 
Figure 3, AS2 (attacker) announces the 
same /24 prefix as the destination AS1, 
and AS4 prefers the path to AS2 while 
AS3 still prefers the path to AS1. This 
attack generally affects only parts of 
the Internet and does not have global 
impact. However, it is stealthier due to 
its local impact and enables targeted 
attacks on certain senders.

Which path to announce. The attack-
er may put itself as the origin of the pre-
fix, which naturally constitutes a hijack 
attack. Yet, a more sophisticated at-
tacker has a range of other options.

Evading detection by forging the 
victim AS. The attacker can add the le-
gitimate destination AS to the end of its 
path, so the announcement has the 
same “last hop” (that is, “origin”) AS as 
a legitimate announcement. This 
makes the attack stealthier since some 
defenses (for example, monitoring sys-
tems and origin validation) only check 
the origin AS of the announcement in-
stead of the full path. Note that the 
path now appears one hop longer, 
which may reduce the number of ASes 

The ability to divert 
targeted traffic via 
routing attacks 
is an emerging 
threat to Internet 
applications. 

https://www.documentcloud.org/documents/2919677-Network-Shaping-101.html
https://www.documentcloud.org/documents/2919677-Network-Shaping-101.html
https://www.documentcloud.org/documents/2919677-Network-Shaping-101.html
https://blogs.oracle.com/internetintelligence/shutting-down-the-bgp-hijack-factory
https://blogs.oracle.com/internetintelligence/shutting-down-the-bgp-hijack-factory
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such as traffic engineering. Attackers 
may exploit BGP communities to strate-
gically control attack propagation such 
that selected ASes will never hear or will 
not prefer the bogus announcements, 
and thus increase the effectiveness and 
viability of interception attacks.4

Routing defenses. Defending against 
routing attacks is challenging due to 
the lack of “ground truth” to inform 
whether a path is “correct.” Seeming-
ly suspicious announcements could 
be legitimate paths used by ASes to 
optimize network performance. Many 
solutions have been proposed that 
rely on different sources of informa-
tion as “ground truth.”

Anomaly detection via BGP monitor-
ing. BGP monitoring systems detect 
anomalous routing announcements by 
using historical routing data to infer 
the “expected” origin ASes or paths for 
prefixes.10,12,15,19,24 They typically do not 
require changes to the routing protocol 
and hence are highly deployable. How-
ever, many early efforts on monitoring 
systems focused on catching “easy” at-
tacks (for example, mismatched origin 
ASes), but failed to detect more sophis-
ticated attacks such as interception at-
tacks. Furthermore, relying on histori-
cal data to infer ground truth is prone 
to false positives (flagging legitimate 
routes) and false negatives (missing 
real attacks).

Defensive filtering via preset knowl-
edge. ASes often perform prefix filtering 
on announcements received from direct 
customers. It is effective against attacks 
launched by customer ASes, but does 
not prevent ASes from attacking their di-
rect or indirect customers. A more ad-
vanced filtering technique is AS path fil-
tering, which uses a whitelist of paths for 
announcements received from peering 
ASes based on prior information ex-
change.20 It extends the knowledge base 
further from the sole knowledge of an 
individual provider on its customers (as 
in prefix filtering), to a collective knowl-
edge base exchanged and built among a 
network of trusted peers. The MANRS 
projecth has outlined best practices for 
using filtering techniques to protect the 
routing infrastructure.

Origin validation. The Resource Pub-
lic Key Infrastructure (RPKI) is a public 
key infrastructure that stores crypto-

h	 MANRS Project, 2020; https://www.manrs.org/

that pick the attacker’s route over the 
legitimate route.

Interception attack via AS path poi-
soning. A sophisticated attacker can 
append a set of carefully selected ASes 
at the end of the path. These ASes 
should constitute a legitimate path 
from the attacker to the destination AS. 
The appended ASes will ignore the at-
tacker’s announcement because of 
BGP loop prevention, which conse-
quently helps preserve legitimate 
routes from the attacker AS to the des-
tination AS. This attack is known as the 
“AS path poisoning attack” (see Figure 
4). This attack is very stealthy and effec-
tive at performing interception attack 
while announcing a sub-prefix.

Which ASes should receive the an-
nouncement. Instead of sending the an-

nouncement to all neighbors, a strategic 
attacker may attempt to control who 
can receive the announcement to in-
crease attack stealthiness, perform an 
interception attack, or target certain 
senders. We discuss two techniques to 
limit announcement propagation.

Announcing to certain neighbors. Attackers 
may exploit routing policies to control 
attack propagation by only announc-
ing to certain peers and customers. 
These announcements will only be 
propagated “down” to the peer’s cus-
tomers, but not to its providers. Conse-
quently, only selected ASes will hear 
the announcements.

BGP communities. BGP communities 
are optional attributes that can be added 
to an announcement to control routing 
policies in upstream ASes, for purposes 

Figure 4. AS2 (attacker) “poisons” the path by appending AS3 and AS1 (legitimate 
destination) in the path, which preserves a legitimate route from AS2 to AS1.
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graphic attestations, known as Route 
Origin Authorizations (ROAs), indicat-
ing which ASes are authorized to origi-
nate which prefixes.6 Upon receiving 
an announcement, ASes perform 
Route Origin Validations (ROV) to filter 
routes originated from invalid ASes. 
RPKI utilizes cryptographic primitives 
to make the knowledge base available 
to all ASes as opposed to only direct 
neighbors in defensive filtering. Even 
though ROV only validates the origin 
AS instead of the full path, it can al-
ready be effective at preventing many 
attacks. However, currently less than 
20% of the prefixes have valid ROAsi and 
even fewer ASes are correctly perform-
ing ROV.16

Path validation. BGPsec uses crypto-
graphic primitives to validate the whole 
AS path.13 It is an online protocol, as op-
posed to a separate offline lookup (like 
ROV). Each AS in the path generates a 
cryptographic signature which is add-
ed to the path as the announcement 
propagates through the network. 
While BGPsec provides validation of 
the full path, it places a heavy burden 
on BGP routers. It also requires all ASes 
along a path to participate, making in-
cremental deployment challenging. 
We have yet to see real-world deploy-
ment of BGPsec.

In this article, we provide a new an-
gle into building defenses—in addi-

i	 RPKI Deployment Monitor; https://rpki-moni-
tor.antd.nist.gov/.

tion to network-layer defenses, appli-
cations can build their own 
application-layer defenses by taking 
into account the underlying routing 
properties. We also highlight the im-
portance of deploying defenses against 
sophisticated attacks, which are 
stealthier and effective at compromis-
ing Internet applications.

The Tor Network
Tor is the most widely used anonymity 
system.7 It carries terabytes of traffic 
every day and serves millions of users.j 
However, network-level adversaries 
can deanonymize Tor users by launch-
ing routing attacks to observe user 
traffic and subsequently performing 
correlation analysis. Furthermore, the 
attacks have broad applicability to low-
latency anonymous communication 
systems beyond Tor (for example, I2P 
anonymous network or even VPNs).

How Tor works. To prevent an adver-

j	 Tor metrics; https://metrics.torproject.org/.

sary from associating a client with a 
destination server, Tor encrypts the 
network traffic and sends it through a 
sequence of relays (proxies) before go-
ing to the destination. The client se-
lects three relays (entry, middle, exit), 
and constructs a circuit through them 
with layered encryption by repeatedly 
encrypting the next hop with the keys 
of the current hops (see Figure 5). 
Each relay only learns the previous 
and next hops, and no relay or local 
network observer can identify both the 
source and destination.

However, Tor is known to be vulner-
able to network-level adversaries who 
can observe traffic at both ends of the 
communication, that is, between cli-
ent and entry, and between exit and 
server. By default, Tor does not obfus-
cate packet timings, so the traffic en-
tering and leaving Tor are highly corre-
lated. An adversary on the path at both 
ends can then perform traffic correla-
tion analysis on the packet traces to 
deanonymize the clients.

Figure 5. The Tor network.
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ments were propagated through the 
PEERING testbed,18 and an intercep-
tion attack was launched on the prefix 
covering the entry relay. No real user 
was affected during the attack. The at-
tack deanonymized 90% of the clients 
in less than five minutes.

Defenses to protect anonymity. Many 
existing defenses cannot sufficiently 
detect or prevent such interception 
attacks. Recent works have proposed 
application-layer defenses for Tor.21,23

Proactive defense via relay selection. 
Sun et al.21 proposed a new relay selec-
tion algorithm to protect the connec-
tion between a Tor client and the entry 
relay. This algorithm defends against 
equally specific prefix attacks on entry 
relays, where the effect is localized and 
only clients in certain locations will get 
affected. The localized effect opens up 
the possibility for clients to stay unaf-
fected by choosing the relay wisely and 
proactively before any attack happens. 
The algorithm maximizes the proba-
bility of clients being unaffected by at-
tacks based on the topological loca-
tions of the clients and the relays. It 
successfully improves the probability 
by 36% on average (up to 166% for cer-
tain Tor client locations).

Reactive defense via monitoring. To 
complement the proactive defense, 
Sun et al. proposed a monitoring sys-
tem on routing activities for Tor relays. 
The system uses new detection tech-
niques such as time-based and fre-
quency-based heuristics, specifically 
tuned for Tor. The authors showed that 
most BGP updates involving a Tor relay 
are only announced by a single AS 
(across all updates), effectively differ-
entiating the announcements made by 
adversary ASes who never announced 
the prefix in the past. Tan et al.23 also 
proposed a data-plane detection ap-
proach that periodically runs tracer-
oute to detect longest-prefix attacks 
and update Tor relay descriptors upon 
anomaly detection, so that Tor clients 
can pick entry relays correspondingly.

Certificate Authorities
The Public Key Infrastructure is the 
foundation for securing online com-
munications. Digital certificates are 
issued by trusted certificate authorities 
(CAs) to domain owners, verifying the 
ownership of a domain. Internet users 
trust a domain with encrypted commu-

Routing attacks on anonymity sys-
tems. Traditional attacks from net-
work-level adversaries focus on passive 
adversaries who are already on the 
paths to observe Tor traffic. However, 
adversaries can exploit active routing 
attacks to strategically intercept Tor 
traffic, enabling on-demand and tar-
geted attacks.22

Figure 6 illustrates the attack. AS3 
(adversary) only sees traffic between 
the exit and the Web server and needs 
to intercept the traffic between the cli-
ent and the entry relay. It also needs to 
keep the connection alive in order to 
capture sufficient traffic for the corre-
lation analysis, that is, perform an in-
terception attack. AS3 announces an 
equally specific prefix of the target pre-
fix which covers the entry relay, while 
maintaining a valid path (via AS5) to the 
victim AS1. Consequently, traffic from 
the client gets routed to the adversary 
AS3, which forwards the traffic to AS1 to 
keep the connection alive. Similar at-

tacks can be performed to intercept the 
exit-server connection as well, if the ad-
versary is not already on the path.

The attacks become more threat-
ening given that seeing either direc-
tion of the traffic is sufficient, which 
opens the door to more adversaries. 
Figure 7 illustrates the scenario where 
the user downloads a f ile from the 
Web server. The adversary performs 
an interception attack on the entry re-
lay and only sees one direction of the 
traffic (client to entry relay), which are 
mostly TCP ACK packets. The adver-
saries then use the sequence and ac-
knowledgment numbers from the 
TCP header (unencrypted) to deter-
mine the sizes of the data packets 
traveling in the other direction.

The attack was successfully demon-
strated on the live Tor network (ethi-
cally), by having 50 Tor clients down-
load files from 50 Web servers via an 
entry relay under a prefix controlled by 
the researchers.22 Routing announce-

Figure 8. BGP attack on domain control verification.
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nications, such as bank websites, only 
if a valid certificate signed by a CA is 
presented. This mechanism effectively 
prevents Man-In-The-Middle (MITM) 
attacks that can have disastrous conse-
quences, such as stealing users’ finan-
cial information.

However, the certificate issuance 
process is itself vulnerable to routing 
attacks, allowing network-level adver-
saries to obtain trusted digital certifi-
cates for any victim domain.3 These 
attacks have significant consequenc-
es for the integrity and privacy of on-
line communications, as adversaries 
can use fraudulently obtained digital 
certificates to bypass the protection 
offered by encryption and launch 
man-in-the-middle attacks against 
critical communications.

How certificate authorities work. 
Domain control verification is a crucial 
process for domain owners to obtain 
digital certificates from CAs. Domain 
owners approach a CA to request a digi-
tal certificate, and the CA responds 
with a challenge that requires the own-
ers to demonstrate control of an im-
portant network resource (for example, 
a website or email address) associated 
with the domain. Figure 8 illustrates 
HTTP verification where the CA re-
quires the domain owner to upload a 
document to a well-known directory on 
its Web server and verify the upload 
over HTTP. Upon completion of the 
challenge, the CA issues the digital cer-
tificate to the domain owner.

Routing attacks on digital certifi-
cates. The domain control verification 
process creates a vulnerability to adver-
saries who can fake control of the net-
work resources. Network-level adver-
saries can use routing attacks to hijack 
or intercept the traffic to the victim’s 
domain such that the CA’s request is 
routed to the adversaries instead3 (step 
(5) in Figure 8). Adversaries can then 
answer the CA’s HTTP request in step 
(6) and subsequently obtain a signed 
digital certificate from the CA for the 
victim domain. The attacks were suc-
cessfully demonstrated in the real 
world, ethically.3 The attacked domains 
were run on IP prefixes controlled by 
the researchers and had no real users 
or services. The adversary successfully 
obtained certificates for the victim do-
main from five top CAs in as little as 35 
seconds (see the table here).

This work highlights the signifi-
cant damage of routing attacks that 
can compromise the foundation of se-
cure online communications and 
shows the urgent need for practical 
defenses. Furthermore, the attacks 
also apply to other systems that re-
quire demonstration of control on 
certain resources via verification re-
quests, such as email verifications. 
The communication with the mail 
server can be hijacked or intercepted, 
and there is still a non-negligible 
amount of email messages that are 
unencrypted (for example, less than 
20% of the emails from “icicibank.
com,” a bank website, are encryptedk).

Defenses to protect digital certifi-
cates. Many currently deployed de-
fenses do not sufficiently protect digi-
tal certificates. Given the relatively 
short time required to obtain a fraud-
ulent certificate, adversaries can get a 
certificate before the attack is mitigat-
ed, even if it is detected by monitoring 
systems. In addition, adversaries can 
potentially obtain a malicious certifi-
cate using only localized routing at-
tacks that do not affect a large portion 
of the Internet. If a domain does not 
have a CAA DNS record (which is cur-
rently true of the vast majority of do-
mains17), any CA is authorized to sign 
a certificate for that domain. Thus, ad-
versaries only need to affect the route 
between one (of several hundred) CAs 
and the target domain to obtain a 
fraudulent certificate.

Birge-Lee et al.3 recently proposed 
two practical application layer defens-
es. (1) Multiple Vantage Point Verifica-
tion: building on the key insight that 
routing attacks may be localized, CAs 
can significantly decrease their vul-

k	 Google Transparency Report; https://transpar-
encyreport.google.com/safer-email/.

nerability to attacks by performing do-
main verification from multiple van-
tage points and suspend certificate 
issuance in the case of inconsistent 
validation results. By adding only one 
additional vantage point, the proba-
bility of catching a localized routing 
attack on a domain increases from 
61% to 84%. By having two additional 
vantage points, the probability of 
catching the attack reaches over 90% 
for 74% of the 1.8 million domains in 
the study. (2) BGP monitoring with 
route age heuristics: building on the 
key insight that anomalous and suspi-
cious routing announcements are 
usually short-lived, CAs can require 
the routes to the domains to be active 
for a minimum time threshold before 
signing a certificate. This defense 
would force attacks to be active for 
over a day before the routes can be 
used to obtain a bogus certificate. 
Both defenses only require minimal 
deployment effort by the CAs with no 
change needed from domain owners 
or the routing infrastructure.

Multiple vantage point verification 
has gained significant traction. Let’s 
Encrypt, the world’s largest CA, has 
deployed multiple vantage point veri-
fication.l,26 Furthermore, the promi-
nent CDN CloudFlare has developed 
an API for CAs to perform multiple 
vantage point verification using its 
network.m

The Bitcoin Network
Bitcoin is the most widely used cryp-
tocurrency to date with over 42 mil-

l	 Multi-Perspective Validation Improves  
Domain Validation Security, 2020; https://let-
sencrypt.org/2020/02/19/multiperspective- 
validation.html

m	 Securing Certificate Issuance using Multipath 
Domain Control Validation, 2019; https: //blog.
cloudflare.com/secure-certificate-issuance

Five CAs were attacked and obtained certificates from. All were automated and none had 
any defenses against BGP attacks.3

Let’s Encrypt GoDaddy Comodo Symantec GlobalSign

Time to issue certificate 35s <10min 51s 6min 4min

Human Interaction No No No No No

Multiple Vantage Points No* No No No No

Validation Method 
Attacked

HTTP HTTP Email Email Email

* � No vantage points were deployed at time of attack. Let’s Encrypt  
has since deployed multiple vantage point verification.

https://transparencyreport.google.com/safer-email/
https://letsencrypt.org/2020/02/19/multi-perspective-validation.html
https://letsencrypt.org/2020/02/19/multi-perspective-validation.html
https://blog.cloudflare.com/secure-certificate-issuance
https://transparencyreport.google.com/safer-email/
https://blog.cloudflare.com/secure-certificate-issuance
https://letsencrypt.org/2020/02/19/multi-perspective-validation.html
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network and receives freshly mined 
bitcoins. Besides the most recent 
transactions, the block contains a 
proof-of-work (a solution to the puz-
zle) that each node can independently 
verify before propagating the block 
further. In Figure 9a, node n “mines” a 
block which is then broadcasted hop-
by-hop in the network.

As miners work concurrently, sev-
eral of them may find a block at nearly 
the same time. These blocks effective-
ly create “forks” in the blockchain, 
that is, different versions of the block-
chain. The conflicts are eventually re-
solved as subsequent blocks are ap-
pended to each chain and one of them 
becomes longer. In this case, the net-

lion users.n However, network-level 
adversaries can launch routing attacks 
to partition the bitcoin network, ef-
fectively preventing the system from 
reaching consensus.2 Besides Bitcoin, 
this attack is generally applicable to 
many peer-to-peer networks and is 
particularly dangerous against block-
chain systems.

How Bitcoin works. Bitcoin is a 
peer-to-peer network in which nodes 
use consensus mechanisms to jointly 
agree on a (distributed) log of all the 
transactions that ever happened. This 

n	 Number of Blockchain wallet users worldwide, 
2020; https://www.statista.com/statistics/ 
647374/ worldwide-blockchain-wallet-users/ 

log is called the blockchain because it is 
composed of an ordered list (chain) of 
grouped transactions (blocks).

Special nodes, known as wallets, are 
responsible for originating transac-
tions and propagating them in the net-
work using a gossip protocol. A differ-
ent set of nodes, known as miners, are 
responsible for verifying the most re-
cent transactions, grouping them in a 
block, and appending this block to the 
blockchain. To do so, the miners need 
to solve a periodic puzzle whose com-
plexity is automatically adapted to the 
computational power of the miners in 
the network.

Every time a miner creates a block, 
it broadcasts it to all the nodes in the 

Figure 9. (a) New blocks mined by bitcoin nodes in different ASes are propagated to the whole network. (b) The attacker hijacks all 
prefixes pertaining to bitcoin nodes in the gray zone. Consequently, blocks mined by nodes in the gray zone won’t be propagated 
further, which effectively isolates the gray zone.
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work automatically discards the short-
er chains, effectively discarding the 
corresponding blocks together with 
the miner’s revenues.

Routing attacks on consensus. Net-
work-level adversaries can perform 
routing attacks on bitcoin to partition 
the set of nodes into two (or more) dis-
joint components.2 Consequently, the 
attacks disrupt the ability of the entire 
network to reach consensus. The adver-
sary must divert and cut all the connec-
tions connecting the various compo-
nents together. To do so, the adversary 
can perform an interception attack by 
hijacking the IP prefixes of each com-
ponent and selectively dropping the 
connections crossing the components, 
while leaving the internal connections 
(within a component) untouched.

In Figure 9b, the adversary hijacks 
all prefixes pertaining to bitcoin nodes 
in the gray zone. Having gained control 
over the traffic toward these nodes (red 
lines), the adversary drops the connec-
tions between the clients that are with-
in the gray zone and outside it, effec-
tively creating a partition.

The impact of partition attacks is 
worrying. First, a partition attack can 
act as a denial-of-service attack: clients 
can neither properly propagate the cor-
responding transactions, nor verify the 
ownership of funds. Second, a partition 
attack can lead to high revenue loss for 
the miners: once the network recon-
nects, the shortest chain(s) will be dis-
carded, permanently depriving miners 
of their rewards.

Defenses to protect the Bitcoin con-
sensus. Apostolaki et al.1 recently pro-
posed SABRE to protect bitcoin from 
partition attacks. SABRE is an overlay 
network, composed of a small set of 
special bitcoin clients (relays) that re-
ceive, verify, and propagate blocks. 
Regular bitcoin clients can connect to 
one or more relays in addition to their 
regular connections. During a parti-
tion attack, SABRE relays stay connect-
ed to each other and to many bitcoin 
clients, allowing block propagation 
among the otherwise disconnected 
components. In Figure 10b, while cli-
ents in the gray zone are isolated from 
the rest of the network, a block mined 
by node n is propagated via the relay 
nodes (colored in orange) to the rest of 
the network.

SABRE achieves this by strategically 

choosing the ASes in which to host re-
lay nodes. The key insight is that some 
ASes, such as those without customers, 
are naturally protected against routing 
attacks. By hosting relays in these ASes, 
SABRE can therefore maintain its con-
nectivity and its ability to propagate 
blocks on behalf of bitcoin clients, 
even in the presence of routing attacks. 
Note that a bitcoin client only requires 
one unhindered connection to a SA-
BRE relay to be protected.

In the SABRE network shown in Fig-
ure 10a, three ASes (ASB, ASC, ASD) are 
selected to host the relay nodes, which 
directly peer with each other and have 
no customer ASes. During routing at-
tacks, the relay nodes stay connected to 
each other. For instance, if ASG (pro-
vider of ASC) announces the prefix of 
ASB, ASC would still prefer the route to 
ASB since it’s via a peer. Additionally, 
all bitcoin clients keep at least one con-
nection to the relay network during the 
attack. Even nodes such as node q 
which loses one of the connections to 
the relay network due to the attack, 
stays connected via another relay node.

Cross-Layer Solutions
We demonstrated the emerging 
threats of routing attacks to critical 
applications. Next, we outline lessons 
learned from the three applications, 
and discuss the importance of devel-
oping solutions at both the application 
and network layers.

For application developers. The 
most important takeaway is the signifi-
cant impact of routing (in)security on 
Internet applications. When securing 
the application layer in isolation be-
comes difficult to achieve, we should 
think about cross-layer solutions that 

take into account routing properties at 
the network layer.

We outline two routing properties 
that are the key insights in building ap-
plication-layer defenses: localized at-
tack: attack announcements may not be 
propagated and visible to the whole In-
ternet, and stealthy adversaries can 
carefully craft announcements to con-
trol propagation and only target certain 
regions; attack resilience: some ASes 
that receive the attack announcement 
may not be affected, that is, not favoring 
the malicious path and hence being “re-
silient” to the attack. This depends on 
the routing preferences, for example, if 
an AS receives the attack announce-
ment from a provider while the legiti-
mate path is through a peer, the AS will 
still prefer the legitimate path.

These two simple routing properties 
lead to three generalizable application-
layer defenses shown in Figure 11, 
where the key property for each de-
fense is highlighted.

Deploy multiple vantage points. Ini-
tiating connections from multiple 
vantage points increases the likeli-
hood of detecting and circumventing 
a localized attack. Certificate Authori-
ties can perform domain control veri-
fication from multiple vantage points 
to ensure that routes to the destina-
tion are consistent. This approach 
generalizes to a broad set of verifica-
tion processes, where verifications 
from multiple sources would help 
lower the success of an attack and sig-
nificantly increase the cost to an ad-
versary. BGP monitoring systems also 
benefit from having more comprehen-
sive data through multiple vantage 
points to detect stealthy attack.

Choose resilient nodes. Applications 

Figure 11. Two routing properties serve as the key insights in developing application-
layer defenses.
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can strategically choose nodes/serv-
ers that are the most resilient to at-
tacks. Tor clients may choose an entry 
relay that maximizes the probability 
of being resilient given the AS loca-
tions of the client and the relay. Bit-
coin may choose relay nodes in cer-
tain ASes (for example, peer AS 
without customers) to avoid being af-
fected by attacks. The specific imple-
mentation can vary based on the need 
of the applications and may even 
bring in RPKI as a criteria in choosing 
resilient nodes.

Build an overlay network. This ap-
proach can help mitigate some effects 
of routing attacks, for example, parti-
tioning Bitcoin nodes, by providing al-
ternative routes. It can be more effec-
tive when combined with “choosing 
resilient nodes,” where the nodes in 
the overlay are carefully chosen to 
maximize the resilience to attacks. Bit-
coin is an example application that 
benefits from an overlay to mitigate 
partitioning attacks, but the approach 
is generally applicable to many peer-
to-peer networks.

For network operators. While ap-
plication-layer defenses can provide 
immediate protections, we should 
also push for large-scale deployment 
of general defenses against sophisti-
cated routing attacks. We recommend 
that ASes: adopt best practices out-
lined in the MANRS project, acceler-
ate the adoption of RPKI by publish-
ing ROAs and performing Route 
Origin Validation (ROV), and build 
consensus on a pathway to solving 
routing security issues (including full 
path security) once and for all. Fur-
thermore, we outline two ways that 
synergize network operators with ap-
plication developers.

Applications as starting points. Secur-
ing all 800K prefixes and 67K ASes 
seems like an impossible task. Howev-
er, only a small portion of the prefixes 
play a heavy role in each application. For 
instance, only around 1100 ASes have 
Tor relays hosted on their prefixes, and 
one AS alone carries 23% of all Tor traf-
fic.21 Furthermore, in digital certificate 
issuance, a handful of certificate au-
thorities issue the vast majority of cer-
tificates, and the domains are largely 
hosted on a few cloud and CDN provid-
ers (for example, five ASes including 
SquareSpace and Amazon host nearly 

half of the domains3). Finally, only five 
ASes host one third of all Bitcoin 
clients,o while 50% of all mining power 
is hosted in less that 100 prefixes.2 If a 
few thousand ASes can take major steps 
to deploy routing security, the applica-
tions will receive tremendous benefits.

Applications as incentives. Popu-
lar applications—and their users—
can help incentivize the deployment 
of routing security solutions by the 
actions they take, while ensuring the 
applications’ security/privacy goals. 
For instance, Tor could favor certain 
relays that are hosted on authenticat-
ed prefixes, and domain owners 
could favor cloud hosting services 
that provide origin validations and 
favor certificate authorities hosted 
on authenticated prefixes. Similarly, 
miners could prefer hosting their in-
frastructure in ASes that provide ori-
gin validation, while regular client 
could prefer to connect to peers host-
ed on authenticated prefixes. These 
steps may help motivate network op-
erators to validate their prefixes to of-
fer better service to their customers, 
and eventually lead to a more secure 
routing infrastructure.

Conclusion
Often times, we focus on individual 
system layers in isolation. In neglect-
ing routing (in)security, application 
developers underestimate the risks for 
their users. In focusing on availability 
threats, network operators underesti-
mate the risks to Internet applications. 
By demonstrating the dire conse-
quences of routing attacks on Internet 
applications, we stress the importance 
of cross-layer awareness and the need 
to deploy both application-layer and 
network-layer solutions.	

o	 Bitnodes. https://bitnodes.io/dashboard/. 
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Perhaps even closer to my heart is the 
more abstract principles on which race 
logic rests. At its core, race logic is in-
spired by several aspects of how neuro-
scientists believe that the brain com-
putes. These include, for example, the 
notion that time encodes computation, 
the concept of radial basis functions 
where larger signals trigger neurons 
more rapidly, and the inclusion of race 
logic primitives that are inspired by in-
hibitory post-synaptic potentials in the 
neo-cortex. Computer scientists have 
long been fascinated by the idea of draw-
ing lessons from biology and nature to 
build better abstractions and methods 
for computing, spurring research on 
neuromorphic systems, natural algo-
rithms, the emergence of intelligence, 
and more. These endeavors are often 
faced with the following question: To 
what degree is it useful for concepts 
from biology/nature to be replicated in 
systems/algorithms? Does, for example, 
the fact that computer systems rely on 
silicon and digital technologies, which 
differ from the elements and proteins 
used to realize life, mean that more ab-
stract principles from natural comput-
ing need to be considered instead? And 
if so, what are the abstractions from na-
ture appropriate for mimicry in comput-
er systems?

Race logic offers perspective on this 
debate by lifting underlying principles of 
computation in the brain and abstracting 
them so that they may be suitable for de-
ployment using silicon technologies. I be-
lieve this is what enables race logic to 
achieve efficiency across all three of sen-
sor layer, learning algorithm, and archi-
tecture layer. As the authors point out, 
achieving all three is a rarity and, I believe, 
a testament to the educational value of 
this paper.

I hope you enjoy reading about race 
logic as much as I have.	

Abhishek Bhattacharjee is an associate professor of 
computer science at Yale University, New Haven, CT, USA.
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MOORE’S LAW AND DENNARD scaling are 
waning. Yet the demand for computer 
systems with ever-increasing computa-
tional capabilities and power/energy-effi-
ciency continues unabated, fueled by ad-
vances in big data and machine learning. 
The future of fields as disparate as data 
analytics, robotics, vision, natural lan-
guage processing, and more, rests on the 
continued scaling of system perfor-
mance per watt, even as traditional 
CMOS scaling ends.

The following paper proposes a sur-
prising, novel, and creative approach to 
post-Moore’s Law computing by rethink-
ing the digital/analog boundary. The cen-
tral idea is to revisit the idea of data repre-
sentation and show how it is a critical 
design choice that cuts across hardware 
and software layers.

In particular, the authors develop the 
concept of race logic, where the key idea is 
to encode values as delays from some ref-
erence. Unlike pure analog approaches, 
race logic continues to encode data in bi-
nary form. However, unlike traditional 
digital logic, the time at which signals 
transition from zero to one encodes the 
value. In other words, relative propaga-
tion times of signals, usually considered a 
design artifact that modern digital tech-
nologies must work around, becomes a 
design feature and is leveraged to per-
form computation. Because of its reliance 
on data races, this computation enjoys a 
low number of “bit flips” and fewer wires 
versus conventional digital logic. The 
benefit is significantly better energy effi-
ciency versus conventional digital design.

A key question is the suitability of race 
logic for different classes of computa-
tion. Naturally, not all computations are 
amenable to these encodings, but those 
that are stand to benefit significantly. 
The paper shows that machine learning 
classification may be one such target. In 
particular, the authors show how race 
logic can be used to “reverse” and “flat-
ten” decision trees, widely used and a 
promising candidate for explainable AI, 
and architect a programmable race tree 

hardware accelerator for ensemble tree 
learning. Via a tour de force of engineer-
ing, the authors validate their research 
hypotheses via energy, throughput, and 
area utilization studies for an ASIC de-
sign of their accelerator, functional RTL 
implementations on an FPGA, SPICE 
model synthesis of the underlying primi-
tives of race logic, and a fully automated 
toolchain for scikit-learn. The upshot is a 
full-stack and unusually detailed study 
from software structures down to device 
configurations.

This paper will be of wide interest to 
the computing community as it hints at 
many tantalizing research questions 
worthy of scientific inquiry. Perhaps the 
most natural one is race logic’s promise 
for machine learning. The need for ul-
tra-energy-efficient machine learning in 
edge and IoT devices is already exigent. 
Dynamic vision sensors, time-based im-
age sensors, time to first spike and time 
of flight cameras, and address event rep-
resentation-based sound sensors are 
just a few systems expected to drive so-
phisticated learning algorithms and 
race logic is particularly well-suited to 
reducing their energy needs. To fully re-
alize these benefits, further research 
will be needed on automated design 
tools and flows that enable at-scale race 
logic, as well as software development 
environments, domain-specific lan-
guages, compilers, and more.

The following paper 
will be of wide interest 
to the computing 
community as it hints 
of many tantalizing 
research questions 
worthy of inquiry.

Technical Perspective
Race Logic Presents a Novel 
Form of Encoding
By Abhishek Bhattacharjee
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Abstract
When extremely low-energy processing is required, the 
choice of data representation makes a tremendous differ-
ence. Each representation (e.g., frequency domain, residue 
coded, and log-scale) embodies a different set of trade-
offs based on the algebraic operations that are either easy 
or hard to perform in that domain. We demonstrate the 
potential of a novel form of encoding, race logic, in which 
information is represented as the delay in the arrival of a 
signal. Under this encoding, the ways in which signal delays 
interact and interfere with one another define the opera-
tion of the system. Observations of the relative delays (for 
example, the outcome of races between signals) define the 
output of the computation. Interestingly, completely stan-
dard hardware logic elements can be repurposed to this end 
and the resulting embedded systems have the potential to 
be extremely energy efficient. To realize this potential in a 
practical design, we demonstrate two different approaches 
to the creation of programmable tree-based ensemble clas-
sifiers in an extended set of race logic primitives; we explore 
the trade-offs inherent to their operation across sensor, 
hardware architecture, and algorithm; and we compare the 
resulting designs against traditional state-of-the-art hard-
ware techniques.

1. INTRODUCTION
In embedded applications, where the computation and 
sensing are close in both time and space, the exact type of 
data is something that needs to be carefully considered. 
Typically, a sensor gathers analog information from the 
physical world and then converts it into a conventional 
digital signal. For example, a camera captures incident 
photons and, through the photoelectric effect, uses their 
energy to guide the charging of a cell. The voltage on the 
cell is read out to an analog-to-digital converter (ADC) that 
converts the measured voltage into a stream of zeros and 
ones. Although this binary-represented integer is perfectly 
efficient for storage as bits in a memory and for general-
purpose computing operations, it is unclear whether this 
is the most energy efficient solution. We posit that there are 
other encodings that, although still capturing the relative 
values of the data to be encoded, are more efficient for in-
sensor processing.

One such possible representation is pure analog signal-
ing. There is a long history of machine-learning-like com-
puting with analog devices. Although pure analog design 
is always an option, it comes with a number of challenges 
of its own. First, well-understood analog design rules 
always lag far behind digital rules in available technology 

The original version of this paper is entitled “Boosted 
Race Trees for Low Energy Classification” and was pub-
lished in Proceedings of the 24th International Conference 
on Architectural Support for Programming Languages and 
Operating Systems, ACM, New York,  NY, USA, 215–228; 
https://doi.org/10.1145/3297858.3304036

node. High-density, high-performance, and low-energy 
CMOS analog parts can be hard to achieve because of this 
gap. Second, although analog design in these aggressive 
technology nodes is certainly possible, tighter margins for 
process variations and noise often drive analog designs to 
use larger gates than their digital counterparts. Ideally, we 
could keep the good parts of analog behavior, where the 
computation closely matches the capabilities of the 
underlying devices, without sacrificing the noise toler-
ance and layout simplicity of digital designs.

One class of logic that attempts to strike this balance is 
race logic.10 The key idea behind race logic is to encode val-
ues as a delay from some reference. All signals, unlike pure 
analog approaches, are supposed to be 0 or 1 at all times. 
However, the time at which 0 → 1 transition happens encodes 
the value. Computations are then based on the relative 
propagation times of signals injected into a configurable 
circuit. In prior work, it was shown that the basic temporal 
operators MAX, MIN, and ADD-CONSTANT could efficiently  
solve a class of dynamic programming algorithms, and 
both synchronous and asynchronous versions have been 
evaluated.10,  11 The inclusion of INHIBIT20 opens the door 
to new computations, but the question of the efficiency of 
this approach to computing on larger and more general 
problems remains open.

To establish the interesting new capabilities that this 
more general race logic provides, we propose its appli-
cation to a sensor-friendly yet machine-learning-ready 
encoding. For the experimental validation of our hypoth-
esis, we complete an end-to-end evaluation that includes 
energy, throughput, and area utilization estimates for an 
ASIC design, a fully functional RTL implementation work-
ing in both simulation and on FPGA, SPICE models of the 
underlying primitives on which our system is built, a fully 
automated toolchain linking scikit-learn15 software struc-
tures down to device configurations, and accuracy versus 
energy analysis across a set of decision tree ensembles 
and design parameters. Even without accounting for the 
extra energy savings of using an encoding more natural 
to the sensor, the presented system dramatically reduces 
the total energy usage required for classification with very 
low latency.

http://dx.doi.org/10.1145/3460223
https://doi.org/10.1145/3297858.3304036
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Figure 3 shows (a) the symbol used for i inhibiting j, (b) the 
function’s state diagram as a Mealy machine, (c) and (d) 
two possible CMOS implementations, and (e) a waveform 
depicting its functionality through two examples. An even 
more efficient implementation, consisting of only a single 
PMOS pass gate, is also possible with a little customization.

Together this set of four operations allows us to deliber-
ately engineer “race conditions” in a circuit to perform useful 
computation. The energy efficiency of the scheme comes from 
the very low number of “total bit flips” required. Compared to 
traditional approaches, race logic implementations require 
fewer wires because each of them can hold a multivalued signal 
(the delay). Moreover, these wires flip from 0 to 1 at most once 
through a logic evaluation as the signal-front washes across the 
circuit. Although not all computations are amenable to such an 
encoding, those that are have the potential to operate with very 
little energy. An open question answered in this work is if such a 
logic is applicable to any general learning or classification task.

3. RETHINKING DECISION TREES
Although monolithic neural networks receive the lion’s 
share of attention from the architecture community with 
respect to machine learning, decision trees have proven 
to be incredibly useful in many contexts and a promising 
solution towards explainable, high-performing AI systems. 
A decision tree, as its name denotes, creates a hierarchy of 
decisions, which consists of a set of leaves (labels) and a set 
of decisions to be made (branches) that lead one to those 
labels. One normally starts at the root and branches down 
the tree to find the relevant answer. Thus, classification is 
reduced to a sequence of binary decisions.

3.1. Reverse race trees
Existing race logic implementations, such as the DNA sequence 
alignment engine,10 perform computation by observing the 

2. GENERALIZED RACE LOGIC
Race logic encodes information as timing delays. Computa
tion then may happen through the purposeful manipulation 
of those delays rather than final logic levels, and the func-
tions forming this logic’s foundation are MAX, MIN, ADD-
CONSTANT, and INHIBIT instead of AND, OR, and NOT.

Under the assumption that smaller delays in rise time 
encode smaller magnitudes and longer delays encode larger 
magnitudes, a MAX function should output a logical high only 
when all of its inputs have arrived (e.g., “gone high”). Therefore, 
only a single AND gate between its input wires is needed for its  
implementation. Figure 1(a) displays the symmetric nature of this 
function; the input that arrives first has to wait for the second 
one to arrive before the output responds. In the case of MIN, 
the function outputs a logical high when the first input arrives, 
and thus a single OR gate is all that is needed—Figure 1(b).

Furthermore, as the arrival time of the rising edge is what 
encodes information, delaying the 0 → 1 transition by a fixed 
amount of time is equivalent to constant addition (ADD-
CONSTANT). Delaying a signal can be performed in multiple 
ways depending upon the implementation. In conventional 
synchronous digital logic, a sequence of flip-flops can be 
used, as shown in Figure 2. Asynchronous delay elements 
constructed out of current-starved inverters can provide an 
alternative, more energy-efficient method for performing 
the desired delay operation.11

Finally, the INHIBIT function, inspired by the behavior 
of inhibitory postsynaptic potentials in the neurons of the 
neocortex,20 works as a nonlinear filter that has two inputs: 
an inhibiting signal and a data signal (that gets inhibited). 
If the inhibiting signal arrives first, the output is prevented 
from ever going high (no state transition), which corre-
sponds to ∞ in the race logic world. On the other hand, if the 
data signal arrives before or at the same time as the inhibit-
ing signal, the former is allowed to pass through unchanged.  

(a) MAX (b) MIN

max
x
y o min

x
y o

x
y o

x
y o

x
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y
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(c)
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Figure 1. Panels (a) and (b) show the implementation of MAX and MIN 
functions in race logic. Panel (c) represents an example waveform 
for x = 2 and y = 4.
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Figure 2. In race logic, adding a constant value k to a variable x is 
equivalent to delaying the rising edge of x by k clock cycles. Panel  
(a) shows how this delay can be achieved in conventional 
synchronous digital logic with the use of a shift-register. Panel  
(b) shows an example waveform for x = 2 and k = 3.
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Figure 3. Panel (a) introduces the symbol that from now on we 
will use to represent the INHIBIT operator. Panel (b) presents the 
state diagram of the corresponding Mealy machine. Each transition 
edge is labeled with the value of inputs i and j and the value of 
the output. The machine starts in state s0, which denotes that 
input j has not been inhibited by i, whereas state s1 indicates the 
opposite; j has been inhibited. Panels (c) and (d) show two possible 
implementations of the operator in a purely digital context. Finally, 
the waveform in Panel (e) depicts INHIBIT’s functionality through 
two examples: (1) i = 3 and j = 2, and (2) i′ = 2 and j′ = 4. In this and 
other examples below, we assume that low to high transitions in the 
input signals are synchronized with the clock.
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relative propagation times of signals injected into the cir-
cuit. Following this example, one approach to implement 
decision trees is by virtually turning them upside down; 
we can think of them as reverse tree networks that route 
possible packets from the leaves to the root. Initially, a 
unique delay-encoded label is assigned to each leaf. These 
labels then race against one another, and where two of 
them “meet,” only one is allowed to propagate further. 
In the end, only the label associated with the “correct” 
leaf survives—the packet at the output of the network  
is unchanged, whereas all others get discarded along  
the way.

The decision tree that we use as a running example 
is presented in Figure 4(a). Figure 4(b) shows the flow of 
the four temporally encoded labels in the reverse tree for 
x = 2 and y = 3, with the corresponding waveform being 
illustrated in Figure 4 (c). Its race logic implementation 
is depicted in Figure 4(d). The upper two blocks, colored 
in red and blue, correspond to the tree’s internal nodes (x 
≤ 1 and y ≤ 1) and are implemented with the use of one 
INHIBIT and one MIN operators, whereas the bottom one, 
colored in yellow, is slightly more complicated as the label 
coming from its False path can take more than one values 
(either label C or label D).

Note that when reversing a tree, the if clauses in 
its nodes should be revised. For example, for label  
D = 3, y ≤ 1 in node n2 must be rewritten as y + 1 < 
3. To implement y + 1 < 3, feature y must be delayed by 
one clock cycle. As already discussed, when we rely on 
off-the-shelf digital circuits, shift-registers must be used 
to perform constant addition. However, these clocked 
components are relatively costly, and ideally, their usage 
should be constrained.

3.2. Flat race trees
An alternative way to look at a decision tree is as a set of inde-
pendent and parallel rather than sequential decision rules 
that lead to a final prediction when combined accordingly.1 
Each leaf now can be represented as a logical function of the 
binary decisions encountered at the nodes on its path to the 
root. In other words, the tree gets “flattened” and each path 
from the tree root to a leaf corresponds to a unique combina-
tion of attribute test outcomes. The big idea behind the par-
allel execution of all these independent if clauses is shown 
in Figure 5(a). For example, the leftmost leaf is reached only 
when both n0 and n1 return True, whereas the output of n2 is 
inconsequential. The order that the outcomes of these con-
ditions reveal to appear does not affect the final decision.

Figure 5(b) presents the implementation of such a flat 
tree in race logic. In contrast to conventional digital logic 
approaches, where the size and performance of the circuit 
realizing the desired threshold functions (each node is a 
binary decision) are directly related to the resolution of the 
associated attribute and threshold values, this is not the case 
here. In race logic, a range of magnitudes can be encoded on 
a single wire with a single edge. Thus, only one INHIBIT gate 
is required per tree node.

Moreover, because the decisions related to the various 
tree paths are mutually exclusive and the maximum thresh-
old value is statically known, the transition from the tem-
poral domain to binary happens seamlessly, without the 
need for any special circuitry. Figure 5(c) presents the truth 
table describing the functionality of the decoder that associ-
ates nodes’ decisions with one of the leaf labels. Figure 5(d) 
shows the resulting waveform for x = 2 and y = 3. In the given 
example, the maximum threshold value is 2; thus, all node 
decisions can be safely considered final after 2 clock cycles, 
and the outcome of n0, n1, and n2 conditions can be read at 
any time after that.
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Figure 4. Panel (a) depicts an example decision tree. Panel 
(b) shows its “reverse” equivalent as well as the flow of four 
temporally encoded labels for x = 2 and y = 3. Panel (c) displays the 
corresponding waveform for the given example. Panel(d) presents 
its race logic implementation. Note that the leaf label associated 
with the False branch of a node plays the role of j in the INHIBIT 
operator, and the node’s attribute (x or y in this example) serves as 
the inhibiting input i. Given that subtraction and variable addition 
are not supported by race logic, the attribute routed to an INHIBIT’s 
controlling input must be adjusted accordingly; for example, y ≤ 1 
must be rewritten as y + 1 < 3.

n0 n1 n2 Label Dec.

1 1 x A n0&n1

1 0 x B

0 x 1 C

0 x 0 D

(a) (b)

n0 n1 n2

Label A Label B Label C Label D
3'b11x 3'b10x

Label B
3'b10x

3'b0x1 3'b0x0

(c) (d)

n0&n1

n0&n2

n0&n2

x

0 1 2 3 4 5

y

n0

n1

n2

1’b1

1’b0

1’b0

max thr. sampling window

x

y

2

1

n0

n1

n2

D
ec

od
er Label

thr <
n0

thr =
n1,n2

1-hot enc.

Figure 5. A decision tree can be viewed as a set of independent 
decision rules that lead to one and only one leaf when combined 
accordingly. Hence, the threshold functions corresponding to each 
node (and lead to these decisions) can be executed in parallel, as 
shown in Panel (a). Panel (b) depicts the race logic implementation 
of this flattened decision tree with the use of INHIBITs, where 
thresholds play the role of the gates’ controlling inputs. Panel (c) 
presents the truth table that defines the decoder’s functionality. 
Panel (d) displays the resulting waveform for x = 2 and y = 3.
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symbolically, but not numerically. However, internal to the 
network, as part of the routing architecture, packet values 
do take part in numerical operations.

The idea behind the flat tree approach is much simpler. 
This simplicity results in a more compact and efficient 
hardware design—fewer shift-registers and a smaller inter-
connection network are needed. Due to these reasons, we 
consider flat trees as our design of choice for the rest of the 
paper. Figure 7 presents a programmable architecture for 
the hardwired design of Figure 5.

To ensure any delay-coded threshold value and any input 
feature can be routed to the necessary nodes of the tree, we 
use two configurable crossbars. The decoder, which trans-
forms INHIBITs’ outputs into a memory address, is built 
from AND gates and inverters. Note that although INHIBITs 
are returning temporal signals, the sampled outputs form 
a typical binary vector. Prior to the next computation, the 
circuit must be reset.

Figure 8 presents our system architecture for a tree-
based ensemble learner. To keep the overhead of the 
clocked components low, we organize trees into groups 
and share the same shift-register and buffer (used for the 
generation of the delay-coded thresholds and the local 
buffering of the delay-coded input features). Of course, 
the cost of the crossbars increases with the size of these 
groups. This trade-off should be further analyzed for maxi-
mum efficiency; crossbars can be replaced by any other 
more efficient configurable routing network without any 
effect in the system’s functionality. Finally, because the 
data retrieved from memory are in a regular binary encod-
ing, the implementation of the weighted voting scheme is 
based on typical binary adders. Once the prediction val-
ues of all trees have been summed, a comparison between 
them takes place to find the class with the highest score 
and determine the system’s final “guess.”

5. EVALUATION
5.1. Methodology
To evaluate the proposed designs and identify opportunities for 
further improvement, we created analytical and empirical 

4. END-TO-END ARCHITECTURE
4.1. From sensor to delay coded input
Whenever a different encoding is considered, the cost of 
translation in and out of that encoding should be taken 
into account. However, race logic is such a natural direct 
target for sensors that we can instead consider a case 
where sensing and processing are tightly integrated. 
Figure 6 presents an end-to-end architecture for tempo-
ral processing.

Because sensory input is analog in nature, most sen-
sors begin with a measured voltage or current, which is 
then converted to a digital output with the use of ADCs. 
ADCs traditionally return digital binary values; however, 
given that information in the time domain is now useful 
for computation, the design of these components can be 
significantly simplified. For instance, the costly time-to-
digital conversion (TDC) in the ADCs is redundant and 
can be skipped.6 Examples of sensing systems that can 
provide directly time-encoded outputs, without TDCs, 
include Dynamic Vision Sensors (DVS),9 Asynchronous 
Time-based Image Sensors (ATIS),16 Time To First Spike 
(TTFS)17 and Time-of-Flight (ToF)14 cameras, and AER 
(Address Event Representation) Ear2 sound sensors.

Given the properties of race logic and the nature of the 
above-described sensing systems, raw delay-coded data can 
be directly provided to temporal accelerators to achieve a 
more efficient sensor-accelerator integration.

4.2. Programmable race trees architecture
Reverse and flat tree encodings provide two ways of imple-
menting decision trees in race logic. The reverse tree idea 
is of particular interest as it is unlike any other network. 
Typically, in a network, the packet contents are inert with 
respect to routing. For example, in the case of sorting net-
works, the packet values are used for routing, but they 
also have numerical content external to the network.12 In 
reverse trees, the packets are externally assigned values that 
are symbolic and contain no useful numerical content—
in much the same way that numbers in Sudoku are used 
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cell library.3 The operational voltage and frequency are 0.55 
V and 1,000 MHz, respectively. In our energy and through-
put calculations, we assume a 500 MHz clock and, to com-
pensate for the lack of a wire load model, we do not scale 
our power numbers; under this assumption, each operation 
consumes twice its nominal energy.19

5.2. Implementation results
In recent years, an explosion of hardware accelerated machine 
learning activity has resulted in a wide variety of ASIC archi-
tectures, which we can use for comparison. While MNIST is 
very simple, it is complex enough to demonstrate the prin-
ciples involved and, because it is the most commonly used 
dataset in the context of extremely low-power classifiers, 
facilitates a comparison with state-of-the-art.

An accuracy versus energy comparison between the pro-
posed race trees – represented by green dots – and state-of-
the-art low-power classifiers is shown in Figure 10. Moreover, 
Figure 11 illustrates an accuracy versus energy-delay prod-
uct comparison, which better elucidates the efficiency gap 
between race trees and its counterparts. The technique used 
for training the race trees is gradient boosting. We note that 
we do not perform any parameter fine-tuning to improve 
learners’ performance and that race logic does not intro-
duce any sources of inaccuracy.

In more detail, a classifier consisting of 1,000 race trees 
of depth 6 (before flattening) gets 97.45% accuracy and dis-
sipates 31.35 nJ of energy per prediction. A more efficient 
solution, consisting of 200 trees of depth 6, achieves a per-
formance of 95.7% with energy numbers as low as 7.8 nJ 
per prediction. By increasing the trees’ depth to 8, the accu-
racy increments by 0.5%. This improvement comes at the 
expense of 16.1 nJ of additional energy per prediction. More 
results can be found in Table 1.

6. CONCLUSION
If machine learning is the engine, then raw data is the 
fuel, and most approaches consume a great deal of it. As 
machine learning techniques continue to find new and 
compelling applications across a wide range of computing 

power and area models for the basic components of our 
architecture. We also build a Python-based development 
flow, as shown in Figure 9, which attaches to the popular 
scikit-learn library15 and leverages the power of hardware 
templates and PyRTL4—a Python embedded hardware 
design language—to generate synthesizable RTL code. 
More specifically, once the model is trained, the tool ana-
lyzes the importance of input features, explores the learn-
ers’ performance against lower resolution data, proceeds 
with votes (content of tree leaves) quantization, gener-
ates either a customized hardware design or a configu-
ration file, and performs cross-checking verification. To 
obtain the desired implementation results, we use open-
source tools22,24 and a publicly available 14 nm standard 
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Figure 8. Lower-level diagram of the architecture presented in 
Figure 6. The shown circuit implements a configurable race logic 
accelerator for tree-based ensemble learners.
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for extremely efficient classification. Although it is rare to 
come across a change that appears simultaneously ben-
eficial across all three of the sensor, learning algorithm, 
and architecture layers, a delay code seems to be one such 
rarity. Others have already shown that it is advantageous 
from an analog perspective to leave signals as they are, and 
trivially convert them to a race encoding, than to convert 
them to a pure digital representation. At the algorithm 
level, little is needed in the way of changes—one must just 
be mindful of the depth and configuration of the exist-
ing decision tree algorithms. At the architecture level, 
the improvements for these considerations are dramatic 
both in hardwired and programmable configurations. The 
resulting system has a shallow critical path and induces 
exceedingly few bit transitions as the computation prop-
agates through race trees. Example designs that demon-
strate this behavior are available at our GitHub repository.a

Looking forward, the end of traditional CMOS scaling 
has reenergized the search for novel models of compu-
tation and a requestioning of digital/analog boundaries. 
As our ability to deliver useful computation becomes fully 
bounded by energy consumption, the objective shifts from 
performing operations at the lowest possible latency to 
the highest possible efficiency. We believe that this work 
is an important step in that direction and invites a seri-
ous reconsideration of the interfaces between the analog 
and digital worlds. When the goal is to process sensor data 
locally, the choice of data representation does not only 
affect the way computing happens but also dictates the 
structure and efficiency of the required converters, which 
often impose a nonnegligible overhead to the system’s per-
formance. Although we have not explicitly considered the 
gains in efficiency possible at the circuit level from avoid-
ing the full transition to binary, there is reason to believe 
it could be significant.13 In fact, there may be many other 
advantages to temporal models of computation as a more 
general proposition, perhaps even as a way of encoding 
more general learning systems inspired by neural-compu-
tation20 or enabling emerging circuit technologies.21
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Latency 
(CCs) Power (mW) Area (mm2) Freq. (MHz)
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6
6
8
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8
4
4
4

8
4
4
4

97.48%
97.45%
96.18%
95.72%

273
33
31
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521
475
384
125

0.46
0.45
0.33
0.13

1,000
1,000
1,000
1,000

Table 1. Synthesis results for hardwired race trees produced by Yosys24 using a publicly available 14nm standard cell library3.
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tasks, the desire to bring that computational power into 
even our lowest power devices will only continue to grow. 
Applying these complex algorithms without resorting to 
the use of significant amounts of energy remains an impor-
tant challenge and the choice of data representation is an 
important cross-layer factor that impacts everything from 
the sensor to the end product of learning. In this paper, we 
show that the natural relationship between modern deci-
sion tree algorithms, new advances in race logic, and the 
underlying sensors themselves provide new opportunities 
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fabricating silicon, a single chiplet 
design that delivers for all market seg-
ments is a compelling solution.

Another insightful aspect of this 
paper is the emphasis on hardware/
software co-design. Given the myriad 
challenges facing hardware design 
and manufacturing, it is imperative 
that software systems be thoughtfully 
designed to combat any non-unifor-
mities introduced by the hardware so-
lutions. Non-uniform memory access 
(NUMA) effects have long been studied 
for multi-socket, multi-board designs. 
However, this study provides new in-
sights specifically targeting machine 
learning applications and hierarchical 
interconnects with different bandwidth 
and latency characteristics that will be 
found in these future chiplet-based ar-
chitectures. On the software side, they 
consider the impact of workload parti-
tioning and communication-aware data 
placement. Through detailed case stud-
ies, this paper makes a compelling, ev-
idence-based argument for co-design.

The deep neural network accelera-
tor design space is rich with exciting 
start-ups and big-name companies pro-
ducing new silicon. A number of open 
challenges and questions remain. In ad-
dition to hardware/software co-design, 
can the neural network architectures 
themselves be adapted to run more effi-
ciently on the given hardware. If a single 
chiplet can serve a range of market seg-
ments, we need software and runtime 
solutions to adapt the network architec-
ture to run efficiently on each instance 
of the system. How can we adapt this 
chiplet-based approach to build cus-
tom, heterogeneous hardware solutions 
at low cost? The hardware prototype in 
this paper provides a compelling foun-
dation for further research in chiplet-
based accelerator architectures.	

Natalie Enright Jerger is a professor in the Department 
of Electrical and Computer Engineering at the University 
of Toronto, where she also serves as the Canada Research 
Chair in Computer Architecture.
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THE FO LLOW IN G PA PE R,  “Simba: Scal-
ing Deep-Learning Inference with 
Chiplet-Based Architecture,” by Shao 
et al. presents a scalable deep learning 
accelerator architecture that tackles 
issues ranging from chip integration 
technology to workload partitioning 
and non-uniform latency effects on 
deep neural network performance. 
Through a hardware prototype, they 
present a timely study of cross-layer is-
sues that will inform next-generation 
deep learning hardware, software, and 
neural network architectures.

Chip vendors face significant chal-
lenges with the continued slowing of 
Moore’s Law causing the time between 
new technology nodes to increase, sky-
rocketing manufacturing costs for sili-
con, and the end of Dennard scaling. In 
the absence of device scaling, domain 
specialization provides an opportunity 
for architects to deliver more perfor-
mance and greater energy efficiency. 
However, domain specialization is an 
expensive proposition for chip manufac-
turers. The non-recurring engineering 
costs of producing silicon are exorbitant 
including design and verification time 
for chips containing billions of transis-
tors. Without significant market de-
mand, it is difficult to justify this cost.

Fortunately for computer archi-
tects, machine learning is a domain 
where specialized hardware can reap 
performance and power benefits. Ma-
chine learning has seen widespread 
adoption in recent years and its need 
for more compute, storage, and ener-
gy-efficiency is only growing as models 
take on more complex tasks. Domain 
specialization improves performance 
and energy-efficiency by eschewing all 
of the hardware in modern processors 
devoted to providing general-purpose 
capabilities. Furthermore, architec-
tures targeting machine learning fea-
ture regular arrays of simple process-
ing elements (primarily doing multiply 
accumulate) that can potentially be 
scaled to large numbers and may offer 

opportunities to ease verification.
Given the billions of transistors that 

can fit on a single large die, is scaling 
up the number of processing elements 
in a machine learning accelerator 
trivial? The slowing of Moore’s Law 
makes it increasingly difficult to pack 
more functionality on a single chip. 
If transistor sizes stay constant, more 
functionality could be integrated via 
larger chips. However, larger chips are 
undesirable due to significantly higher 
costs. Verification costs are higher. 
Manufacturing defects in densely 
packed logic can dramatically reduce 
the wafer yield. Lower yield translates 
into higher manufacturing cost.

A promising solution to combat 
these yield and verification challenges 
is to design and fabricate smaller chips 
(chiplets) and integrate those chiplets 
into one system via a package-level so-
lution such as a silicon interposer or 
organic substrate. Small chiplets are 
cheap to manufacture; a manufacturing 
defect on a chiplet has a smaller impact 
on the total wafer yield. The reduced 
functionality of an individual chiplet is 
compensated for by integrating a large 
number of chiplets into the system. 
This concept of chiplet-based architec-
tures has been explored in CPUs and in 
GPUs. Simba develops an architecture 
and hardware prototype to demonstrate 
how chiplets can be effective employed 
in machine learning accelerators.

While the focus of the paper is a 
scalable approach to deliver increas-
ing performance and energy efficiency 
in datacenter-scale inference accel-
erators, one exciting feature of the 
proposed chiplet-based approach as 
is the ease with which it can be scaled 
across different market segments. 
Each chiplet can standalone as a com-
plete system; therefore, a single chiplet 
could be used as an edge device or a 
small number of chiplets could be in-
tegrated for a consumer-class device. 
Given the design, verification, and 
manufacturing costs associated with 
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Abstract
Package-level integration using multi-chip-modules (MCMs) 
is a promising approach for building large-scale systems. 
Compared to a large monolithic die, an MCM combines many 
smaller chiplets into a larger system, substantially reducing 
fabrication and design costs. Current MCMs typically only 
contain a handful of coarse-grained large chiplets due to the 
high area, performance, and energy overheads associated with 
inter-chiplet communication. This work investigates and 
quantifies the costs and benefits of using MCMs with fine-
grained chiplets for deep learning inference, an application 
domain with large compute and on-chip storage require-
ments. To evaluate the approach, we architected, imple-
mented, fabricated, and tested Simba, a 36-chiplet prototype 
MCM system for deep-learning inference. Each chiplet 
achieves 4 TOPS peak performance, and the 36-chiplet MCM 
package achieves up to 128 TOPS and up to 6.1 TOPS/W. The 
MCM is configurable to support a flexible mapping of DNN 
layers to the distributed compute and storage units. To miti-
gate inter-chiplet communication overheads, we introduce 
three tiling optimizations that improve data locality. These 
optimizations achieve up to 16% speedup compared to the 
baseline layer mapping. Our evaluation shows that Simba can 
process 1988 images/s running ResNet-50 with a batch size of 
one, delivering an inference latency of 0.50 ms.

1. INTRODUCTION
Deep learning (DL) has become critical for addressing com-
plex real-world problems. In particular, deep neural networks 
(DNNs) have demonstrated their effectiveness across a wide-
range of applications. State-of-the-art DNNs12 require bil-
lions of operations and hundreds of megabytes to store 
activations and weights. Given the trend toward even larger 
and deeper networks, the ensuing compute and storage 
requirements motivate the large-scale compute capability in 
DL hardware, which is currently addressed by a combina-
tion of large monolithic chips and homogeneous multi-chip 
board designs.9, 15 Previously proposed multi-chip DL accel-
erators have focused on improving total compute through-
put and on-chip storage size but have not addressed the 
scalability challenges associated with building a large-scale 
system with multiple discrete components.

Recently, the need for high compute throughput in an era 
of slowing transistor scaling has motivated advances in multi-
chip-module (MCM) integration to build large-scale CPUs3 

The original version of this paper appeared in the 
Proceedings of the 52nd Annual IEEE/ACM International 
Symposium on Microarchitecture (Columbus, OH, USA, Oct. 2019).

and GPUs.1 MCM packaging approaches can also reduce cost 
by employing smaller chiplets connected together postfabri-
cation, as yield losses cause fabrication cost to grow super-
linearly with die size. Packaging technologies such as organic 
substrates13 and silicon interposers11 can be used to assemble 
a large-scale MCM system. In addition, the recent advances in 
package-level signaling offer the necessary high-speed, high-
bandwidth signaling needed for a chiplet-based system.24 As a 
result, chiplet-based MCM systems can provide improved 
performance more efficiently than the board-level integra-
tion but with lower cost than monolithic chips. Although 
MCMs have been used for general compute systems, applying 
MCMs to high-performance DNN inference algorithms has 
not been previously examined. Specific challenges stem from 
the natural nonuniformity between on-chip and on-package 
bandwidth and latency. Although multi-chip systems also 
exhibit similar forms of nonuniformity, this paper focuses on 
the specific characteristics of MCM-based systems as they 
provide a natural progression beyond monolithic single-chip 
inference accelerators.

This paper presents Simba, a scalable deep-learning infer-
ence accelerator employing multi-chip-module-based integra-
tion. Each of the Simba chiplets can be used as a standalone, 
edge-scale inference accelerator, whereas multiple Simba 
chiplets can be packaged together to deliver a data-center-
scale compute throughput. To explore the challenges and eval-
uate the benefits of MCM-based inference accelerator 
architectures, we designed, implemented, and fabricated a 
prototype of Simba, consisting of 36 chiplets connected via a 
mesh network in an MCM.25 We specifically examine the 
implications of the nonuniform network access (NUNA) archi-
tecture with nonuniform latency and bandwidth for on-chip 
and on-package communication that lead to significant 
latency variability across chiplets. Such latency variability 
results in a long tail latency during the execution of individ-
ual inference layers. As a result, the overall performance for 
each layer is restricted by the slowest chiplet in the system, 
limiting scalability. To address these challenges, we propose 
three tail-latency-aware, nonuniform tiling optimizations tar-
geted at improving locality and minimizing inter-chiplet com-
munication: (1) nonuniform work partitioning to balance 
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Mapping DNN layers to a tile-based architecture is a well-
studied research problem.6, 19 The state-of-the-art DNN tiling 
typically assumes a flat architecture with uniform latency and 
bandwidth across processing elements (PEs) and focuses on 
data reuse for reducing global bandwidth demands. This 
assumption is acceptable for small-scale systems, as the com-
munication latency variability is small and the computation 
is often tolerant of communication latencies. However, as the 
DNN inference performance is scaled-up to larger systems, 
the execution time decreases and latency-related effects 
become more important. Furthermore, in the large-scale sys-
tems with heterogeneous interconnect architectures such as 
MCMs, the assumptions of uniform latency and bandwidth 
in selecting DNN tiling can degrade the performance and 
energy efficiency. Simba is the first work that quantitatively 
highlights the challenge of mapping DNN layers to nonuni-
form, MCM-based DNN accelerators and proposes communi-
cation-aware tiling strategies to address the challenge.

3. SIMBA ARCHITECTURE AND SYSTEM
To understand the challenges and opportunities of using 
MCMs for building large-scale, deep-learning systems, we 
designed, implemented, fabricated, and characterized 
Simba, the first chiplet-based deep-learning system. This 
section first presents an overview of the Simba architecture 
and its default uniform tiling strategy. We then describe 
Simba’s silicon prototype and present a detailed character-
ization of the Simba system in Section 4.

3.1. Simba architecture
Tile-based architectures have been frequently proposed for 
deep-learning accelerator designs.6, 5, 20 Our design target is 
an accelerator scalable to data center inference, where state-
of-the-art data center accelerators deliver around 100 tera-
operations-per-second (TOPS). For example, the first 
generation of the tensor processing unit (TPU) delivers 92 
TOPS15 and is designed for inference applications. One sim-
ple approach to achieve this design goal is to increase the 
number of tiles in a monolithic single chip. However, 

compute latency with communication latency; (2) communica-
tion-aware data placement to minimize inter-chiplet traffic; 
and (3) cross-layer pipelining to improve resource utilization.

2. BACKGROUND
Package-level MCM integration is a promising alternative for 
assembling large-scale systems out of small building blocks 
known as chiplets. Such systems consist of multiple chiplets 
connected together via on-package links using a silicon 
interposer or an organic substrate and employing efficient 
intra-package signaling circuits.3, 24 Compared to a large 
monolithic die, MCMs can reduce (1) design costs, because 
logic design, verification, and physical design are all easier 
on a small chip than a large chip; and (2) fabrication costs, as 
the much lower manufacturing yield of large chips makes 
them far more expensive than small chips. In addition, dif-
ferent scales of systems can be created merely by adjusting 
the number of chiplets placed in a package, without requir-
ing a different chip tapeout for each market segment. MCMs 
have been recently applied to a general-purpose CPU design3 
as an alternative to building multi-core CPUs on reticle-lim-
ited large die. They have also been an active research area for 
scaling of multi-CPU16 and multi-GPU systems.1 However, 
package-level wires do not provide the same communication 
density or energy/bit as on-chip wires. Consequently, MCM 
architects and software developers must still consider the 
nonuniform bandwidth, latency, and energy present in these 
systems to achieve an efficient application performance.

An MCM-based system has a heterogeneous interconnect 
architecture, as the available intra-chiplet bandwidth is 
expected to be significantly higher than available inter-chiplet 
bandwidth. In addition, sending data to remote chiplets incurs 
additional latency. This latency may include on-chip wire 
delays to move data to the edge of the chiplet, synchronizer 
delays for crossing clock domains, serialization and deserial-
ization latency in high-speed communication links, and the 
on-package wire delays of inter-chiplet links. As a result, the 
communication latency between two elements in an MCM 
depends heavily on their spatial locality on the package.
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Figure 1. Simba architecture from package to processing element (PE).
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networks with diverse layer dimensions, Simba supports flex-
ible communication patterns across the NoC and NoP. Both 
NoC and NoP use a mesh topology with a hybrid wormhole/
cut-through flow control. Specifically, unicast packets use 
wormhole flow control for large packet size, whereas multi-
cast packets are cut-through to avoid wormhole deadlocks. 
Each Simba PE can unicast to any local or remote PE for cross-
PE partial-sum reduction, to any local or remote Global PE to 
transmit output activation values, and to any local or remote 
chiplet controller to signal execution completion. A PE does 
not need to send multicast packets as its computation 
requires only point-to-point communication. In addition to 
unicast communication, a Global PE can also send multicast 
packets to local and remote PEs for flexible data tiling.

3.2. Simba silicon prototype
We implemented, fabricated, and tested a silicon prototype 
of the Simba system, as shown in Figure 2, with the microar-
chitecture parameters listed in the original Simba paper.21 
We chose parameters so that a Simba chiplet has area and 
power similar to an efficient edge system, such as DianNao5 
or Eyeriss,6 whereas a full Simba package is comparable to a 
data-center-scale system such as TPU.15 Table 1 shows the 
synthesis area breakdown of key components in the Simba 
chiplet architecture.

 1 //Package level
 2 for p3 = [0: P3):
 3   for q3 = [0: Q3):
 4     parallel_for k3 = [0: K3):
 5       parallel_for c3 = [0: C3):

building a flat network with hundreds of tiles would lead to 
high tile-to-tile communication latency, as examined in 
both multi-core CPU7 and accelerator10 research.

Simba adopts a hierarchical interconnect to efficiently 
connect different processing elements (PEs). This hierarchi-
cal interconnect consists of a network-on-chip (NoC) that 
connects PEs on the same chiplet and a network-on-package 
(NoP) that connects chiplets together on the same package. 
Figure 1 illustrates the three-level hierarchy of the Simba 
architecture: package, chiplet, and PE. Figure 1(a) shows a 
Simba package consisting of a 6×6 array of Simba chiplets 
connected via a mesh interconnect. Each Simba chiplet, as 
shown in Figure 1(b), contains an array of PEs, a global PE, a 
NoP router, and a controller, all connected by a chiplet-level 
interconnect. To enable the design of a large-scale system, all 
communication between the PEs, Global PEs, and controller 
is designed to be latency-insensitive4 and is sent across the 
interconnection network through the NoC/NoP routers.

Simba PE. Figure 1(c) shows the microarchitecture of the 
Simba PE, which includes a distributed weight buffer, an 
input buffer, parallel vector MAC units, an accumulation buf-
fer, and a postprocessing unit. Each Simba PE is similar to a 
scaled-down version of NVDLA, a state-of-the-art DL accelera-
tor product.22 The heart of the Simba PE is an array of parallel 
vector multiply-and-add (MAC) units that are optimized for 
efficiency and flexibility. The Simba PE uses a weight-station-
ary dataflow6: weights remain in the vector MAC registers and 
are reused across iterations, although new inputs are read 
every cycle. Each vector MAC performs an 8:1 dot-product 
along the input channel dimension C to exploit an efficient 
spatial reduction. To provide flexible tiling options, the Simba 
PE also supports cross-PE reduction with configurable pro-
ducers and consumers. If the current PE is the last PE on the 
reduction chain, it first sends partial sums to its local postpro-
cessing unit that performs ReLU, truncation and scaling, 
pooling, and bias addition. The final output activation is sent 
to the target Global PE for computation of the next layer.

Simba global PE. The Global PE serves as a second-level 
storage for input/output activation data to be processed by 
the PEs. To support flexible partitioning of the computation, 
the Global PE can either unicast data to one PE or multicast 
to multiple PEs, even across chiplet boundaries. The Global 
PE has a multicast manager that oversees these producer-
consumer relationships. The Global PE also serves as a plat-
form for near-memory computation. Many DNNs feature 
some computation that has low data reuse, such as element-
wise multiply/add or depth-wise convolution. The Global PE 
can perform such computations locally to reduce communi-
cation overhead for these types of operations.

Simba controller. Each Simba chiplet contains a RISC-V 
processor core2 that is responsible for configuring and man-
aging the chiplet’s PEs and Global PE states via memory-
mapped registers using an AXI-based communication 
protocol. After all states are configured, the RISC-V triggers 
the execution in the active PEs and Global PEs and waits for 
these blocks to send done notifications via interrupts. 
Synchronization of chiplet control processors across the 
package is implemented via memory-mapped interrupts.

Simba interconnect. To efficiently execute different neural 

(a) Simba chiplet (b) Simba package
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Figure 2. Simba silicon prototype.

Table 1. Area breakdown of the Simba system.

Partition Component Area (lm)2

PE Vector MACs 12K
Weight Buffer 41K
Input Buffer 11K

Accumulation Buffer 24K
NoC Router 19K

Global PE Distributed Buffer 125K
NoC Routers 27K

RISC-V Processor 109K
NoP NoP Router 42K
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tiled temporally, spatially, or both at each level of the system 
hierarchy: package, chiplet, PE, and vector MAC. The loop 
bounds and orderings in Listing 1 are configurable in Simba 
so that users can flexibly map computation to the Simba sys-
tem. In particular, the default dataflow uniformly partitions 
weights along the input channel (C) and the output channel 
(K) dimensions, as noted in the parallel_for loops. In 
addition, Simba can also uniformly partition along the 
height (P) and width (Q) dimensions of an output activation 
across chiplets and PEs to support flexible tiling. Section 5 
highlights the limitations of this approach when mapping 
networks onto a large-scale, nonuniform network access 
architecture with an MCM-based integration.

We developed a flow that uses Caffe14 to map a DNN infer-
ence application to the Simba system, which primarily deter-
mines an efficient tiling strategy for the dataflow that best 
exploits data reuse in the memory hierarchy. To facilitate the 
evaluation of different mapping alternatives, we also devel-
oped a fast, analytical energy model for Simba that quantifies 
the energy cost of a particular mapping, similar to the meth-
odology discussed in prior work.6, 19 The compilation process 
starts with a mapper that is provided with data regarding avail-
able system resources (such as the number of PEs, the num-
ber of Global PEs, and the sizes of buffers in the system) and 
the parameters of a given layer from the Caffe specification. 
The mapper determines which PE will run each portion of the 
loop nest and in which buffers the activations and weights are 
stored. As this mapping is a logical one, the mapper is fol-
lowed by a binder which decides in which physical resource in 
the Simba topology the loop nests and data structures are 
placed. We use a random search algorithm to sample the 
mapping space and use the energy and performance models 
to select good mappings and placements. Finally, the flow 
generates the configuration binaries for each chiplet that 
implement the execution created by the mapper and binder.

4. SIMBA CHARACTERIZATION
This section details the performance characterization of 
Simba, focusing on achieved scalability using the uniform-
tiling baseline. All evaluation results are measured using the 
prototype system.

4.1. Methodology
Figure 3 shows the experimental setup for measuring the 
performance and power of the Simba prototype system. The 
silicon prototype test board is attached to an x86 host through 
PCI-E using a Xilinx FPGA. To measure the performance of 
the Simba prototype system, we use software running on the 
RISC-V to query cycle counters built into the RISC-V micro-
controllers. Power and performance measurements begin 
after the weights have been loaded into each PE’s weight buf-
fer and the inputs have been loaded into the Global PE buf-
fers. Unless otherwise noted, the chiplets operate at a core 
voltage of 0.72 V, a PE frequency of 1.03 GHz, and GRS band-
width of 11 Gbps. We use sense resistors on the board power 
supplies and a digital acquisition module to measure energy 
during experiment execution. As the chiplets support inde-
pendent clock frequencies for different units (PEs, Global 
PEs, RISC-V, and NoP routers), we can vary these frequencies 

 6 // Chiplet level
 7 for p2 = [0: P2):
 8   for q2 = [0: Q2):
 9     parallel_for k2 = [0: K2):
10       parallel_for c2 = [0: C2):
11 // PE level
12 for r = [0: R):
13   for s = [0: S):
14     for k1 = [0: K1):
15       for c1 = [0: C1):
16         for p1 = [0: P1):
17           for q1 = [0: Q1):
18 // Vector-MAC level
19 parallel_for k0 = [0: K0):
20   parallel_for c0 = [0: C0):
21     p = (p3 * P2 + p2) * P1 + p1;
22     q = (q3 * Q2 + q2) * Q1 + q1;
23     k = ( (k3 * K2 + k2) * K1 + k1) * K0 + k0;
24      c = ( (c3 * C2 + c2) * C1 + c1) * C0 + c0;
25    OA[p,q,k] += IA[p-1+r,q-1+s,c] * W[r,s,c,k];

Listing 1. Simba baseline dataflow.

As shown in Figure 2a, the 2.5 × 2.4 Simba chiplets were 
implemented in a TSMC 16 nm FinFET process technol-
ogy.25 Each Simba package (Figure 2b) contains an array 6×6 
of chiplets connected on an organic package substrate using 
a ground-referenced signaling (GRS) technology for intra-
package communication.24 The top and bottom rows of each 
chiplet include eight chiplet-to-chiplet GRS transceiver 
macros. Four macros are configured as receivers and four as 
transmitters. Each transceiver macro has four data lanes 
and a clock lane with configurable speed from 11 Gbps/pin 
to 25 Gbps/pin, consuming 0.82–1.75 pJ/bit, with a total 
peak chiplet bandwidth of 100 GB/s. We chose GRS as our 
communication mechanism because it delivers 3.5× higher 
bandwidth per unit area and lower energy per bit compared 
to other MCM interconnects.3

The prototype chiplets were implemented using a glob-
ally asynchronous, locally synchronous (GALS) clocking 
methodology,8 allowing independent clock rates for indi-
vidual PEs, Global PEs, RISC-V processors, and NoP routers. 
Running in a single-chiplet configuration, Simba proto-
types have been measured to operate correctly in the lab at 
a minimum voltage of 0.42 V with a 161 MHz PE frequency, 
achieving 0.11 pJ/Op (9.1 TOPS/W) core power efficiency on 
a peak-utilization convolution micro-benchmark. At 1.2 V, 
each chiplet operates with a 2 GHz PE frequency for a peak 
throughput of 4 TOPS. The 36-chiplet Simba system is func-
tional over a slightly narrower voltage range, from 0.52 to 
1.1 V, achieving 0.16 pJ/op at 0.52 V and 484 MHz; at 1.1 V, 
the 36-chiplet system achieves a 1.8 GHz PE frequency and 
128 TOPS.

3.3. Simba baseline tiling
To map the DNN layers onto the hierarchical tile-based 
architecture, we first use a state-of-the-art DNN tiling strat-
egy that uniformly partitions weights spatially, leveraging 
model parallelism.22, 15, 5, 20 Listing 1 shows the default tiling 
in a loop-nest form. Each dimension of a DNN layer can be 
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4.2. Performance/energy overview
Figure 4 summarizes the performance and energy measure-
ments across all ResNet-50 layers. Each point represents a 
unique mapping for that layer, whereas different colors show 

to change the compute-to-bandwidth ratios for our experi-
ments. The NoC and NoP routing tables use dimension-
ordered X-Y routing for all inter-chiplet communication. 
Although all 36 Simba chiplets are functional, our evaluation 
uses 32 chiplets, as it is easier to partition computation by 
powers of two because the number of input channels (C) and 
output channels (K) are typically powers of two.

We focus our application measurements on ResNet-50,12 
a state-of-the-art, representative deep-learning network, and 
evaluate its layers running on the Simba system with a batch 
size of one, as low-latency inference is a highly critical 
deployment scenario for data center inferencing.15 We com-
pile and run each layer independently, except when we map 
multiple layers to different physical partitions of Simba and 
execute them in a pipelined manner. Networks are pre-
trained and quantized to 8-bit using TensorRT without accu-
racy loss. We believe that the diversity of layers in ResNet-50 
provides a sufficient breadth to cover a wide range of behav-
iors across different convolutional networks.

Figure 4. Measured performance and energy and running ResNet-50 on the fabricated Simba prototype. Each point is a valid workload 
mapping onto the system; each column cluster shows the different performance and energy achieved by different mappings of the same 
workload. Each symbol shape represents a different number of active chiplets used for the mapping.
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Figure 3. Bench measurement setup for the Simba prototype.
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the number of chiplets active for that mapping. Latency is 
normalized to a hypothetical best-achievable latency that 
would be realized if each of the 576 PEs of the system oper-
ated with 100% utilization and no communication or syn-
chronization overheads. Simba provides a large number of 
mapping options with drastically different performance and 
energy profiles, highlighting the importance of strategies for 
efficiently mapping DNNs to hardware. The figure also dem-
onstrates the highly variable behavior of different layers. For 
example, the most energy-efficient configurations of layer 
res3[b-d]_branch2b achieve almost an order of magni-
tude better efficiency than those of res3a_branch2a. The 
degree of data reuse highly influences the efficiency; layers 
with high reuse factors, for example, 3×3 the convolution in 
3[b-d]_branch2b, tend to perform computation more effi-
ciently than layers that require more data movement. Finally, 
although increasing the number of chiplets used in the sys-
tem improves performance, it also leads to increased energy 
cost for chiplet-to-chiplet communication and synchroniza-
tion. Efficiency can drop by nearly an order of magnitude for 
some layers, which further emphasizes the effect of data 
movement on overall efficiency. To better understand the sys-
tem-level trade-offs, the remainder of this section character-
izes the sensitivity of Simba to mapping alternatives, layer 
parameters, bandwidth, latency, and weak scaling, and 
includes a comparison to modern GPUs.

4.3. Layer sensitivity
Figure 5 shows the performance scalability of running three 
different layers in ResNet-50 across different numbers of 
chiplets. Although the performance of res2[a-c]_branch2b 
initially improves with increased chiplet count, the perfor-
mance gains cease beyond eight chiplets. As one of the early 
layers of the network, the number of weights in this layer is so 
small that it cannot fully utilize the compute throughput of 
Simba. The performance degrades with 32 chiplets because 
the inter-PE communication costs overwhelm the limited par-
allelism. By contrast, the performance of the res2a_branch1 
layer improves when increasing the number of chiplets from 1 
to 8, though it stops improving from 8 to 32 chiplets. This layer 
has more compute parallelism than res2[a-c]_
branch2b, but it still does not have enough to fully over-

come the overheads of inter-chiplet communication.
The res5[a-c]_branch2b layer demonstrates the best 

performance scaling, with improvements observed up to 32 
chiplets. However, the performance scaling slows down signifi-
cantly past eight chiplets due to communication overheads. Of 
the 53 layers of ResNet-50, 12 follow the behavior of res3a_
branch1, 24 follow that of res5[a-c]_branch2b, and the 
remaining 17 have behavior similar to res2[a-c]_branch2b. 
These measurements demonstrate that the amount of com-
pute parallelism that an MCM can leverage varies from layer to 
layer, and that the cost of communication can hinder the ability 
to exploit that parallelism, even on a single chiplet.

4.4. NoP bandwidth sensitivity
Figure 6 shows how execution time is affected by NoP band-
width for two representative ResNet layers when mapped to 
32 chiplets. We adjusted the bandwidth of the NoP relative to 
the intra-chiplet compute performance to measure the net-
work bandwidth sensitivity. For res3[a-d]_branch2b, the 
increased bandwidth between chiplets results in only a 5% 
decrease in execution time, indicating that this layer is not 
bound by the NoP bandwidth or inter-chiplet communication 
latency. However, for res3a_branch1, the increased 
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improvement of Simba compared to V100 (5.4×) and T4 (2.9×). 
When running ResNet-50 with a larger batch size, instead of 
exploiting the batch-level parallelism like GPUs, Simba would 
run each batch sequentially. As a result, we expect that the 
throughput of Simba is close to that of running with a batch 
size of one.

5. SIMBA NONUNIFORM TILING
This section presents the details of two novel DNN workload 
tiling techniques that target the nonuniform latency and 
bandwidth presented by large-scale MCM-based systems, 
nonuniform work partitioning and communication-aware 
data placement. Our results indicate the importance of com-
munication-latency-aware tiling when mapping DNN work-
loads to large-scale, hierarchical systems.

5.1. Nonuniform work partitioning
Efficient use of parallel systems requires proper load balanc-
ing among the components in the system. Failure to prop-
erly balance the load on the system leads to higher latency 
and energy caused by resources waiting for the slowest unit 
to complete, that is, increased tail latency. The total execu-
tion time can be subdivided into two major components: 
communication latency and compute latency. The state-of-
the-art DNN tiling strategies typically assign the same 
amount of the work to each of the available resources.23 
However, this approach breaks down for large-scale sys-
tems, especially when the PEs are spatially distributed with 
different communication latencies among them.

To address this limitation, we propose a nonuniform work 
partitioning strategy that considers communication latencies. 
Instead of uniformly assigning the same amount of work to 
each PE, we nonuniformly partition the work across the PEs. 
PEs closer to the data producers will perform more work to 

bandwidth decreases execution time by 27%, indicating that 
this layer is bottlenecked by communication between 
chiplets. Because an MCM-based system intrinsically has a 
nonuniform network architecture between intra-chiplet and 
inter-chiplet PEs, mapping policies must consider the differ-
ent latency and bandwidth parameters to deliver good perfor-
mance and efficiency.

4.5. NoP latency sensitivity
In addition to lower bandwidth, the NoP has higher latency 
than the NoC due to inter-chiplet signaling overheads. To 
isolate the effect of NoP latency, we ran experiments map-
ping layers to four chiplets, but adjusted the locations of the 
selected chiplets in the package to modulate latency. Figure 7 
shows the effect of increasing the longest inter-chiplet 
latency from 2 hops to 12 hops for res4a_branch1. The 
figure shows the execution time normalized to a configura-
tion of adjacent chiplets, with the chiplet selection shown 
under each bar. With active chiplets further apart, the over-
all execution time increases by up to 2.5× compared to exe-
cution on adjacent chiplets. Communication latency is 
typically less pronounced for small-scale systems but plays a 
significant role in achieving good performance and energy 
efficiency for a large-scale, MCM-based system like Simba.

4.6. Comparisons with GPUs
Figure 8 compares Simba to NVIDIA’s V100 and T4 GPUs. 
We run ResNet-50 with different batch sizes and compare to 
the GPU results that are published.18 Due to Simba’s limited 
on-package storage capacity for input activations, we only 
run Simba at batch size one and two. Unlike GPUs, Simba is 
designed for low-latency inference with a small batch size, 
which motivates the use of distributed and persistent weight 
storage to reduce data movement. The Simba package, such 
as the MCM interface, has substantially a smaller total sili-
con area (216) than T4 (525) or V100 (815), due to differences 
in math precision, on-chip storage, DRAM interface, and 
types of computation supported in these architectures.

Figure 8a shows the throughput of Simba, V100, and T4 
running ResNet-50. Simba delivers 1.8× and 1.9× better through-
put at batch size one compared to V100 and T4, respectively. 
Figure 8b illustrates the corresponding energy efficiency 

Figure 8. Throughput and efficiency of Simba, V100, and T4 running 
ResNet-50 with different batch sizes.
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improvement is highly sensitive to the compute-and-commu-
nication ratio in a given mapping. For example, when either 
compute or communication is significantly dominating the 
overall execution latency, as in the case of res5a_branch1, 
incrementally modulating the amount of work each PE per-
forms provides little performance improvement. However, 
when compute and communication latencies are more com-
parable, which are typically desired to achieve good mapping, 
the performance improvement is more pronounced, as in the 
case of res2[b-c]_branch2c.

5.2. Communication-aware data placement
The communication latency in a parallel system can have a 
large effect on the overall system performance, as observed 
in multi-core and multi-GPU characterizations.17 Due to the 
limited scale of today’s deep-learning accelerators, most 
have one unified global buffer that supplies data to all of the 
PEs.6, 5, 22 However, in large-scale MCM systems where on-
chip buffers are spatially distributed among the chiplets, the 
communication latency becomes highly sensitive to the 
physical location of data. Figure 11 illustrates how data 
placement affects communication distances and latencies. 
For example, if the Src chiplet in Figure 11(a) broadcasts 
data to the other chiplets, the arrival time of the data will vary 
greatly depending the distance of the receiving chiplets from 
the Src. Depending on the amount of computation each 

maximize physical data locality, whereas PEs that are further 
away will do less work to decrease the tail latency effects. Figure 9 
illustrates an example of nonuniform work partitioning using 
a 4-chiplet system. In this example, we assume that the input 
activation (IA) is physically stored in the Global PEs of 
Chiplet0 and Chiplet2, whereas the weights (W) and the 
work are partitioned across all the four chiplets. During execu-
tion, the Global PE of Chiplet0 will multicast a slice of IA to 
PEs in both Chiplet0 and Chiplet1. Because the commu-
nication latencies from the Chiplet0 Global PE to the PEs in 
Chiplet0 and Chiplet1 are different, Chiplet1 will fall 
behind. To prevent the longer communication to Chiplet1 
from increasing the tail latency of the execution, we can adjust 
the amount of computation that each chiplet is assigned in a 
manner inversely proportional to its communication distance 
from the source. In the example as shown in Figure 9, 
Chiplet0 and Chiplet2 are provided with larger chunks of 
work (Kleft), whereas Chiplet1 and Chiplet3 get the smaller 
chunks (Kright). This work schedule evens out the completion 
time across the chiplets, thereby improving overall system per-
formance. For simplicity, this example only shows nonuni-
form partitioning with respect to input activations. A similar 
technique can be used to mitigate the communication latency 
for output activations to the destination chiplets by using non-
uniform partitioning along the C dimension.

The variation in communication latency is quite pronounced 
in large-scale systems such as Simba, with hundreds of 
spatially distributed PEs. To dynamically adjust the amount 
of work that each PE performs, we use the performance 
counters within each PE to collect accurate latency and utili-
zation information during the initial execution of a layer. We 
then adjust the work distribution for the subsequent execu-
tions of each layer based on the latency variation across PEs.

Figure 10 illustrates the measured performance improve-
ment using nonuniform work partitioning. For each of the lay-
ers, we pick the highest performance uniform tiling from 
Figure 5 as the baseline. We then measure the execution time 
of different chiplets and identify layers with a large tail latency. 
For these layers, we use nonuniform work partitioning to shift 
the computation from the tail PEs to the PEs that are closer to 
the data. Depending on layer dimensions, we achieve up to 
15% performance improvement compared to the best uni-
form tiling for a given layer. The achievable performance 
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Figure 10. Nonuniform work partition for ResNet-50 with speedup 
normalized to the best-performing tiling.
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Figure 11. Data placement on the Simba system. (a) Assessment of the relative latency to different chiplets that receive data from Src.  
(b) Default input activation (IA) and output activation (OA) placement where data is sequentially placed from the Global PE of the first 
chiplet. (c) An improved IA placement at the center of the package so that data can be multicast to all chiplets. (d) OA placement with even 
distribution along the periphery of the package to minimize OA communication latency.
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chiplet performs, such variations in communication dis-
tance could significantly limit the achievable speedup in a 
distributed, tile-based system like Simba, motivating the 
need for data placement optimizations.

Although optimal data placement is an NP-hard prob-
lem, we use a practical greedy algorithm to iteratively deter-
mine where input and output activation data should be 
placed in the Simba system. The algorithm starts by per-
forming a placement of the input activation data blocks. 
Once the input activations are placed, the same greedy algo-
rithm is executed for tiles of output activations. Because a 
previous stage of the mapping process has already deter-
mined the data tiling, this stage need only focus on data 
placement and not re-tiling. Figure 11(b) shows a naive data 
placement with a sequential allocation of input activations 
to the chiplets on the top row and output activations in the 
next six chiplets. Figure 11(c) shows a better assignment of 
IAs to chiplets, selecting the four in the middle that mini-
mize aggregate multicast hop-count to all chiplets. Finally, 
Figure 11(d) shows a placement of output activations on 
chiplets in regions where OA accumulation can occur.

Figure 12 shows the performance improvement of ResNet-50 
layers with optimized data placement. Although all of the lay-
ers use 32 chiplets, many of them have different communica-
tion patterns. For example, layers like res2[a-c]_branch2c 
communicate frequently within a group of eight chiplets. 
In this case, it is better to group those chiplets together to 
minimize communication cost. In contrast, layer res4a_
branch1 must broadcast from a single chiplet to all 32 chiplets. 
In this case, instead of placing the source chiplet sequen-
tially at the upper left corner, placing it at the center of the 
package leads to a 5% performance improvement. Data 
placement optimization results in up to 15% improved per-
formance compared to the best achieved baseline.

6. CONCLUSION
This work presented Simba, a scalable MCM-based deep-
learning inference accelerator architecture. Simba is a hetero-
geneous tile-based architecture with a hierarchical 
interconnect. We developed a silicon prototype system con-
sisting of 36 chiplets that achieves up to 128 TOPS at high 
energy efficiency. We used the prototype to characterize the 

overheads of the nonuniform network of an MCM-based 
architecture, observing that load imbalance and communica-
tion latencies contribute to noticeable tail-latency effects. We 
then showed how considering the nonuniform nature of sys-
tem can help improve performance through techniques such 
as nonuniform work partitioning, communication-aware 
data placement, and cross-layer pipelining. Applying these 
optimizations results in performance increases of up to 16% 
compared to naive mappings.
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Figure 12. Data placement for ResNet-50 layers with speedup 
normalized to the best performing tiling.
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This text/reference is an in-depth introduction to the systematic, universal software 
engineering kernel known as “Essence.” This kernel was envisioned and originally created by 
Ivar Jacobson and his colleagues, developed by Software Engineering Method and Theory 
(SEMAT) and approved by The Object Management Group (OMG) as a standard in 2014. 
Essence is a practice-independent framework for thinking and reasoning about the practices 
we have and the practices we need. It establishes a shared and standard understanding 
of what is at the heart of software development. Essence is agnostic to any particular 
methods, lifecycle independent, programming language independent, concise, 
scalable, extensible, and formally specified. Essence frees the practices from their 
method prisons.

HIGH PRAISE FOR THE ESSENTIALS OF MODERN SOFTWARE ENGINEERING

“Essence is an important breakthrough in understanding the meaning of software engineering. 
It is a key contribution to the development of our discipline and I’m confident that this book 
will demonstrate the value of Essence to a wider audience. It too is an idea whose time has 
come.” – Ian Somerville, St. Andrews University, Scotland (author of Software Engineering, 
10th Edition, Pearson)

“What you hold in your hands (or on your computer 
or tablet if you are so inclined) represents 
the deep thinking and broad experience of the 
authors, information you’ll find approachable, 
understandable, and, most importantly, actionable.”
– Grady Booch, IBM Fellow, ACM Fellow, IEEE 
Fellow, BCS Ada Lovelace Award, and IEEE 
Computer Pioneer

http://books.acm.org
http://store.morganclaypool.com/acm
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ent courses, even on the same subject, 
can ask about their homework, unless 
instructors are aligned in what ques-
tions they ask.

Your online course on automata got 
great reviews.

ULLMAN: The online courses are help-
ful. People are still using them. Maybe 
one day, these course videos will replace 
textbooks, because there’s no question 
that the demand for texts and courses 
requiring texts is just gone.

AHO: On the subject of education, I 
feel that what you teach is perhaps more 
important than how you teach it. I’m a 
big fan of finding the appropriate ab-
stractions for talking about a problem 
area and then finding solutions in terms 
of those abstractions. It’s wonderful to 
be in an area like computer science be-
cause, as we expand its reach, we en-
counter problems for which we don’t 
even have the appropriate abstractions 
to be able to think about them.

When you imagine the future of the 
field, what areas do you think hold the 
most promise?

AHO: That is a great question. Particu-
larly with fields like AI, we’re starting to 
replace people who do routine cognitive 
jobs with computer programs. What 
will the job market of the future be with 
this increasing capacity and power of 
computing? And as a consequence, 
what should we be educating students 
in so they’ll be employable in the fu-
ture? One of the feelings that I have is 
that the basics of the field don’t go out 
of style nearly as fast as the details of the 
technology.

ULLMAN: As technology improves, we 
are able to deal with larger and larger 
datasets. So far, that’s opened up more 
and more opportunities for solving 
problems. There are problems, like 
driverless cars, that yield to an abun-
dance of data that just don’t yield to 
small amounts. Throughout my life, 
we’ve never hit a limit, so when we can 
deal with 10 times more data than is 
currently possible, there will probably 
be other things we can do that I can’t 
even imagine.

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.

© 2021 ACM 0001-0782/21/6 $15.00

amazingly well to theory. At the time of 
the first Fortran compiler, it took sever-
al person-years to write a parser. By the 
time yacc came around, you could do it 
in an afternoon. So the compiler pro-
gramming languages community has 
always had a positive view of theory. In 
the database field, where I spent my 
subsequent career, it was initially quite 
a struggle to get researchers to accept 
the idea that theory has some impact. 
That’s since changed.

What about the relationship between 
industry and academia?

AHO: I was always interested in teach-
ing. There was a Turing laureate at Bell 
Labs by the name of Richard Hamming, 
and he had an opinion on everything. In 
my first week, he told me that if you 
want to be a great scientist, you have to 
do more than great work; you have to 
teach others how to use your work. I 
found this combination of doing re-
search, writing books, and teaching a 
very fruitful combination.

ULLMAN: My original plan was to be-
come an academic, but in those days, 
assistant professors were the scum of 
the Earth—all of the hard work and 
none of the power or opportunities. It’s 
very different today. Back then, I fig-
ured I could go work in industrial re-
search for a while first, and it certainly 
paid off.

Speaking of academia, Jeff, I wonder 
what you make of the future of tradi-
tional “live” education, which you’ve 
been thinking about since at least 2001, 
when you proposed the idea of creating 
a company that acts as an ASP (applica-
tion service provider) for computer sci-
ence education, providing centralized 
lectures supported by local in-person 
instruction and a 24/7 helpline.

ULLMAN: I should have been more ag-
gressive about building a company like 
Coursera around that idea. But the 
thing that I got hung up on, and that has 
never really come to fruition, is this idea 
of a universal TA system. If you’re hav-
ing problems with your PC, you can call 
tech support. Sometimes it’s useful 
help, sometimes not, but there’s a sys-
tem for fixing problems. I never under-
stood why it wasn’t feasible to do the 
same thing for assistance with home-
work. But it’s hard to have a global sys-
tem where students from 1,000 differ-

a week. And 
at the end of the week, we didn’t see a 
flaw in one another’s arguments. So we 
proved what was, as Jeff mentioned, an 
inconsequential theorem, but on the 
other hand, it was a fun proof and it fit 
into the kind of language theory that 
was being done at the time.

Eventually, you drew on your work in 
language theory to make groundbreak-
ing contributions to the field of com-
piler design.

AHO: At the beginning, we launched 
a systematic study of the theory of 
parsing translation and compiling—
what models there were, what algo-
rithms, and what needed to be extended. 
This resulted in a two-volume book 
that we wrote in the early 1970s, The 
Theory of Parsing Translation and Com-
piling. Then, as we learned more about 
compilers and compiling, and as we 
worked with some of our colleagues to 
develop components for creating lexi-
cal analysis tools, like Lex, and syntax 
analysis tools, like yacc, we codified 
what we knew into another book, 
called Principles of Compiler Design. 
And Jeff had this brilliant idea of put-
ting a dragon on the front cover with 
the complexity of compiler design tat-
tooed on its chest.

This is the text that eventually became 
known as the Dragon Book. I was going 
to ask whose idea that was.

AHO: The book became widely adopt-
ed, and the field grew rapidly. We had to 
write subsequent books to try to keep 
up. The color of the dragon changed, 
and we added a coauthor, Ravi Sethi, 
and then another, Monica Lam. But in 
the period of 1977 to 2007, we wrote this 
collection of books and did research 
that covered the sweep of programming 
language translators, and in the process 
created tools that our colleagues could 
use to create domain-specific languages 
and harness theory without having to 
become theoreticians. Don Knuth once 
said that the best theory is motivated by 
practice and the best practice by theory. 
That fits our work quite nicely.

Jeff, you’ve also thought a lot about 
the relationship between theory and 
practice.

ULLMAN: Different fields have differ-
ent ways of looking at it. Parsing yields 

[CONT IN UE D  F ROM P.  120]
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forth on its tape, and we were able to 
show that that doesn’t add to the pow-
er. It’s a very hard proof, or at least, it 
was at the time. But I enjoyed the work, 
and I think Al did, too.

AHO: Jeff would walk into my office 
and say, “I’ve got the proof now.” And I 
would listen to it and say, “What about 
this step?” An hour or two later, I would 
pop back into his office to say, “We 
could get around that this way.” And 
he’d expose a flaw in my reasoning. We 
kept this up for 

What about your collaborations with 
each other? Jeff, you’ve called your re-
sult on two-way deterministic classes of 
automata the work you’re most proud of 
from that period.

ULLMAN: We have to understand it’s 
of no consequence whatsoever. A finite 
automaton—something like a lexical 
analyzer—is ordinarily designed to 
chew up its input in one direction; it 
reads stuff and never goes back. But 
there was this question of what hap-
pens if you allow it to move back and 

ACM TU RIN G AWA RD  recipients ALFRED 

AHO and JEFFREY ULLMAN met serendipi-
tously, in the registration line for Princ-
eton University’s Ph.D. program. After 
graduate school, both joined the newly 
established Computing Science Re-
search Center at Bell Laboratories, and 
their friendship turned into a produc-
tive collaboration that shaped the foun-
dations of programming language theo-
ry and implementation. Here, they talk 
to us about languages, compilers, and 
the future of CS education.

You joined Bell Labs in 1967, during 
what many consider its heyday. What 
was it like?

AHO: Bell Labs was a researcher’s nir-
vana. When my boss hired me, he said, 
“Why don’t you work on what you think 
is important?” And we were surrounded 
by all these brilliant colleagues—people 
like Ken Thompson and Dennis Ritchie. 
People had the tradition of keeping 
their office doors open and welcoming 
strangers with questions rather than 
shooing them out.

ULLMAN: My understanding is that, by 
law, AT&T had to put 1% of its revenue 
into research. I don’t think there’s any 
precedent for anything like that.

AHO: It was definitely the heyday of 
long-term unfettered research. And the 
results demonstrate the viability of that 
model. In my first 10 years at Bell Labs, I 
was able to write 40 papers and five 
books, almost all of them co-authored, 
because the environment was so rich 
with problems. [CONTINUED ON P.  119]
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Q&A  
Shaping the Foundations  
of Programming Languages 
ACM A.M. Turing Award recipients Alfred Aho and Jeffrey Ullman discuss their early work,  
the ‘Dragon Book,’ and the future of  ‘live’ computer science education.

Elements of the 1960s Unix Room have been preserved at Nokia Bell Labs. Ullman and 
Aho sit on the couch from Dennis Ritchie’s office where many discussions on what would 
become the Unix operating system were rooted. Ritchie, with Ken Thompson, received  
the 1983 ACM A.M. Turing Award.

http://dx.doi.org/10.1145/3460442


In-depth.
Innovative.
Insightful.
Inspired by the need for high-quality 
computer science publishing at the 
graduate, faculty, and professional 
levels, ACM Books are a� ordable, 
current, and comprehensive in scope.

Full Collection I Title List 
Now Available
For more information, please visit
http://books.acm.org

Association for Computing Machinery
1601 Broadway, 10th Floor, New York, NY 10019-7434, USA
Phone: +1-212-626-0658 Email: acmbooks-info@acm.org

&CM

ACM_Books_ChoiceAd_V08.indd   1 6/20/19   10:41 AM

http://books.acm.org
mailto:acmbooks-info@acm.org


Join us at SIGGRAPH 2021 to 
celebrate and honor the past, 
present, and future of computer 
graphics and interactive techniques. 
Celebrating 48 years of excellence, 
SIGGRAPH presents a high-quality 
experience showcasing the latest 
research, cutting-edge ideas, and 
breakthrough discoveries.

9-13 AUGUST

S2021.SIGGRAPH.ORG

SAVE 
THE 
DATE

THE 48TH INTERNATIONAL CONFERENCE & EXHIBITION
ON COMPUTER GRAPHICS & INTERACTIVE TECHNIQUES

THE PREMIER CONFERENCE & EXHIBITION IN 
COMPUTER GRAPHICS & INTERACTIVE TECHNIQUES

http://S2021.SIGGRAPH.ORG

	Contents
	Departments
	Editor&rsquo;s Letter
	Time for Two Annual Turing Awards
	Cerf&rsquo;s Up
	It Came From Outer Space!
	BLOG&commat;CACM
	The Search for Unlimited Productivity

	Last Byte
	Q&amp;A
	Shaping the Foundations of Programming Languages

	News
	Getting Down to Basics
	Deceiving AI
	Jack Minker (1927&ndash;2021)
	Taking the Heat
	Let the Algorithm Decide?

	Viewpoints
	Inside Risks
	The Risks of Election Believability (or Lack Thereof)
	Kode Vicious
	Aversion to Versions
	The Profession of IT
	Locality and Professional Life
	Viewpoint
	A Vision to Compute Like Nature: Thermodynamically
	Viewpoint
	Depth and Persistence: What Researchers Need to Know About Impostor Syndrome
	Viewpoint
	Collusion Rings Threaten the Integrity of Computer Science Research

	Practice
	The SPACE of Developer Productivity
	Toward Confidential Cloud Computing

	Contributed Articles
	CoCoPIE: Enabling Real-Time AI on Off-the-Shelf Mobile Devices via Compression-Compilation Co-Design
	On the Requirements Engineer Role
	Dynamics of Gender Bias in Computing

	Review Articles
	Securing Internet Applications from Routing Attacks

	Research Highlights
	Technical Perspective
	Race Logic Presents a Novel Form of Encoding
	In-Sensor Classification With Boosted Race Trees
	Technical Perspective
	A Chiplet Prototype System for Deep Learning Inference
	Simba: Scaling Deep-Learning Inference with Chiplet-Based Architecture




