
The Harm of Conflating 
Aging With Accessibility

The 2021 Software Developer 
Shortage Is Coming

How the Waves of COVID-19 
Impact Internet Traffic 

Turing Lecture by  
Yoshua Bengio, Yann LeCun,  

and Geoffrey Hinton 

COMMUNICATIONS
OF THE ACMCACM.ACM.ORG 07/2021 VOL.64 NO.07

Association for  
Computing Machinery

http://CACM.ACM.ORG


http://sa2021.siggraph.org


Collective Intelligence, co-published by ACM and 
SAGE, with the collaboration of Nesta, is a global, 
peer-reviewed, open access journal devoted 
to advancing the theoretical and empirical 
understanding of collective performance in 
diverse systems, such as:

A New Journal from ACM 

Co-published with SAGE

For more information and to submit your work, 
please visit https://cola.acm.org

• human organizations
• hybrid AI-human teams
• computer networks
• adaptive matter

• cellular systems
• neural circuits
• animal societies
• nanobot swarms

The journal embraces a policy of creative rigor and 
encourages a broad-minded approach to collective 
performance. It welcomes perspectives that 
emphasize traditional views of intelligence as well 
as optimality, satis� cing, robustness, adaptability, 
and wisdom.

Accepted articles will be available for free online 
under a Creative Commons license. Thanks to 
a generous sponsorship from Nesta, Article 
Processing Charges will be waived in the � rst year 
of publication.

COLA-cacm-ad-fp-05-2021.indd   1 5/24/21   2:34 PM

https://cola.acm.org


2    COMMUNICATIONS OF THE ACM   |   JULY 2021  |   VOL.  64  |   NO.  7

COMMUNICATIONS OF THE ACM

P
H

O
T

O
 C

O
U

R
T

E
S

Y
 O

F
 W

I
L

I
O

T
.C

O
M

/P
R

E
S

S

Viewpoints

24 Legally Speaking
Reimplementing Software Interfaces 
Is Fair Use
A multifactored rationale for denying 
Oracle’s claim against Google. 
By Pamela Samuelson

27 Privacy
Lessons From the Loo
Illustrating privacy concepts  
with potty talk. 
By Lorrie Faith Cranor

30 Computing Ethics
Responsible Computing During 
COVID-19 and Beyond
Navigating the ethical and societal 
impacts of technologies.
By S. Barocas, A.J. Biega,  
M. Boyarskaya, K. Crawford,  
H. Daumé III, M. Dudík, B. Fish,  
M.L. Gray, B. Hecht, A. Olteanu,  
F. Poursabzi-Sangdeh,  
L. Stark, J. Wortman Vaughan,  
H. Wallach, and M. Zepf

33 Viewpoint
The Limits of Differential Privacy 
(and Its Misuse in Data Release and 
Machine Learning)
Differential privacy is not a silver 
bullet for all privacy problems.
By Josep Domingo-Ferrer, David 
Sánchez, and Alberto Blanco-Justicia

36 Viewpoint
Why Computing Students  
Should Contribute to Open Source 
Software Projects
Acquiring developer-prized practical 
skills, knowledge, and experiences.
By Diomidis Spinellis

39 Viewpoint
The 2021 Software Developer 
Shortage Is Coming
Companies must address the 
difficulty of hiring and retaining 
high-skilled employees from an 
increasingly smaller labor supply.
By Travis Breaux and Jennifer Moritz

Departments

5 Vardi’s Insights
Program Verification:  
Vision and Reality
By Moshe Y. Vardi

7  Career Paths in Computing 
Computing Enabled Me To…
Obtain a Ph.D. and a Career in Data
By Victoria Holt

8 Letters to the Editor
Two Sides of the Software 
Engineering Coin

10 BLOG@CACM
Securing Seabed Cybersecurity, 
Emphasizing Intelligence 
Augmentation
John Arquilla considers the outlook 
for undersea cyberwar, while Judi 
Fusco, Pati Ruiz, and  
Jeremy Roschelle discuss  
how building equitable applications 
in education requires  
an emphasis on augmenting 
intelligence.

110 Careers

Last Byte

112 Upstart Puzzles
String Me Along
Seeking the ever-elusive  
shortest path.
By Dennis Shasha

News

13 Formal Software Verification 
Measures Up
Verified coding techniques use 
mathematical proofs to ensure code 
is error-free and hacker-resistant. 
Can the approach revolutionize 
software? 
By Samuel Greengard

16 A Battery-Free Internet of Things
The Internet of Things can thrive 
without hardwired or consumable 
power sources. 
By Esther Shein

19 The Future of Supply Chains
Droids, drones, and driverless 
technologies are fueling  
a supply chain revolution.
By Paul Marks

22 In Memoriam
Charles M. Geschke (1939–2021)
By Simson Garfinkel and  
Eugene H. Spafford

16

http://WILIOT.COM/PRESS


JULY 2021  |   VOL.  64  |   NO.  7   |   COMMUNICATIONS OF THE ACM     3

07/2021
VOL. 64 NO. 07

I
M

A
G

E
 B

Y
 T

I
M

O
F

E
E

V
 V

L
A

D
I

M
I

R

Practice

42 Application Frameworks 
While powerful, frameworks  
are not for everyone.
By Chris Nokleberg and Brad Hawkes

50 Always-on Time-Series Database: 
Keeping Up Where There’s No Way 
to Catch Up 
A discussion with Theo Schlossnagle, 
Justin Sheehy, and Chris McCubbin.

 

 

  Articles’ development led by  
          queue.acm.org

Contributed Articles

58 Deep Learning for AI
How can neural networks learn 
the rich internal representations 
required for difficult tasks  
such as recognizing objects  
or understanding language?  
By Yoshua Bengio, Yann LeCun,  
and Geoffrey Hinton

66 The Harm in Conflating Aging  
With Accessibility
Including older adults as full 
stakeholders in digital society.
By B. Knowles, V.L. Hanson,  
Y. Rogers, A.M. Piper, J. Waycott,  
N. Davies, A.H. Ambe, R.N. Brewer,  
D. Chattopadhyay, M. Dee,  
D. Frohlich, M. Gutierrez-Lopez, B. Jelen, 
A. Lazar, R. Nielek, B. Barros Pena,  
A. Roper, M. Schlager, B. Schulte,  
and I. Ye Yuan

72 Flexible Work and Personal  
Digital Infrastructures
PDIs are emerging as alternative 
sociotechnical infrastructures to  
enhance flexible work arrangments. 
By Mohammad Hossein Jarrahi,  
Gemma Newlands, Brian Butler,  
Saiph Savage, Christoph Lutz,  
Michael Dunn, and Steve Sawyer

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/
videos/deep-learning-for-ai

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/
videos/aging-accessibility

Review Articles

82 Spatial Concepts in the Conversation 
With a Computer
Conversing about places with 
a computer poses a range of 
challenges to current AI.
By Stephan Winter, Timothy Baldwin, 
Martin Tomko, Jochen Renz,  
Werner Kuhn, and Maria Vasardani 

Research Highlights

90 Technical Perspective
An Elegant Model 
for Deriving Equations
By Sriram Sankaranarayanan

91 Deriving Equations from  
Sensor Data Using Dimensional 
Function Synthesis
By Vasileios Tsoutsouras, Sam Willis, 
and Phillip Stanley-Marbell

100 Technical Perspective
Tracking Pandemic-Driven  
Internet Traffic
By Jennifer Rexford

101 A Year in Lockdown:  
How the Waves of COVID-19  
Impact Internet Traffic
By Anja Feldmann, Oliver Gasser, 
Franziska Lichtblau,  
Enric Pujol, Ingmar Poese,  
Christoph Dietzel, Daniel Wagner,  
Matthias Wichtlhuber, Juan Tapiador, 
Narseo Vallina-Rodriguez,  
Oliver Hohlfeld,  
and Georgios Smaragdakis

About the Cover: 
In their Turing Lecture, 
Yoshua Bengio, Yann LeCun, 
and Geoffrey Hinton—
recipients of the 2018 ACM 
A.M. Turing Award—address 
recent breakthroughs and 
future challenges of deep 
learning. Cover by Andrij 
Borys Associates, using 
image by Yurchanka Siarhei.

50

Association for Computing Machinery
Advancing Computing as a Science & Profession

http://queue.acm.org
https://cacm.acm.org/videos/deep-learning-for-ai
https://cacm.acm.org/videos/aging-accessibility
https://cacm.acm.org/videos/deep-learning-for-ai
https://cacm.acm.org/videos/aging-accessibility


COMMUNICATIONS OF THE ACM
Trusted insights for computing’s leading professionals.

Communications of the ACM is the leading monthly print and online magazine for the computing and information technology fields. 
Communications is recognized as the most trusted and knowledgeable source of industry information for today’s computing professional. 
Communications brings its readership in-depth coverage of emerging areas of computer science, new trends in information technology,  
and practical applications. Industry leaders use Communications as a platform to present and debate various technology implications, 
public policies, engineering challenges, and market trends. The prestige and unmatched reputation that Communications of the ACM 
enjoys today is built upon a 50-year commitment to high-quality editorial content and a steadfast dedication to advancing the arts, 
sciences, and applications of information technology.

P
L

E

A
S E  R E C Y

C
L

E

T
H

I

S
M A G A Z

I
N

E

ACM, the world’s largest educational 
and scientific computing society, delivers 
resources that advance computing as a 
science and profession. ACM provides the 
computing field’s premier Digital Library 
and serves its members and the computing 
profession with leading-edge publications, 
conferences, and career resources.

Executive Director and CEO
Vicki L. Hanson
Deputy Executive Director and COO
Patricia Ryan
Director, Office of Information Systems
Wayne Graves
Director, Office of Financial Services
Darren Ramdin
Director, Office of SIG Services
Donna Cappo 
Director, Office of Publications
Scott E. Delman

ACM COUNCIL
President
Gabriele Kotsis 
Vice-President
Joan Feigenbaum 
Secretary/Treasurer
Elisa Bertino 
Past President
Cherri M. Pancake
Chair, SGB Board
Jeff Jortner
Co-Chairs, Publications Board
Jack Davidson and Joseph Konstan
Members-at-Large
Nancy M. Amato; Tom Crick;  
Susan Dumais; Mehran Sahami;  
Alejandro Saucedo
SGB Council Representatives 
Sarita Adve and Jeanna Neefe Matthews 

BOARD CHAIRS
Education Board
Elizabeth Hawthorne and Chris Stephenson
Practitioners Board
Terry Coatta

REGIONAL COUNCIL CHAIRS
ACM Europe Council
Chris Hankin
ACM India Council
Abhiram Ranade
ACM China Council
Wenguang Chen

PUBLICATIONS BOARD
Co-Chairs
Jack Davidson and Joseph Konstan 
Board Members
Jonathan Aldrich; Phoebe Ayers;  
Chris Hankin; Mike Heroux; James Larus; 
Marc Najork; Michael L. Nelson;  
Theo Schlossnagle; Eugene H. Spafford; 
Divesh Srivastava; Bhavani Thuraisingham; 
Robert Walker; Julie R. Williamson

ACM U.S. Technology Policy Office
Adam Eisgrau  
Director of Global Policy and Public Affairs
1701 Pennsylvania Ave NW, Suite 200,
Washington, DC 20006 USA
T (202) 580-6555; acmpo@acm.org

Computer Science Teachers Association
Jake Baskin 
Executive Director 

STAFF
DIRECTOR OF PUBLICATIONS 
Scott E. Delman 
cacm-publisher@cacm.acm.org

Executive Editor
Diane Crawford
Managing Editor
Thomas E. Lambert
Senior Editor
Ralph Raiola
Senior Editor/News
Lawrence M. Fisher
Web Editor
David Roman
Editorial Assistant
Danbi Yu

Art Director
Andrij Borys
Associate Art Director
Margaret Gray
Assistant Art Director
Mia Angelica Balaquiot
Production Manager
Bernadette Shade
Intellectual Property Rights Coordinator
Barbara Ryan
Advertising Sales Account Manager
Ilia Rodriguez

Columnists
David Anderson; Michael Cusumano;  
Peter J. Denning; Mark Guzdial;  
Thomas Haigh; Leah Hoffmann; Mari Sako;  
Pamela Samuelson; Marshall Van Alstyne

CONTACT POINTS
Copyright permission
permissions@hq.acm.org
Calendar items
calendar@cacm.acm.org
Change of address
acmhelp@acm.org
Letters to the Editor
letters@cacm.acm.org

WEBSITE
http://cacm.acm.org

WEB BOARD
Chair
James Landay
Board Members  
Marti Hearst; Jason I. Hong;  
Jeff Johnson; Wendy E. MacKay

AUTHOR GUIDELINES
http://cacm.acm.org/about-
communications/author-center

ACM ADVERTISING DEPARTMENT 
1601 Broadway, 10th Floor  
New York, NY 10019-7434 USA 
T (212) 626-0686 
F (212) 869-0481

Advertising Sales Account Manager
Ilia Rodriguez
ilia.rodriguez@hq.acm.org

Media Kit acmmediasales@acm.org

Association for Computing Machinery 
(ACM)
1601 Broadway, 10th Floor  
New York, NY 10019-7434 USA  
T (212) 869-7440; F (212) 869-0481

EDITORIAL BOARD
EDITOR-IN-CHIEF 
Andrew A. Chien 
eic@cacm.acm.org
Deputy to the Editor-in-Chief
Morgan Denlow
cacm.deputy.to.eic@gmail.com
SENIOR EDITOR 
Moshe Y. Vardi

NEWS
Co-Chairs
Marc Snir and Alain Chesnais
Board Members 
Tom Conte; Monica Divitini; Mei Kobayashi;  
Rajeev Rastogi; François Sillion

VIEWPOINTS
Co-Chairs
Tim Finin; Susanne E. Hambrusch;  
John Leslie King
Board Members 
Virgilio Almeida; Terry Benzel; Michael L. Best;  
Judith Bishop; Lorrie Cranor; Boi Falting; 
James Grimmelmann; Mark Guzdial;  
Haym B. Hirsch; Anupam Joshi; Richard Ladner; 
Carl Landwehr; Beng Chin Ooi; Francesca Rossi; 
Len Shustek; Loren Terveen; Marshall Van 
Alstyne; Jeannette Wing; Susan J. Winter

 PRACTICE
Co-Chairs
Stephen Bourne and Theo Schlossnagle
Board Members 
Eric Allman; Samy Bahra; Peter Bailis;  
Betsy Beyer; Terry Coatta; Stuart Feldman; 
Nicole Forsgren; Camille Fournier;  
Jessie Frazelle; Benjamin Fried; Tom Killalea;  
Tom Limoncelli; Kate Matsudaira;  
Marshall Kirk McKusick; Erik Meijer;  
George Neville-Neil; Jim Waldo;  
Meredith Whittaker

CONTRIBUTED ARTICLES
Co-Chairs
James Larus and Gail Murphy
Board Members 
Robert Austin; Nathan Baker; Kim Bruce; 
Alan Bundy; Peter Buneman;  
Premkumar T. Devanbu; Jane Cleland-Huang; 
Yannis Ioannidis; Rebecca Isaacs;  
Trent Jaeger; Somesh Jha; Gal A. Kaminka; 
Ben C. Lee; Igor Markov; m.c. schraefel; 
Hannes Werthner; Reinhard Wilhelm;  
Rich Wolski

RESEARCH HIGHLIGHTS
Co-Chairs
Shriram Krishnamurthi  
and Orna Kupferman
Board Members
Martin Abadi; Amr El Abbadi;  
Animashree Anandkumar; Sanjeev Arora; 
Michael Backes; Maria-Florina Balcan;  
Azer Bestavros; David Brooks; Stuart K. Card; 
Jon Crowcroft; Lieven Eeckhout;  
Alexei Efros; Bryan Ford; Alon Halevy; 
Gernot Heiser; Takeo Igarashi;  
Srinivasan Keshav; Sven Koenig;  
Ran Libeskind-Hadas; Karen Liu;  
Joanna McGrenere; Tim Roughgarden;  
Guy Steele, Jr.; Robert Williamson;  
Margaret H. Wright; Nicholai Zeldovich; 
Andreas Zeller

SPECIAL SECTIONS
Co-Chairs
Jakob Rehof, Haibo Chen, and P J Narayanan
Board Members
Sue Moon; Tao Xie; Kenjiro Taura; David Padua

ACM Copyright Notice
Copyright © 2021 by Association for 
Computing Machinery, Inc. (ACM). 
Permission to make digital or hard copies 
of part or all of this work for personal 
or classroom use is granted without 
fee provided that copies are not made 
or distributed for profit or commercial 
advantage and that copies bear this 
notice and full citation on the first 
page. Copyright for components of this 
work owned by others than ACM must 
be honored. Abstracting with credit is 
permitted. To copy otherwise, to republish, 
to post on servers, or to redistribute to 
lists, requires prior specific permission 
and/or fee. Request permission to publish 
from permissions@hq.acm.org or fax  
(212) 869-0481.

For other copying of articles that carry a 
code at the bottom of the first or last page 
or screen display, copying is permitted 
provided that the per-copy fee indicated 
in the code is paid through the Copyright 
Clearance Center; www.copyright.com.

Subscriptions
An annual subscription cost is included 
in ACM member dues of $99 ($40 of 
which is allocated to a subscription to 
Communications); for students, cost 
is included in $42 dues ($20 of which 
is allocated to a Communications 
subscription). A nonmember annual 
subscription is $269.

ACM Media Advertising Policy
Communications of the ACM and other 
ACM Media publications accept advertising 
in both print and electronic formats. All 
advertising in ACM Media publications is 
at the discretion of ACM and is intended 
to provide financial support for the various 
activities and services for ACM members. 
Current advertising rates can be found  
by visiting http://www.acm-media.org or 
by contacting ACM Media Sales at  
(212) 626-0686.

Single Copies
Single copies of Communications of the 
ACM are available for purchase. Please 
contact acmhelp@acm.org. 

COMMUNICATIONS OF THE ACM 
(ISSN 0001-0782) is published monthly 
by ACM Media, 1601 Broadway, 10th Floor  
New York, NY 10019-7434 USA. Periodicals 
postage paid at New York, NY 10001,  
and other mailing offices. 

POSTMASTER
Please send address changes to 
Communications of the ACM 
1601 Broadway, 10th Floor  
New York, NY 10019-7434 USA

Printed in the USA.

4    COMMUNICATIONS OF THE ACM   |   JULY 2021  |   VOL.  64  |   NO.  7

mailto:acmpo@acm.org
mailto:cacm-publisher@cacm.acm.org
mailto:permissions@hq.acm.org
mailto:calendar@cacm.acm.org
mailto:acmhelp@acm.org
mailto:letters@cacm.acm.org
http://cacm.acm.org
http://cacm.acm.org/about-communications/author-center
mailto:ilia.rodriguez@hq.acm.org
mailto:acmmediasales@acm.org
mailto:eic@cacm.acm.org
mailto:cacm.deputy.to.eic@gmail.com
mailto:permissions@hq.acm.org
http://www.copyright.com
http://www.acm-media.org
mailto:acmhelp@acm.org
http://cacm.acm.org/about-communications/author-center


JULY 2021  |   VOL.  64  |   NO.  7   |   COMMUNICATIONS OF THE ACM     5

vardi’s insights

I
N  1 969,  TON Y HOARE  published 
a classical Communications’ 
article, “An Axiomatic Basis 
for Computer Programming.” 
Hoare’s article culminated a se-

quence of works by Turing, McCarthy, 
Wirth, Floyd, and Manna, whose essence 
is an association of a proposition with 
each point in the program control flow, 
where the proposition is asserted to hold 
whenever that point is reach.

Hoare added two important elements 
to that approach. First, he described a 
formal logic, now called Hoare Logic, 
for reasoning about programs. Second, 
he offered a compelling vision for the 
program-verification project: “When the 
correctness of a program, its compiler, 
and the hardware of the computer have 
all been established with mathematical 
certainty, it will be possible to place great 
reliance on the results of the program, 
and predict their properties with a confi-
dence limited only by the reliability of the 
electronics.”

Hoare’s vision came under a scath-
ing attack a decade later in an influential 
1979 Communications’ article, “Social 
Processes and Proofs of Theorems and 
Programs,” by De Millo, Lipton, and Perl-
is. They argued that mathematical proofs 
are accepted through a social process. 
Program-correctness proofs will not be 
subject to a similar social process, due to 
their length and narrowness, so they will 
not be socially accepted. They concluded 
that “this makes the formal verification 
process difficult to justify and manage.” 
Hoare himself retracted, to some extent, 
his 1969 vision in 1995, writing “It has 
turned out that the world just does not 
suffer significantly from the kind of prob-
lems that our research was originally in-
tended to solve.”

In a parallel development, Amir Pnueli  
introduced the temporal logic of pro-

grams in 1977. Clarke and Emerson, and 
independently, Queille and Sifakis, then 
built on Pnueli’s work and developed, in 
the early 1980s, model checking, an algo-
rithmic technique for checking proper-
ties of finite-state programs. That led to 
Pnueli receiving the ACM A.M. Turing 
Award in 1966, and Clarke-Emerson-Si-
fakis receiving the award in 2007. By the 
mid-1990s, several model checkers had 
been built and adopted for industrial us-
age by semiconductor and design-auto-
mation companies. Industrial temporal 
logics, such as PSL and SVA, based on 
Pnueli’s work, became industry stan-
dards in the early 2000s.

The success of model checking in the 
semiconductor industry, where post- 
production error correction is very diffi-
cult, points to an important insight that 
was missing in the early literature on pro-
gram verification. Program verification 
is an expensive activity. Navigating the 
cost-benefit trade-off of program verifi-
cation is ultimately a business decision. 
Model checking offered a different price 
point than full program verification: on 
one hand, model checking offers less—
property checking and not full program 
verification, on the other hand, model 
checking costs less, due to higher level of 
automation.

This cost-benefit trade-off suggests 
that how much verification should be 
done is context dependent. An operation-
system microkernel is probably a more 
appropriate target for a major verifica-
tion effort than a dating app. Such an un-
dertaking was initiated by an Australian 
team, who verified the seL4 microkernel 
using the Isabelle proof-assistant tool. 
Isabelle is based on a small logical core 
to increase the trustworthiness of proofs. 
This approach acknowledges that De 
Millo et al. were right—proofs do require 
a social process to be accepted—but in 

Isabelle (and similar tools) this social 
process can be confined to the small 
logic core. In fact, with the help of proof 
assistants, formal verification today is 
even bringing a new standard for rigor in 
mathematics.

The emergence of cloud computing 
as the major context for much of today’s 
computing shifts the cost-benefit trade-
off of verification, due to its large scale. 
Because different users of the same cloud 
platform share hardware resources, se-
curity and privacy are of paramount in-
terest. The Automated-Reasoning Group 
at Amazon Web Service (AWS) has been 
focusing on the development and use 
of formal-verification tools at AWS to in-
crease the security assurance of its cloud 
infrastructure and to help customers 
secure themselves. At the same time, as 
the Spectre and Meltdown attacks have 
demonstrated, the large gap between 
the logical model (ISA) and the underly-
ing microarchitecture of the X86 micro-
processor not only provides side chan-
nels to attackers but also erects a major 
barrier to full verification.

In 1969, Hoare wrote about math-
ematical certainty, great reliance, and 
confidence. In retrospect, the hope for 
“mathematical certainty” was idealized, 
and not fully realistic, I believe. Verifica-
tion can give us great reliance and con-
fidence, but at a cost that must be justi-
fied by the benefits. The deployment 
of autonomous systems with machine 
learning-based components brings new 
urgency and excitement to this impor-
tant research area.

Follow me on Facebook and Twitter. 

Moshe Y. Vardi (vardi@cs.rice.edu) is University Professor 
and the Karen Ostrum George Distinguished Service 
Professor in Computational Engineering at  
Rice University, Houston, TX, USA. He is the former 
Editor-in-Chief of Communications. 
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CAREER PATHS
IN COMPUTING

complete my degree in IT and Systems 
Complexity was hugely beneficial to my 
overall appreciation and understand-
ing of how best to put my newfound 
skills to use.

Next, I landed a job as a database 
administrator (DBA) where I became 
proficient at managing database sys-
tems by studying for many Microsoft 
data platform certifications.  Much of 
this was possible through online self-
study courses. The Microsoft database 
community provided an excellent op-
portunity to network with other pro-
fessionals, to share knowledge, and to 
learn. I discovered many of us faced the 
same issues and problems. My passion 
for research, systems thinking, and the 
database industry drove me to try and 
discover why so many people shared 
these same problems.  

I was fortunate that the Open Uni-
versity and my employer supported my 
pursuit of a part-time research Ph.D. 
Looking back, this was no small feat—
not only was I working full time, but I 
was also a part-time researcher, and I 
was continuing to help others in the da-
tabase community. The management 
of database systems is complex and 
each of the existing methodologies only 
cover a part of the problem at hand.  

My doctoral thesis, “A Study into 
Best Practices and Procedures used 
in the Management of Database Sys-
tems,” is a sociotechnical in-depth 
study on the complexities involved in 
the management of database systems. 
After completing my Ph.D., I was hon-
ored to receive the AOUG Will Swann 
Award for Innovation and Knowledge 
Development (2016) and a few years 
later the Microsoft Most Valuable Pro-
fessional Award (2018–2021) for tech-
nology experts who passionately share 
their knowledge with the community 

for three years in a row. Along my jour-
ney, I have become a Fellow of the Brit-
ish Computer Society and was listed in 
the Top 100 Most Inspirational Women 
in the West during 2019. 

I love putting my own experiences to 
use to help improve the relationship be-
tween academia and industry to solve re-
al-world problems and business use cas-
es. Data is transformative and required 
for businesses to grow and innovate. Or-
ganizations must continually invest and 
work to upgrade and manage all their 
data assets. Building data use cases is 
a first step in the road to accessing the 
power of data in a complex world. Incor-
porating data governance and striving 
for good data quality is crucial for al-
most any successful business plan.

In conclusion, I would like to en-
courage young scientists to investigate 
different options available for learning. 
Believe in yourself, your ambition, and 
try not to be discouraged. It’s never too 
late to study in a way that suits you. Due 
to mandatory training courses requir-
ing regulatory compliance knowledge, 
e-learning and distance learning are 
rising in prominence. I’ve found more 
companies are encouraging employees 
to upgrade their skills through courses 
provided by Coursera, Udemy, edX, 
Google Cloud tutorials, IBM Online 
Academy, Microsoft Azure e-learning 
tutorials and more. 

Due to COVID-19 and the need to stay 
at home, I believe many people have be-
come more receptive to the importance 
and ease of upgrading skills to stay rel-
evant during this fast-paced digital revo-
lution. My career to date has taught me 
to aim to be extraordinary. It is never too 
late to shine and there are many ways to 
learn! No one’s path is the same. 

Copyright held by author/owner.

I
N N OVATIV E  N EW APPROACHES to 
learning are enabling people 
to gain skills that are vital in 
today’s workplace, and I am 
proud to consider myself one 

of those people. Without much of a 
background in computing, I ended up 
taking a distance learning path, which 
allowed me to work with data and infor-
mation that could be used for action-
able intelligence.

I came from a school that had no 
computers nor were there any staff to 
advise me on a future career. It was only 
after working in offices that I was intro-
duced to computing and the value of 
data. I quickly became hungry to learn 
more and the opportunity to study part-
time via distanced learning at the Open 
University led me to a diploma in Sys-
tems Practice, which provided fascinat-
ing insight into systems thinking. Gain-
ing practical experience at work while 
continuing with part-time study to 

NAME 
Victoria Holt
BACKGROUND 
Born in Yorkshire, now in Bath 
CURRENT JOB TITLE/EMPLOYER 
Enterprise Data Architect; 
Honorary Visiting Fellow, The 
Open University; FBCS
EDUCATION 
BSc, Ph.D. The Open University, 
U.K. 

Computing enabled me to . . .

Obtain a Ph.D. and a Career in Data
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fond memories of being in a packed 
auditorium at Purdue University in the 
early 1980s to hear Kidder discuss his re-
cent book. Because his appearance was 
organized by the English Department, 
the head of the English Department 
introduced him and told us how he se-
lected Kidder as a guest speaker. He had 
read a review of the book and gone to 
the local bookstore to buy it only to find 
that the book was out of stock. When he 
asked who was buying the book, he was 
told that “computer people” were the 
customers. If the book was so popular 
at Purdue, he reasoned, hosting Kidder 
as a guest speaker would definitely help 
the English Department.

Kidder was an excellent speaker. I 
remember two comments he made 
with respect to the book. He said when 
he talked to the Eagle project’s engi-
neers, he discovered every one of them 
had been required to take one or more 
English or literature courses in col-
lege. Kidder added that he, as an Eng-
lish major, had not been required to 
take any computer science or engi-
neering courses when he was in col-
lege and said that, if he were in charge, 
he would make a computer science or 
engineering course a requirement for 
every English major.

The second comment involved his 
process for writing the book. In ex-
change for being allowed access to the 
Eagle project, Kidder agreed that the 
project members could review the 
manuscript before it was published. 
Many of the engineers took advantage 
of this opportunity to review the manu-
script and suggested changes. Kidder 
was pleasantly surprised that not one 
of the changes involved the descrip-
tions of the people he had written 
about, even when he may have present-
ed them in an unflattering manner. His 
engineer-manuscript-readers only sug-
gested changes to improve the techni-
cal accuracy of the book, and Kidder 
felt that this attention to technical ac-
curacy was a major contributor to the 
book’s success.

 Herbert Schwetman, Austin, TX, USA, 
Member of ACM since 1965

M
Y OBSERVATIONS RELATE to 
two columns from the 
January 2021 issue of 
Communications: Michael 
A. Cusumano’s “Technology 

Strategy and Management” and Thomas 
Haigh’s “Historical Reflections.” Read-
ing one column right after the other, I 
could not help but notice the stark con-
trast between Haigh’s and Cusumano’s 
accounts with respect to the engineer-
ing profession. Whereas, on one side, 
there is a glorification of the “pure and 
noble” ethos, on the other side there is 
perhaps the saddest statement, when 
engineers brag in email about how they 
“‘tricked’ the FAA regulators.”

While there are certainly human id-
iosyncrasies involved, this discrepancy 
shows to me that engineers adapt their 
belief system to the frame in which 
they operate: if you cannot get recogni-
tion from management for classical 
engineering skills, like safety and lon-
gevity, engineers—in desperation?—
will adapt their ethos accordingly.

With the financial crises, we have 
seen how rapidly the perception of a 
profession can deteriorate: the word 
“bankster” can be found now in the 
most important German dictionary, the 
Duden. Let’s hope, we won’t see “en-
cheat-eer” anytime soon. Unfortunate-
ly, with the German automakers’ diesel 
manipulations and Boeing’s 737 MAX, 
we are already a good way down that 
path. I am afraid the public’s changing 
perception and the critical scrutiny of 
(computer) engineers will come to 
haunt our profession in the future ... .

Holger Kienle, Berlin, Germany

Authors’ Response:
I fully agree with Kienle’s comment 
that “engineers adapt their belief sys-
tem to the frame in which they oper-
ate.” Sometimes companies require 
this to create a successful business, but 
the consequences can be deadly. Let’s 
look at Thomas Haigh’s column on 
the book, The Soul of a New Machine, in 
that light. Yes, the book is an inspiring 
account of the startup culture at Data 

General and the development of a new 
minicomputer model. However, what 
the book and column do not discuss is 
that, essentially, the project built the 
wrong product at the wrong time. The 
minicomputer business was already 
under threat from high-end worksta-
tions and soon would be permanently 
disrupted by personal computers. Data 
General had to shift to making data 
storage equipment and then was ac-
quired by EMC. We see no evidence in 
this story that the engineers and man-
agers understood the business context 
and how technology and markets were 
changing. We might view the 737 MAX 
debacle in this context, but without 
making excuses for Boeing’s mistakes. 
Boeing was struggling to catch up with 
Airbus and retrofitted an old product 
for a hot new market segment. Both 
managers and engineers made deci-
sions that would cost hundreds of lives 
and billions of dollars in losses, and 
severely damage Boeing’s reputation 
for engineering excellence and safety. I 
think the lesson is that both managers 
and engineers need to understand the 
financial or competitive pressures in 
their business, but, in these situations, 
engineers in particular need to resist 
compromising their training. Techni-
cal experts know how to estimate risk 
and the probability of catastrophic fail-
ure, even though they are subject to the 
same human frailties as everyone else.

 Michael A. Cusumano,  
Cambridge, MA, USA

Even in Kidder’s romantic portrayal, 
the Data General engineers rushed the 
design process to get the machines out 
the door quickly, but the minicomput-
ers they were producing were not as 
safety-critical as the systems aeronau-
tical engineers deal with. Maybe the 
problem at Boeing was management’s 
urge to treat planes like other devices.

Thomas Haigh, Milwaukee, WI, USA

I read with great interest Thomas 
Haigh’s discussion of The Soul of a New 
Machine by Tracy Kidder in the January, 
2021, issue of Communications. I have 

Two Sides of the Software Engineering Coin
DOI:10.1145/3466562  
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Another Component  
of the Human Mind
Information compression (IC) is a sur-
prising omission from the features of 
the human mind described by Gary Mar-
cus and Ernest Davies (Communications, 
Jan. 2021). Research into the role of IC in 
human learning, perception, and cogni-
tion was pioneered by Fred Attneave and 
Horace Barlow and others in the 1950s 
and has continued up to the present. 
There is a recent review in Wolff.3

A possible reason for IC to be over-
looked as a unifying principle in the 
human mind is that it can be hidden in 
plain sight. For example:

 ˲ Imagine that you are viewing a scene, 
then close your eyes for a moment, and 
then open them again. What do you see? 
You see the same scene as before, per-
haps with small changes. This means 
you have merged the ‘before’ and ‘after’ 
views and thus compressed them. This 
is entirely different from an old-style 
cine camera which makes no attempt 
to merge the two views. The merging of 
the two views is shown schematically in 
Figure 8 in Wolff.3

 ˲ A popular technique for IC is to use 
a relatively short identifier or ‘code’ to 
stand for a relatively large ‘chunk’ of in-
formation. A little reflection will show 
that, in natural language, every noun, 
verb, adjective, and adverb may be seen 
to function as such a code. A word like 
‘house’ represents a relatively complex 
concept, with doors, windows, walls, etc. 
In short, IC is a pervasive feature of natu-
ral languages, and how we use them. 
Among other evidence for the impor-
tance of IC in the human mind is that, in 
an AI system founded on IC,2 several dif-
ferent aspects of intelligence flow from 
it without ad hoc programming.

It is true as Marcus has argued1 that 
in many respects the human mind is a 
kluge, perhaps because of the haphaz-
ard nature of evolution. But it is possi-
ble, at the same time, that IC can be a 
unifying principle in understanding 
the human mind.

References
1. Markus, G. Kluge: The Haphazard Construction of the 

Human Mind. Faber and Faber, London, U.K., 2008.
2. Wolff, J.G. The SP theory of intelligence: An overview. 

Information 4, 3 (2013), 283–341; extracted from 
Unifying Computing and Cognition.

3. Wolff, J.G. Information compression as a unifying 
principle in human learning, perception, and 
cognition. Complexity (2019), Article ID 1879746; doi.
org/10.1155/2019/1879746.

Gerry Wolff, Menai Bridge, U.K.

Metaphor Model
Regarding “Disputing Dijkstra” by 
Mark Guzdial (March 2021), although 
I am not enough of a philosopher to 
confirm his argument for metaphors 
in any academic sense, there does 
seem to be considerable value in the 
concept. And there is of course the 
universal metaphor—“It’s turtles all 
the way down!”

An interesting point raised by Di-
jkstra is the notion that software 
spans many layers of abstraction. I 
have often thought of software as a 
way to “make your own physics”; that 
is, you get to construct the behavior 
of objects from the lowest to the high-
est levels. And you can change the 
charge on an electron a little, if you 
like, and further you can change it 
only on Tuesdays, or when the sun is 
shining and the date is a prime num-
ber. This then raises the problem of 
layering violations which allow some 
relatively small change in behavior at 
the low level to inordinately affect 
behavior at the high level.

While we can identify areas of phys-
ics, biology, and other sciences where 
this occurs—for example nuclear radi-
ation can interrupt the biological hier-
archy—in software it seems to be every-
where. Analogies to physical models 
such as this can be useful in assessing, 
for example, system structure and 
modularity.

So, while the idea that metaphors 
are an essential guide seems well-
established, looking for ways in which 
software and computer science does 
not fit into our common mental mod-
els is, I think, an important and useful 
exercise. We don’t necessarily need to 
do so with an eye toward abolishing 
the metaphorical models, but we 
should be on the lookout for new met-
aphors that help us describe and ex-
plicate the behavior of our systems.

Larry Stabile, Cambridge, MA, USA

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less, and send to letters@cacm.acm.org

© 2021 ACM 0001-0782/21/7 $15.00

The Frama-C Software 
Analysis Platform

Unveiling Unexpected 
Training Data in  
Internet Video

Multimedia Data  
Delivery Based on IoT

Scaling Up Chatbots  
for Corporate Service

PL and HCI:  
Better Together

WebRTC: Real-Time 
Communication for  
the Open Web Platform

Biases in AI Systems

A Wearable System 
for Blood Pressure 
Monitoring From  
User’s Ear

Optimal Auctions 
Through Deep Learning

Responsible AI

Science Needs to Engage 
With Society

Recruit Domestic 
Computer Science 
Students

Plus the latest news about 
better security through 
obfuscation, fixing  
the Internet, and the 
unionization of technology.

 C
om

in
g 

N
ex

t 
M

on
th

 in
 C

O
M

M
U

N
IC

A
TI

O
N

S

mailto:letters@cacm.acm.org
http://doi.org/10.1155/2019/1879746
http://doi.org/10.1155/2019/1879746


10    COMMUNICATIONS OF THE ACM   |   JULY 2021  |   VOL.  64  |   NO.  7

Follow us on Twitter at http://twitter.com/blogCACM

The Communications website, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

the North Atlantic and the North Sea, 
the Mediterranean, and in Southeast 
Asia and around Japan. They carry vir-
tually all (97%) international commu-
nications, and their exact locations 
are reasonably well-known. They are 
also increasingly vulnerable to being 
tapped or even cut by advanced sub-
marine craft of a range of types, from 
manned mini-subs to remotely oper-
ated undersea drones, and even fully 
autonomous “U-bots.”

The Russian Navy seems to have 
taken to heart the late historian John 
Keegan’s statement, in his Price of Ad-
miralty (https://amzn.to/2Sg2nn5), 
that by the 1980s the submarine had 
become more important than the 
aircraft carrier as an instrument of 
sea power. Russia’s undersea capa-
bilities are exceptional and include 

a range of vessel types that can ap-
proach even cables located at great 
depths, thanks to the operating ca-
pabilities of their U-bots. Admiral 
Nikolai Yevmenov, the overall Rus-
sian naval commander, is himself a 
deeply experienced submariner. His 
forces reflect his expertise.

Given the vast majority of the world’s 
international communications still run 
via wires, any country with a capability 
for tapping into or severing the under-
sea cables that drive globalization is a 
very serious concern. In Russia’s case, 
possible “mass disruption” of this sort 
would be a less grave matter given its 
much lower dependence upon under-
sea cables than other countries. Rus-
sia can, therefore, be viewed as having 
a strategic advantage in this aspect of 
cyberwar, which in this form is about 
conducting physical attacks upon or 

John Arquilla 
From U-boats to ‘U-bots’
https://bit.ly/3nnBWrl 
April 26, 2021 
Of all the perils he faced 
during World War II, 

Winston Churchill said German sub-
marine wolfpacks were his greatest 
concern, because their attacks on 
merchant ship convoys threatened 
to choke Britain’s economic life-
lines. Today, it seems there is another 
emerging undersea threat, one that 
has the potential to disrupt the global 
economy by severing fiber-optic lines 
of communication that run along the 
world’s various seabeds.

There are nearly 400 undersea 
cables that stretch for almost three-
quarters of a million miles, the dens-
est concentrations of them being in 

Securing Seabed 
Cybersecurity, 
Emphasizing 
Intelligence 
Augmentation 
John Arquilla considers the outlook for undersea cyberwar,  
while Judi Fusco, Pati Ruiz, and Jeremy Roschelle discuss  
how building equitable applications in education requires  
an emphasis on augmenting intelligence.
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exploitations of critical information in-
frastructure.

This concern has led NATO mem-
ber states, for example, to establish 
initiatives for the protection of this es-
sential—and almost entirely privately 
owned—element of the “global com-
mons.” Indeed, by September of this 
year there are intended to be two na-
val commands up and running—one 
in the U.S., the other in Europe—that 
will have the principal responsibility 
for the defense of undersea cables.

Beyond such military measures, 
it seems to me this is a situation that 
calls for diplomacy as well. The world 
community does not hesitate to craft 
agreements controlling production 
and intending to ban use of weapons 
of mass destruction. So, too, there 
should be no hesitation about putting 
limits on those things able to cause 
“mass disruption.” Because the U-
bot threat is directed at information 
systems, it should be seen as falling 
under the rubric of cyberwar. Like the 
other weapons that operate in this 
realm, in and out of cyberspace, there 
is very little probability of reaching an 
arms control agreement to prevent 
their further development. This still 
leaves open the possibility of crafting 
behavior-based agreements, bind-
ing on all, to refrain from interfering 
with global communications that flow 
through the world’s undersea cables. 

During his second term, President 
Barack Obama met with President Xi 
Jinping to discuss the possibility of 
reaching an agreement to refrain from 
attacking critical information infra-
structures. Both leaders saw it as in the 
interest of the U.S. and China to pursue 
such an agreement, but momentum 
was lost in recent years. It is time now 
to rekindle that kind of creative think-
ing about how to secure the global 
commons. Along with many other na-
tions, I believe the Russians would also 
join in support of such an initiative. My 
belief derives from my early personal 
experience (back in the ‘90s) with Rus-
sian cyber experts who introduced the 
possibility of cyber arms control in the 
week-long session we had together. 

The alternative? Continue to grow 
a global economy increasingly depen-
dent on ever-more-vulnerable lines of 
communication. Simply put, an unac-
ceptable risk.

Judi Fusco, Pati Ruiz,  
and Jeremy Roschelle 
AI or Intelligence Augmentation 
for Education?
https://bit.ly/2RrMgCp
March 15, 2021
On December 7, 1968, Douglas Enge-
lart presented a demonstration 
(https://bit.ly/3xM7ZpG) that showed 
how newly emerging computing tech-
nologies could help people work to-
gether. More generally, Engelbart 
devoted his professional life to articu-
lating his view of the role of computing 
in addressing societal problems. He 
emphasized the potential for technol-
ogy to augment (https://bit.ly/3th3ik3) 
human intelligence. Since that time, 
many others have developed the con-
cept of intelligence augmentation (IA).

For example, the field of healthcare 
sees IA as a more ethical framing. One 
report (https://bit.ly/3b14X77) defines 
IA as “an alternative conceptualiza-
tion that focuses on AI’s assistive role, 
emphasizing a design approach and 
implementation that enhances hu-
man intelligence rather than replaces 
it.” This report argues “health care AI 
should be understood as a tool to aug-
ment professional clinical judgment.”

In education, applications of arti-
ficial intelligence are now rapidly ex-
panding. Not only are innovators de-
veloping intelligent tutoring systems 
(https://bit.ly/3aZMpUA) that support 
learning how to solve tough Algebra 
problems, AI applications also in-
clude automatically grading essays or 
homework (https://bit.ly/3egrRt6), as 
well as early warning systems (https://
eric.ed.gov/?id=ED594871) that alert 
administrators to potential drop-outs. 
We also see AI products for online sci-
ence labs that give teachers and stu-
dents feedback. Other products listen 
to classroom discussions and highlight 
features of classroom talk that a teach-
er might seek to improve or observe 
the quality of teaching in videos of pre-
school children. A recent expert report 
(https://bit.ly/3vHN6tW) about AI and 
education uncovered visions for AI that 
would support teachers to orchestrate 

classroom activities, extend the range 
of student learning outcomes that can 
be measured, support learners with 
disabilities, and more.

In colloquial use, the term AI calls 
forth images of quasi-human agents 
that act independently, often replac-
ing the work of humans, who become 
less important. AI is usually faster and 
based on more data, but is it smarter? 
In addition, there are difficult problems 
of privacy and security—society has an 
obligation to protect children’s data. 
And there are even more difficult issues 
of bias, fairness, transparency, and ac-
countability. Here’s our worry: a focus 
on AI provides the illusion that we could 
obtain the good (superhuman alterna-
tive intelligences) if only we find ways 
to tackle the bad (ethics and equity). We 
believe this is a mirage. People will al-
ways be intrinsic to learning, no matter 
how fast, smart, and data-savvy techno-
logical agents become. People are why 
agents exist. We think it is important 
to always have the human in the loop to 
understand if things are working and, if 
not, to understand why and make cre-
ative plans for change.

Today, students and teachers are 
overwhelmed by the challenges of teach-
ing and learning in a pandemic. The 
problems we face in education are whole 
child problems. Why are parents clam-
oring to send children back to school? 
It’s not just so they can get some work 
done! Learning is fundamentally social 
and cultural; enabling the next genera-
tion to construct knowledge, skills, and 
practices they will need to thrive is work 

“We think it’s 
important to always 
have the human in the 
loop to understand 
if things are working 
and, if not, to 
understand why and 
make creative plans 
for change.”
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that requires people working together in 
a learning community. Schools also pro-
vide needed social and emotional sup-
port. We are simultaneously at a critical 
juncture where the need to address eth-
ics and equity are profound. In addition 
to trust and safety considerations, pri-
oritizing the impact, and understanding 
how it changes interactions and what 
those implications are for students and 
teachers is essential when evaluating AI 
or any technology.

Thus, we recommend a focus on IA 
in education that would put educators’ 
professional judgment and learners’ 
voices at the center of innovative designs 
and features. An IA system might save an 
educator administrative time (for exam-
ple, in grading papers) and support their 
attention to their students’ struggles 
and needs. An IA system might help 
educators notice when a student is par-
ticipating less and suggest strategies 
for engagement, perhaps even based 
on what worked to engage the student 
in a related classroom situation. In this 
Zoom era, we  also have seen promising 
speech recognition technologies that 
can detect inequities in which students 
have a voice in classroom discussions 
over large samples of online verbal 
discourse. In some forward-looking 
school districts, teachers have instruc-
tional coaches. In those situations, the 
coach and teacher could utilize an IA 
tool to examine patterns of speaking 
in their teaching and make plans to 
address inequities. Further, the IA tool 
might allow the coach and teacher to 

specify smart alerts to the teacher—for 
example, for expected patterns in fu-
ture classroom discussions that would 
signal a good time to try a new and dif-
ferent instructional move. Later, the IA 
tool might make a “highlights reel” that 
the coach and teacher could review to 
decide whether to stay with that new in-
structional move, or to try another.

The important difference between 
AI and IA may be when an educator’s 
professional judgment and student 
voice are in the loop. The AI perspec-
tive typically offers opportunities for 
human judgment before technologies 
are adopted or when they are evalu-
ated; the IA perspective places human 
judgment at the forefront throughout 
teaching and learning and should 
change the way technologies are de-
signed. We worry the AI perspective 
may encourage innovators to see eth-
ics and equity as a barrier they have 
to jump over once, and then their 
product is able to make decisions for 
students autonomously. Alas, when 
things go wrong, educators may re-
spond with backlash that takes out 
both the bad and the good. We see the 
IA perspective as acknowledging eth-
ics and equity issues in teaching and 
learning as ongoing and challenging.

By beginning with the presumption 
that human judgment will always need 
to be in the loop, we hope IA for educa-
tion will focus attention on how human 
and computational intelligence could 
come together for the benefit of learn-
ers. With IA, restraint is built into the 
design and technology is not given pow-
er to fully make decisions without a di-
verse pool of humans participating. We 
hope IA for education will ground eth-
ics and equity not in a high-stakes dis-
closure/consent/adoption decision, but 
rather in cycles of continuous improve-
ment where the new powers of compu-
tational intelligence are balanced by the 
wisdom of educators and students.

John Arquilla is Distinguished Professor of Defense 
Analysis at the U.S. Naval Postgraduate School; his 
forthcoming book is Bitskrieg: The New Challenge of 
Cyberwarfare. The views expressed herein are his alone. 
Judi Fusco (jfusco@digitalpromise.org) is a Senior 
Researcher focusing on STEM teaching and learning at 
Digital Promise. Pati Ruiz (pruiz@digitalpromise.org) is a 
Computer Science Education Researcher at the non-profit 
Digital Promise. Jeremy Roschelle is Executive Director 
of Learning Sciences Research at Digital Promise and 
a Fellow of the International Society of the Learning 
Sciences.
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speed necessary for today’s world. The 
framework also suffers from the same 
problem every computing model does: 
if a verified proof is based on the wrong 
assumptions, it can validate invalid 
code and produce useless, and even 
dangerous, results.

“Formal verification is simply a way 
to up the ante,” Fisher explains. “It’s a 
way to modernize and improve the way 
software is written and ensure that it 
runs the way it is supposed to operate.”

T
HE  M OD E RN WORLD runs on 
software. From smart-
phones and automobiles to 
medical devices and power 
plants, executable code 

drives insight and automation. Howev-
er, there is a catch: computer code of-
ten contains programming errors—
some small, some large. These glitches 
can lead to unexpected results—and 
systematic failures.

“In many cases, software flaws don’t 
make any difference. In other cases, 
they can cause massive problems,” 
says Kathleen Fisher, professor and 
chair of the computer science depart-
ment at Tufts University and a former 
official of the U.S. Defense Advanced 
Research Projects Agency (DARPA).

For decades, computer scientists 
have imagined a world where software 
code is formally verified using mathe-
matical proofs. The result would be ap-
plications free from coding errors that 
introduce bugs, hacks, and attacks. 
Software verification would ratchet up 
device performance while improving 
cybersecurity and public safety. By ap-
plying specialized algorithms and tool-
kits, “It’s possible to show that code 
completely meets predetermined spec-
ifications,” says Bryan Parno, an associ-

ate professor in the computer science 
and electrical and computer engineer-
ing departments at Carnegie Mellon 
University.

At last, the technique is being used 
to verify the integrity of code in a grow-
ing array of real-world applications. 
The approach could fundamentally 
change computing. Yet, it is not with-
out formidable obstacles, including 
formulating algorithms that can vali-
date massive volumes of code at the 

Formal Software 
Verification Measures Up
Verified coding techniques use mathematical proofs to ensure code is 
error-free and hacker-resistant. Can the approach revolutionize software? 

Science  |  DOI:10.1145/3464933 Samuel Greengard
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Looking for Proof
Modern software development revolves 
around a straightforward concept. Cod-
ers define a task, write code, and validate 
it by testing the code in the real world. 
How a smartphone app, medical device, 
or autonomous vehicle acts, reacts, and 
interacts is probed and studied. As pro-
grammers discover flaws or ways to im-
prove the code, they rewrite and update 
the software to improve the performance 
of the application. Unfortunately, new 
code often introduces other errors and 
new vulnerabilities. This cycle some-
times continues ad infinitum because 
there is no way to ensure code is error-
free, and it is impossible to imagine ev-
ery possible scenario, or corner case.

That is where formal verification en-
ters the picture.

The idea of writing and executing er-
ror-free software isn’t new. In 1973, Eds-
ger W. Dijkstra floated the concept of 
using mathematical proofs to verify 
code. Three years later, his seminal 
book A Discipline of Programming intro-
duced a conceptual framework for put-
ting verified code to work in the real 
world. It presented the then-revolution-
ary idea that programming tasks should 
be treated more like mathematical chal-
lenges. Along the way, other computer 
scientists, including Tony Hoare, for-
mulated key ideas that demonstrated 
the feasibility of software verification.

Formal verification advanced slowly, 
however. Breakthroughs proved diffi-
cult because the proofs required are in-
credibly complex and developing user-
friendly, off-the-shelf tools for verifying 
code is extraordinarily difficult. Adding 
to the challenge: software validation 
can be a slow process. Over the last cou-
ple of decades, scattered examples of 
formal verification have appeared, in-
cluding the use of the technique by the 
National Aeronautics and Space Admin-
istration (NASA) for critical flight soft-
ware. More recently, organizations such 
as Amazon, Intel, AMD, IBM, Google, 
Firefox, and Microsoft have begun to 
use the technique for assorted software 
components, ranging from microker-
nels in processors to Web browsers and 
cloud infrastructure.

“We have witnessed significant ad-
vances in how to think about computer 
programs mathematically and how to 
formally specify how a programming 
language is going to behave,” Parno 

says. Simply put, enormous increases in 
computing power, significant advances 
in modeling languages, and the steady 
evolution of algorithms and off-the-
shelf toolkits for verifying code have 
pushed the field to a tipping point. With 
a critical mass of knowledge and practi-
cal ways to verify code, the method is 
now moving into the mainstream.

Successfully verifying code hinges on 
a critical factor: the ability to construct a 
mathematical model that proves the 
code is error-free and results in the de-
sired outcome. There are essentially 
three pieces to this puzzle. First, there is 
the specification—the mathematical 
description of what someone wants to 
achieve, along with their assumptions 
about the environment. Second, there is 
the program that actually does the work; 
this program is written in ordinary code 
that is essentially the same as any other 
code without verification. Third, there is 
the proof that demonstrates the code is 
actually computing what the specifica-
tion says it should.

Suppose a software developer wants 
to write a program to sort an array of A of 
N numbers into a new array of B. She 
might write a specification that defines 
the quality of B being sorted as follows:

For all values j and k such that 0 <= j < k 
< N, it must be the case that B[i] < B[j].

In this case, the developer would write 
a program with normal code to actually 
sort the values in the array A. She would 
then write a proof explaining to the veri-
fier why the program correctly sorted the 
numbers. She might show each step 
sorts two numbers into their correct 

places and preserves the correctness of 
the numbers already sorted. Although 
the specification in this example is not 
entirely complete because it’s focused 
only on sorting—there would still be a 
need to ensure B contains the same ele-
ments as A—it certifies that this opera-
tion meets desired specifications.

In the real world, “All three of these 
pieces are fed to an automated verifier, 
which is responsible for checking wheth-
er the proof is correct,” Parno says. “As-
suming there are no bugs in the verifier 
and there are no bugs in the specifica-
tion, then if the verifier signs off, the 
code is provably/mathematically cor-
rect.” However, if the code or the proof is 
incorrect relative to the specification, 
then the verifier is guaranteed to reject it. 
“In that case, as a developer, you can go 
back and fix your code and/or proof until 
the verifier accepts it,” Parno adds.

Getting all three components right is 
the key. “Suppose you want to write soft-
ware that only opens a door when some-
one swipes an authorized badge. If you 
accidentally write your system specifica-
tion to say that the door should open 
when a swipe card fails, then your soft-
ware might provably meet that specifi-
cation, but you would be unhappy about 
the result,” Parno explains.

Applying Logic
Temporal logic, which attempts to cap-
ture a complete set of actions and be-
havior over time, is at the heart of for-
mal verification. It is built into the proof 
used to check the software. Not surpris-
ingly, the complexity and sheer volume 
of today’s code—along with the enor-
mous number of outcomes and possi-
bilities that can occur with computer-
ized tasks—makes it nearly impossible 
to verify every code component in every 
library or device. However, the beauty of 
verified coding is that it is not necessary 
to ensure every piece of code is free from 
errors large and small. “There’s lots of 
software where it simply doesn’t mat-
ter,” Fisher points out. “If a component 
or system doesn’t work right within 
the overall framework or environment, 
nothing serious happens. The overall 
structure continues to operate without 
any serious consequences.”

Indeed, the key to effectively using 
formal verification is to apply it at the 
right place and in the right way. In 
some situations, this may mean using 

Successfully verifying 
code hinges on a 
critical factor: the 
ability to construct a 
mathematical model 
that proves the code 
is error-free and 
results in the desired 
outcome.
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procedures to deliver extended static 
checking, test case generation, and 
predicate abstraction. The Microsoft-
developed tool includes an API library 
and it works with numerous program-
ming languages, including C, C++, 
Java, Haskell, OCaml, Python, WebAs-
sembly, and .NET/Mono.

Project Everest, which Parno helped 
create, aims to build a verified secure 
implementation of HTTPS. It is sup-
ported by Microsoft Research. Yet an-
other high-profile example is seL4, a 
formally verified operating system mi-
crokernel designed to serve as a plat-
form for building safety- and security-
critical systems, with no dropoff in 
performance. Because the kernel con-
trols access to all resources, it dramati-
cally decreases the risk of hacks and at-
tacks. SeL4 has been mathematically 
proven to be bug-free relative to its spec-
ification. Different variations of the ker-
nel are available via a usage model that 
mimics the Linux Foundation. In fact, 
SeL4 was used in the DARPA-funded 
HACMS program to protect the helicop-
ter in its hacking competition.

In the coming years, advances in 
formal verification likely will lead to far 
more reliable and secure computers, 
applications, medical devices, automo-
biles, robots, IoT systems, and more, 
Parno explains. The technique will 
also likely aid in protecting cryptogra-
phy from far more powerful quantum 
computers, and it will enable more ad-
vanced homomorphic techniques that 
allow data scientists to analyze and 
study encrypted data without the abil-
ity to view it. While formal verification 
does not guarantee that a complex soft-
ware system is completely protected, it 
greatly improves the odds. 

“Formal verification doesn’t result 
in perfect code; it simply narrows the 
possibility for errors and vulnerabili-
ties to creep in,” Parno says. “What 
makes the technique so attractive is 
that you push the uncertainty or scope 
of problems down to smaller and 
smaller windows.” 
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the technique for a specific component 
within a software application. For in-
stance, Google and Firefox have in-
stalled code-verified components in 
their Web browsers. Amazon Web Ser-
vices (AWS) has turned to this method-
ology to address design problems in 
critical cloud systems. This includes 
using the formal specification lan-
guage TLA+ (Temporal Logic of Ac-
tions) to develop “fault tolerant distrib-
uted algorithms for replication, 
consistency, concurrency control, au-
to-scaling, load balancing, and other 
coordination tasks.”

In other scenarios, formal verification 
may translate into building a verified 
computing system from the processor 
up. For instance, DARPA has contributed 
to the development of a binary verified 
microkernel for the ARM processor it 
can place in various systems and devices. 
The kernel, built on C language, required 
26 man-years to build. “We know these 
chips are faithful to the ARM reference 
design and we can add software on top 
with a high degree of confidence,” says 
Raymond Richards, program manager 
in the information innovation office at 
DARPA. “We want to apply this founda-
tion in places where we know the code 
isn’t going to change quickly and where 
it’s really important to make sure every 
bit and byte is correct.”

DARPA has aggressively pursued for-
mal verification as part of its High-As-
surance Cyber Military Systems (HAC-
MS) project and a more recent Cyber 
Assured Systems Engineering (CASE) 
initiative. In 2015, the agency generated 
attention when it held an exercise that 
encouraged a team of experts to try to 
hack their way into an unmanned mili-
tary helicopter. Over the span of the six-
week event, the hackers failed to gain 
access to the software residing in the 
onboard flight control system. “We re-
moved entire classes of vulnerabilities 
and created a highly resilient system,” 
Richard says.

Code Compliance
Formal verification continues to ad-
vance. A growing array of tools and 
resources are available to ensure soft-
ware is mathematically sound. These 
include Coq Proof Assistant, HOL, Isa-
belle, Metamath and Z3 Satisfiability 
Modulo Theories (SMT) solver. The lat-
ter, for example, uses several decision 

https://dl.acm.org/doi/abs/10.1145/3371075
http://www.andrew.cmu.edu/user/bparno/papers/everest-snapl.pdf
https://royalsocietypublishing.org/doi/full/10.1098/rsta.2015.0401
https://hol-theorem-prover.org
https://isabelle.in.tum.de/
http://us.metamath.org/mm.html
https://shemesh.larc.nasa.gov/fm/papers/FormalVerificationFlightCriticalSoftware.pdf
https://www.microsoft.com/en-us/research/project/project-everest-verified-secure-implementations-https-ecosystem/#!groups
http://www.andrew.cmu.edu/user/bparno/papers/evercrypt.pdf
https://www.darpa.mil/program/cyber-assured-systems-engineering
https://www.darpa.mil/program/high-assurance-cyber-military-systems
https://coq.inria.fr/
https://sel4.systems/Foundation/
https://github.com/Z3Prover
http://www.andrew.cmu.edu/user/bparno/papers/everest-snapl.pdf
https://royalsocietypublishing.org/doi/full/10.1098/rsta.2015.0401
https://shemesh.larc.nasa.gov/fm/papers/FormalVerificationFlightCriticalSoftware.pdf
https://www.microsoft.com/en-us/research/project/project-everest-verified-secure-implementations-https-ecosystem/#!groups
https://www.microsoft.com/en-us/research/project/project-everest-verified-secure-implementations-https-ecosystem/#!groups
http://www.andrew.cmu.edu/user/bparno/papers/evercrypt.pdf
https://www.darpa.mil/program/cyber-assured-systems-engineering
https://www.darpa.mil/program/high-assurance-cyber-military-systems


16    COMMUNICATIONS OF THE ACM   |   JULY 2021  |   VOL.  64  |   NO.  7

news

P
H

O
T

O
 C

O
U

R
T

E
S

Y
 O

F
 W

I
L

I
O

T
.C

O
M

/P
R

E
S

S

ing IoT applications,” says George 
Brocklehurst, a research vice president 
at market research firm Gartner. “Com-
bining energy harvesting with ultra-low-
power semiconductor chips is enabling 
new IoT use-case possibilities.”

In terms of power consumption, 
low-power microcontrollers (MCUs) 
can range from requiring milliwatts  of 
electricity down to just tens of micro-
watts, according to Brocklehurst. “The 
IoT space is so diverse and use-cases so 
fragmented, there is a massive sliding 
scale here for the electronics that sup-
port it,” he says.

Aside from radio waves, energy can 
be harvested from other sources, in-
cluding temperature differentials, vi-
brations, and the light of the sun, 
Brocklehurst says.

Others are also researching various 
use-cases for battery-free IoT devices, 
with the goal of protecting the envi-
ronment.

“We want to use computing devices 

W
HEN NVIDIA PURCHASED 

mobile-chip designer 
Arm Holdings from 
SoftBank last year, 
NVIDIA CEO Jensen 

Huang made the bold prediction that 
in the years ahead, there will be trillions 
of artificial intelligence (AI)-enabled In-
ternet of Things (IoT) devices. Regard-
less of whether that holds true, it is safe 
to say the growth of IoT devices is ex-
ploding. All those devices will require 
power sources, and the way Josiah Hes-
ter sees it, that’s problematic for the en-
vironment and society.

“When I see the ‘trillion’ number, I 
see a trillion dead batteries, basically,’’ 
says Hester, an assistant professor of 
computer engineering at Northwest-
ern University. “There’s piles of batter-
ies in landfills in China and elsewhere 
sitting there unrecycled; or they’re put 
in furnaces and melted down, which is 
not a carbon-neutral event.”

As a native Hawaiian, Hester also is 
concerned about the impact of micro-
plastics and dead batteries turning up 
in oceans, and about lithium mining, 
which uses water supplies that people 
depend on to live. That got him think-
ing about how to design computer sys-
tems without batteries that instead 
harvest energy, thus reducing their car-
bon footprint and the impact on the 
environment.

Hester and other researchers at 
Northwestern designed a battery-free 
Nintendo Game Boy that is powered by 
button presses and sunlight, harvesting 
energy from the movement of tiny mag-
nets and through tightly wound coils ev-
ery time a user presses a button.

Now, the team is working on smart 
face masks that are powered by a per-
son’s breathing or movement, that will 
be able to capture heart or respiration 
rates, and also to determine whether the 
person is wearing the mask correctly. 

“A smart mask can gather these sig-
nals and report back to your phone that 
your mask is slipping and you need to 
take care of it before you’re exposed,’’ 
Hester says, “or if you’re wearing it lon-
ger than regulatory guidance states the 
mask will be effective.”

The Northwestern researchers have 
come up with a prototype mask that 
gathers biological signals and notifies 
the wearer if it detects problems, “and 
you never have to plug the stupid thing 
into the wall,’’ Hester adds. “There’s a 
real benefit to this in reducing the bur-
den on the mask wearer. … We’re all 
tired of seeing that ‘low battery’ indica-
tor” on devices.”

Energy harvesting technology al-
lows IoT devices to work without a bat-
tery or wired power supply by capturing 
radio waves and converting them to the 
small amount of electricity these de-
vices need to operate.

“Energy harvesting technologies are 
finding valuable opportunities in emerg-

A Battery-Free  
Internet of Things
The Internet of Things can thrive without  
hardwired or consumable power sources. 

Technology  |  DOI:10.1145/3464937 Esther Shein

A Wiliot battery-free sensor tag, which contains an energy-harvesting chip that draws power 
from ambient radio frequencies. 

http://dx.doi.org/10.1145/3464937
http://WILIOT.COM/PRESS


JULY 2021  |   VOL.  64  |   NO.  7   |   COMMUNICATIONS OF THE ACM     17

news

that can harvest energy from their envi-
ronment,” says Brandon Lucia, an as-
sociate professor of electrical and com-
puter engineering at Carnegie Mellon 
University. Solar panels are the sim-
plest example of this, he says.

Energy harvesting also may be done 
by attaching an antenna to a device and 
building a circuit that will store energy 
from radio waves, he says. However, it 
takes a long time to store an apprecia-
ble amount of energy through the har-
vesting of radio waves on a device, be-
cause radio sources tend to be 
low-powered, he says. “An appreciable 
amount here is the amount needed to 
run [a machine learning] image pro-
cessing computation on a single im-
age,” he explains.

Lucia’s lab at CMU recently devel-
oped “intermittent computing” plat-
forms that harvest energy and are de-
signed to operate correctly even if there’s 
a power failure or power is not continu-
ously available, Lucia says. The goal is to 
process sensor data or do machine 
learning in a battery-less IoT device.

“Intermittent computing is impor-
tant for correct battery-less operation 
because if power quits in the middle of 
an operation, that leads to big prob-
lems in typical software,’’ he explains. 
For example, when a device is restart-
ed, the system might be confused. “You 
forget partially computed things, so it’s 
bookkeeping; how to make sure soft-
ware is operating correctly even when 
power is interrupted,” Lucia says.

In addition to the intermittent com-
puting model, Lucia’s lab has devel-
oped a self-powered energy harvesting 
IoT camera system called Camarop-
tera, named after a builder bird that 
collects things from its environment.

The Camaroptera is an inexpensive 
visual computing device comparable 
to the size of two standard dice, Lucia 
says. It has a camera, a long-range ra-
dio, and an energy-harvesting comput-
er system attached. It takes pictures, 
and when an image is pulled off the 
camera, it can process it with machine 
learning without having to send it to 
cloud or the edge to do any offloaded 
processing, he says.

Camaroptera could be used by a city 
planner to see things like pedestrian 
flow and public safety hotspots, Lucia 
says, adding that since the device does 
not rely on batteries, it can last a long 

time. While solar panels and chips 
eventually will wear out, “the operat-
ing lifetime of even a rechargeable bat-
tery is much shorter than the lifetime 
of those components,’’ he says. “A bat-
tery is no longer useful after a few 
years, but other hardware components 
can last decades.”

The device collects energy using a 
small array of solar panels that sit on top 
of it. “We found solar panels that pro-
vide enough power and can capture an 
image and process it,’’ with reasonable 
frequency—every 20 seconds, he says.

Shyam Gollakota, an associate pro-
fessor at the University of Washington, 
has been dabbling with energy harvest-
ing for several years, starting in 2013 
with ambient backscatter technology, 
which uses existing signals instead of 
generating its own. In effect, “It en-
ables wireless communications out of 
thin air,” he says.

In an IoT context, data is transmit-
ted via wireless communication proto-
cols; the drawback is that radio signals 
typically consume a lot of power, Golla-
kota says. Backscatter reflects ambient 
Wi-Fi signals from the environment.

Gollakota and others at the univer-
sity are working on a battery-free 
phone. One company commercializing 
the technology is Jeeva Wireless, a Seat-
tle-based startup that uses passive 
backscatter technology that reflects en-
ergy from existing radio frequency sig-
nals for use by IoT devices.

The University of Washington re-
searchers have shown that backscatter 

signals can be used to enable long-
range communications using radio fre-
quency (RF) signal reflections on bat-
tery-free devices, he says.

“People have thought of backscatter 
as for passive RFID and identification,’’ 
Gollakota says. “We have shown that 
we can develop technologies that use 
backscatter from reflecting signals and 
also get much longer ranges of hun-
dreds of meters, so they can be used for 
IoT devices and wireless sensors.”

The researchers also have shown 
that continuous video streaming can 
be done using backscatter, he says.

Another startup, Keisarya, Israel-
based Wiliot, aims to scale IoT with a 
battery-free Bluetooth tags that are 
powered by harvesting RF energy.

Energy Harvesting Drawbacks
Energy harvesting is not without its ob-
stacles. Lucia and Hester both say the 
main challenge with energy harvesting 
systems is there isn’t always enough 
energy.

“Our appetite for things we want to 
have done requires a lot of energy, and 
it’s hard to harvest the amount of ener-
gy to do something sophisticated like 
recognize a face in an image,’’ Hester 
says. “That would take a good amount 
of energy, and that’s difficult with 
these battery-free small devices.”

Right now, Hester’s team is working 
on figuring out how to make the energy 
harvester on a mask small enough that 
it is not burdensome, but also harvests 
enough energy to capture bio data. “So 
trying to balance that right now is the 
main challenge, not just with masks, 
but building these battery-less devic-
es,’’ Hester says.

This is why intermittent computing 
techniques are important, adds Lucia. 
“We provide the illusion … of continu-
ous operations,” while making sure 
things run as efficiently as possible and 
that the software operates properly.

A key research challenge in inter-
mittent computing is that correctness 
sometimes comes with some time or 
energy overhead, because software 
needs to execute carefully to remain 
correct even when power fails, Lucia 
says. “That’s the cost you pay for energy 
harvesting, which comes in a lot of dif-
ferent forms—you can design larger 
systems with larger energy collectors 
but they take up more room.”

“Intermittent 
computing is 
important for 
correct battery-less 
operation because 
if the power quits 
in the middle of an 
operation, that leads 
to big problems in 
typical software.”
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He adds, “We’re shooting for devic-
es that disappear in the environment 
and are small. Our work is targeting the 
low end of energy harvesting devices: 
cheap, small, yet capable devices.”

While energy harvesting is not an in-
expensive proposition, Gartner’s 
Brocklehurst says when viewed from a 
total cost of ownership standpoint, 
there is savings in operational expendi-
tures beyond the initial capital expen-
diture/investment.

The FCC Factor
Lucia says their devices use LoRa, which 
operates in an unlicensed band of spec-
trum, an ISM band reserved for indus-
trial, scientific, and medical purposes 
so there are no FCC concerns. LoRa has 
quite a long range, Lucia says. “Using 
off-the-shelf chips in a standard config-
uration, we expect 1km–10km line-of-
sight transmission to be possible,” or 
perhaps even longer. “At such long dis-
tances, establishing the line of sight is 
the challenge, of course,” he says.

Hester says eventually, there will be 
regulatory concerns when battery-free 
devices are more widespread, and they 
will face GDPR-type questions over who 
holds the data. “That’s an incredibly im-
portant question that is really hard, and 
I don’t know if the field has fully started 
to explore this yet,’’ he says.

The FCC has not regulated backscat-
ter because it has been limited to radio-
frequency identification (RFID) applica-
tions, and those reflections are much 
weaker than radio signals that create 
interference, according to Gollakota.

Meanwhile, the future of IoT is in 
battery-less devices and looks exciting, 
Lucia says. Yet he acknowledges more 
research needs to be done before that 
lofty goal is reached. “We need systems 
that sense, communicate, and com-
pute more readily. Research is being 
done to push systems forward that are 
more efficient and optimized for ener-
gy,’’ which is the driving force, he says.

Hester agrees. “We have seen a 
steady decrease in energy consump-
tion and an increase in the amount of 
power we can harvest per square inch 
of an energy harvester for IoT devic-
es,’’ he says. “In the past seven years, 
we have gone from temperature moni-
toring to gaming devices with energy-
harvesting IoT, which is a big jump.”

This is due in part to steady technol-

ogy advances, he says, but there are 
other reasons as well.

“The research community has been 
developing new ways to speed up sens-
ing, computing, and machine learn-
ing, specifically for these devices, 
which has paid off in a big way,’’ Hester 
says. “Fundamentally, we are discover-
ing a bunch of ways to do more with 
less energy. Together with advance-
ments in low-power backscatter com-
munication, we have an exciting future 
for energy-harvesting IoT.”

Gartner’s Brocklehurst is not so 
sure. Energy harvesting still requires 
some sort of storage, and “more than 
likely, it’s a battery, still,’’ he says. “But 
with an energy harvester, you can ex-
tend battery life.”

That is still a meaningful return on 
investment, Brocklehurst says. 
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Videos
Game Boy: https://www.youtube.com/
watch?v=ErapUArQahM

Ambient backscatter:  
https://www.youtube.com/
watch?v=gX9cbxLSOkE&feature=emb_title

Passive Wi-Fi: https://www.youtube.com/
watch?v=AZ-tISX-7Cw

Battery-free phone:  
https://www.youtube.com/
watch?v=5f5JJTmbO4U&feature=emb_
title

Esther Shein is a longtime freelance technology and 
business writer based in the greater Boston area.
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Eventually, there 
will be regulatory 
concerns when 
battery-free devices 
are more widespread, 
and they will face 
GDPR-type questions 
over who holds  
the data.

https://bit.ly/3uZeZxJ
https://bit.ly/3blhSBn
https://bit.ly/3eebX2H
https://bit.ly/3c36bOQ
https://bit.ly/30f0mbs
https://bit.ly/3qmfZIK
https://bit.ly/3qmfZIK
https://dl.acm.org/doi/10.1145/3130970
http://bit.ly/2O4GaH0
https://www.youtube.com/watch?v=ErapUArQahM
https://www.youtube.com/watch?v=gX9cbxLSOkE&feature=emb_title
https://www.youtube.com/watch?v=AZ-tISX-7Cw
https://www.youtube.com/watch?v=5f5JJTmbO4U&feature=emb_title
https://www.youtube.com/watch?v=5f5JJTmbO4U&feature=emb_title
https://www.youtube.com/watch?v=5f5JJTmbO4U&feature=emb_title
https://www.youtube.com/watch?v=AZ-tISX-7Cw
https://www.youtube.com/watch?v=gX9cbxLSOkE&feature=emb_title
https://www.youtube.com/watch?v=ErapUArQahM


JULY 2021  |   VOL.  64  |   NO.  7   |   COMMUNICATIONS OF THE ACM     19

news
P

H
O

T
O

 B
Y

 C
H

A
R

L
I

E
 L

E
I

G
H

T
/A

S
U

 N
O

W

mously,” Harris-Burland says. The goal 
is not for 100% autonomy, he explained, 
because a remote human operator can 
assume radio (4G/5G) control if a robot 
gets stuck.

The COVID-19 pandemic has made 
contactless robotic delivery a more 
sought-after service. “It proved to be 
one of the most reliable ways to protect 
vulnerable populations and enable so-
cial distancing,” Harris-Burland says. 
In Milton Keynes, U.K., which has bou-
levards broad enough for many robots 
and pedestrians to share, Starship ro-
bot numbers tripled during 2020, with 
100 droids now plying the streets—the 
largest robot delivery fleet anywhere in 
the world, the firm says.

Starship, however, is far from alone 
in this space. Lux Research, a market 
analyst in Boston, MA, says other key 
last-mile robotics players to watch are 
FedEx, Amazon, and Kiwi Campus in 
the U.S., plus Zhen Robotics in China. 
Japanese technology heavyweight Pan-
asonic has just joined the fray, too.

Lux advises industry watchers to 
be on the lookout for interesting ro-
bot combinations: ground robots 
could be disgorged from driverless 
vans, or perhaps carry their own parcel 
delivery drones.

Drones: In a Holding Pattern
Delivery drones are not ready for 
prime-time everywhere just yet. While 
they have long been put forward as 
ideal last-mile platforms, the practice 
of drone delivery to homes has yet to 
match the promise, at least outside 
early deployments in Asia. Instead of 
bringing packages to homes in regions 
like the U.S. and Europe, drones have 
instead been used for a handful of lim-
ited applications such as medical deliv-
ery applications.

In February, for example, Britain’s 
National Health Service pressed a 

T
OD AY ’S  SUPPLY  CHAINS  are la-
bor-intensive and expensive 
to run. A number of autono-
mous systems that reduce 
the human factor are about 

to change all that.
What do the sidewalks around us, 

the airspace above us, interstate free-
ways, and deep ocean shipping lanes 
have in common? The answer is that 
they are all places where developers of 
autonomous technology are trying to 
revolutionize the economics of supply 
chains. The plan is to use robotic tech-
nology to deliver anything from pack-
ages to take-out food, groceries, or bulk 
freight in ways that can reduce the lo-
gistics industry’s dependence on that 
most expensive of supply chain costs: 
human labor. If the use of electric 
drivetrains can cut carbon emissions 
too, so much the better.

Currently, van-based delivery over 
the last mile to homes may comprise as 
much as 40% of the overall transporta-
tion cost, even if a package delivered in 
Europe or the U.S., say, originated in 
Asia. This final stretch, also known as 
the “last mile,” has long been an early 
target for roboticists. A number of last-
mile robots have moved from early tri-
als into full-scale operations, as 
wheeled delivery robots now ply city 
sidewalks, delivering everything from 
groceries to pizzas; drones deliver food 
from the clubhouse to golfers on the 
green, and medical delivery drone ser-
vices launched before and during the 
COVID-19 pandemic ferry drugs, tissue 
samples, coronavirus tests, and medi-
cal supplies to end users.

On the roads, makers of emerging 
breeds of driverless trucks are prepar-
ing to begin tests of autonomous, long-
haul semi-tractor-trailers that they 
hope to run on high-volume freight 
routes between cities, shifting goods 
from city depot to city depot. At sea, the 

shipping industry—one of the world’s 
worst polluters as a result of its use of a 
filthy, sulphur-rich diesel called bun-
ker fuel—is developing cleaner, electri-
cally-driven, autonomous ships with 
artificial intelligence (AI) at the helm.

Ground Robots Hit the Last Mile
So just who is fielding, or trialing, these 
technologies? One well-known last-
mile robot maker is an energetic start-
up called Starship Technologies, based 
in San Francisco.  Operating in the U.S., 
the U.K., Germany, Denmark, and Esto-
nia, the company’s robots “are now do-
ing thousands of commercial deliveries 
a day and millions of autonomous 
miles per year,” says Vice President 
Henry Harris-Burland.

Starship’s machines are lithium bat-
tery-powered, white plastic robots that 
travel at 5mph (8kph) on six stubby 
wheels. Peppered with cameras, radars, 
and ultrasound sensors for collision 
avoidance, they use GPS, computer vi-
sion, and proprietary 2.5-cm-resolution 
maps to navigate. They use AI to contin-
ually improve their guidance system as 
they travel—by retraining a neural net-
work when, for instance, an unmapped 
obstacle is regularly met on a route. 
“Our goal has always been to achieve 
99% autonomy, and our hardware and 
software allow us to travel safely autono-

The Future 
of Supply Chains
Droids, drones, and driverless technologies 
are fueling a supply chain revolution.

Society | DOI:10.1145/3464935 Paul Marks

http://dx.doi.org/10.1145/3464935
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40-mile-range drone into service to fer-
ry personal protective equipment 
(PPE), COVID-19 testing kits, tissue 
samples, and drugs between medical 
facilities in the remote Scottish is-
lands. In May 2020, United Parcel Ser-
vice (UPS) began a drone-based service 
delivering medical prescriptions to 
Florida retirement homes.

In Japan, the e-commerce/online 
retailing firm Rakuten Inc. has 
launched drone-based delivery servic-
es for food, while in China, online re-
tailers Alibaba and JD.com are now 
doing likewise. In Europe and the U.S., 
would-be drone delivery players like 
Amazon are finding the regulatory en-
vironment is tougher—with a thicket 
of safety, reliability, privacy, insur-
ance, and security issues to negotiate 
before they can launch their long-
promised services.

Among those regulatory issues are 
the need to safely navigate the built en-
vironment in three dimensions, avoid-
ing the likes of people, birds, vehicles, 
buildings, power lines, street lamps, 
and trees, as well as coping with ad-
verse weather. Then there’s the thorny 
question of redundancy: how does an 
aerial drone with a failed battery, mo-
tor, or rotor recover, rather than crash-
ing on a crowded street?

On top of all that, industry observers 
are getting nervous about the privacy 
implications of having a flying ma-
chine brimming with cameras hover-
ing slowly into someone’s yard, as the 
potential for privacy breaches is pro-
found. As a result, engineers at the In-
dian Institute of Science in Bangalore, 
for instance, are working on ways to 
ensure delivery drones can have priva-
cy safeguards baked into their control 
software, but it is an open source work-
in-progress project that is nowhere 
near ready for deployment.

“A number of regulatory issues must 
be addressed before drone delivery ser-
vices are cost-effective at scale,” says 
David Kovar, CEO of Unmanned Robot-
ics Systems Analysis (URSA Inc), a risk 
management firm in Manchester, NH. 
“Countries with more authoritarian 
governments are often able to drive 
through this process fairly quickly, but 
the U.S. is held back by a very slow bu-
reaucratic process that is deeply fo-
cused on minimizing risk to manned 
aviation. It is very difficult to speed the 

process along, and we lack the data to 
truly understand the potential, and ac-
tual, risks.”

Jonathan Rupprecht, an attorney in 
Palm Beach County, FL, specializing in 
drone litigation, says changing a single 
aspect of drone regulation tends to 
have a domino effect on others. “One 
modification causes all sorts of conse-
quences in another area of the law, or 
in the cost of drone operations. When 
you try and scale this out to multiple 
operational environments that have 
unique ground- and air-risk profiles, it 
causes problems somewhere else.”

So the likes of the U.S. Federal 
Communications Commission, the 
Department of Transportation, and 
the Federal Aviation Administration 
end up at loggerheads. Until regula-
tors stop butting heads, drone deliv-
ery rollout will likely continue to lag 
well behind ground robots in the au-
tonomous delivery stakes. One market 
analyst, Urban Mobility Labs of Los 
Angeles, is predicting drone delivery 
services will not kick off proper in the 
U.S. until 2023.

Driverless Trucks: 
Station to Station
UPS’s drone delivery service for pre-
scriptions is just one of the giant freight 
shipping firm’s autonomous delivery 
projects. UPS is also involved in anoth-
er, more-ambitious plan: autonomous 
city-to-city driverless freight trucking, 
care of a partnership with self-driving 
truck systems specialist TuSimple in 
San Diego, CA, and its partner, truck 
maker Navistar of Lisle, IL.

Unlike other firms planning driver-

less trucks, like Tesla and Google-
owned Waymo, TuSimple is not em-
bedded in self-driving car heritage. 
Instead, TuSimple’s aim is to develop 
autonomous technology that is entirely 
customized for the unique environ-
ment in which trucks operate, rather 
than shoehorning robotic technology 
from driverless cars into trucks.

Unlike self-driving cars, which have a 
LiDAR and radar range of about 200 me-
ters (more than 650 feet), TuSimple says 
a wider, longer, articulated 40-ton driv-
erless semi-truck needs to look much 
further ahead when traveling at highway 
speeds. That is why it has engineered a 
system in which an array of high-defini-
tion cameras give its software knowl-
edge of what’s happening on the road up 
to a full kilometer (more than a half-
mile) ahead, which, it estimates, is twice 
as far as a human truck driver can antici-
pate upcoming road activity.

One upshot of this extreme-look-
ahead technology is that the trucks 
need to brake far less often, saving 
fuel. In trials TuSimple’s 40-truck fleet 
is running in New Mexico, Arizona, 
and Texas—with safety drivers who 
can step in if needed—the company 
has found, in research verified by the 
University of California, San Diego, 
that the autonomous technology is 
burning up to 10% less fuel per trip 
than similar human-driven trucks.

Autonomous Ships: All At Sea
While Tu-Simple, UPS. and Navistar 
hope their fully autonomous trucks 
will be fit for unrestricted driverless 
operation by 2024, one firm is already 
set to out-innovate them and take away 
a chunk of their market: Kongsberg 
Maritime of Norway, which is in the 
vanguard of industry moves to make 
cargo ships, tankers, and ferries oper-
ate more autonomously, with much 
lower crew numbers than today.

At issue, says An-Magritt Tinlund 
Ryste, product director for next-genera-
tion shipping at Kongsberg Maritime, is 
that logistics firms are being pressed to 
improve their carbon footprints. Also, if 
the beginning and end of a truck’s jour-
ney is near the ocean, why not avoid 
trucks altogether and use an environ-
mentally friendly, electrically driven ship 
that also is equipped with autonomy to 
keep crew costs low, to ply the sea route?

To prove such technology, the firm 

Until regulators 
stop butting heads, 
drone delivery rollout 
likely will continue 
to lag well behind 
ground robots in the 
autonomous delivery 
stakes. 
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mirrors those of all the autonomous 
robots, drones, trucks, and ships head-
ed for the supply chain.

“The prime directive is: Don’t hit 
anything.” 
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is building an 80-meter-long largely au-
tonomous container ship for Norwe-
gian fertilizer maker Yara Internation-
al. Called the Yara Birkeland, the vessel 
will service ports that usually require 
40,000 truck trips every year. “It’s not 
completely unmanned yet; it’s de-
signed for reduced crew. And our ap-
proach to how this is done has been 
agreed with by the Norwegian mari-
time authorities,” says Ryste.

What encouraged construction of the 
Yara Birkeland, says Ryste, is the increas-
ing level of autonomy being requested 
by operators of ferries and freight barg-
es, in terms of navigation and docking 
which, if a vessel’s captain agrees, can be 
switched to autonomous mode.

Kongsberg Maritime is far from 
alone in seeking greater autonomy on 
the high seas. In the spring of this year, 
IBM and Marine AI Ltd. of Plymouth, 
U.K., experimented with a transatlantic 
drone called the Mayflower Autono-
mous Ship (MAS) in a bid to create a 
generalizable AI for ship control. Aim-
ing to mimic the journey of the original 
Mayflower from Plymouth, England, to 
what became the Plymouth colony in 
the New World of 1620, the navigation-
al intelligence at the heart of MAS is 
called the AI Captain.

“The AI Captain uses a true hybrid AI 
system, making use of deep learning, 
prescriptive logic/inference rules, and 
also optimization/linear programming. 
And deep learning-based object detec-
tion, classification, and tracking is at 
the heart of the computer vision system 
used for confirming and identifying 
navigation hazards,” says Don Scott, 
Marine AI’s chief technology officer.

Are there emergent properties that 
no one could have predicted that could 
constitute a risk to vessel safety? “It’s 
conceivable that we may encounter a 
novel set of circumstances that is out of 
the comfort zone of what we have 
trained the AI Captain for in the simu-
lator, such that it temporarily isn’t cer-
tain what to do next,” says Andy Stan-
ford-Clark, chief technology officer of 
IBM UK & Ireland.

“In this case, the ‘backstop’ is to 
stop, wait, look around, and decide 
calmly what to do next. That’s one of 
the benefits of autonomy at sea: things 
tend to happen a lot slower.”

At its heart, says Scott, the rule the 
AI Captain harks back to in adversity 
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DEVELOPING SOCIALLY 
ASSISTIVE ROBOTICS 

“When I was 16, 
my uncle told 
me, ‘computers 
are the future,’” 
recalls Maja 
Matarić, Chan 
Soon-Shiong 

Chair and Distinguished 
Professor of Computer Science, 
Neuroscience, and Pediatrics at 
the University of Southern 
California.

“He was right. I am glad I 
listened,” she adds.

Matarić went on to earn 
an undergraduate degree in 
computer science from the 
University of Kansas, and both 
her master’s and doctorate 
degrees in computer science 
and artificial intelligence 
(AI)  from the Massachusetts 
Institute of Technology in 
Cambridge, MA.

Her research is aimed at 
endowing machines with the 
ability to help people, especially 
users who have special needs. 
Her lab’s focus is on developing 
technologies that augment 
human ability, rather than 
merely automating/replacing 
the work of people.

“I am developing robots 
that support the human ability 
to cope, helping people to help 
themselves,” Matarić says.

Lately, Matarić has been 
focused on anxiety, isolation, 
and depression, conditions 
on which the pandemic has 
shone a spotlight. While 
she would like to see more 
socially assistive robotics, such 
solutions are rare and not in 
the mainstream. Matarić’s 
intention is to help bridge this 
gap and make this technology 
available on a larger scale.

Matarić is passionate about 
making a difference. Her 
message to her students is to 
work on meaningful problems, 
especially in computing. “You 
are working on the tools that are 
the fabric of the 21st century,” 
she tells them. 

“We have so many societal 
problems that can be positively 
impacted through computing. 
Choose to work on meaningful 
things.”

—John Delaney
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schke shared the 1989 ACM Software 
System Award with Douglas K. Brotz, 
William H. Paxton, Edward A. Taft, 
and Warnock. He was elevated to ACM 
Fellow in 1999. Geschke was also a Fel-
low of the Computer History Museum, 
a Fellow of the American Academy of 
Arts and Sciences, and was elected to 
the National Academy of Engineer-
ing. Together with Warnock, Geschke 
was awarded the 2006 David Packard 
Medal of Achievement by the California 
Technology Council, the 2008 National 
Medal of Technology and Innovation 
by President Barack Obama, the IEEE 
Computer Society’s 2008 Computer 
Entrepreneur Award, and the 2010 Mar-
coni Prize.

“Chuck and I never had an argument 
over the 43 years we had known each 
other,” Warnock said. “I will always 
miss him.” 

Simson Garfinkel is a part-time faculty member at 
George Washington University in Washington, D.C., USA. 
He is an ACM Fellow.

Eugene H. Spafford is a professor of computer science 
and the founder and executive director emeritus of 
the Center for Education and Research in Information 
Assurance and Security at Purdue University, W. Lafayette, 
IN, USA. He is an ACM Fellow.

Copyright held by authors/owners.

C
HARLES (“CHUCK”) M. GESCHKE 

helped create the modern 
world of computing, where 
beautiful typography and ex-
pressive, artistic graphics are 

as integral to most users’ experience as 
numbers and text.

Geschke earned an A.B. in classics 
and a master’s in mathematics, both at 
Xavier University. He then enrolled in 
the computer science program at Carn-
egie Mellon University, where he earned 
his doctorate in 1972 under the supervi-
sion of William Wulf.

After graduating, Geschke went to 
work at the Xerox Palo Alto Research 
Center (PARC), the storied lab that in-
vented the dominant desktop comput-
ing paradigm of the past three decades: 
high-performance single-user desktop 
computers with bitmap displays that 
display information in “windows,” con-
nected by a local area network, printing 
documents on a laser printer. Geschke 
was tasked with developing an imaging 
research group at PARC.

In 1978, Geschke hired John Warnock, 
who had previously worked at Evans & 
Sutherland, a company that developed 
computer graphics displays. The two 
decided that many of the implemen-
tation details for controlling the laser 
printer should be hidden from pro-
grammers by using a high-level “page 
description language” that specified 
fonts, typography, and graphics. They 
named their creation Interpress.

Xerox declined to commercialize In-
terpress, so Geschke and Warnock left 
in 1982 to found Adobe, where they cre-
ated an improved language they named 
PostScript. Apple Computer invested 
in the company and became their first 
customer. Apple put PostScript at the 
center of its Apple LaserWriter, which 
created the phenomena of desktop pub-
lishing soon after its launch in 1985.

But Adobe was no one-hit-wonder; 
PostScript was the first of a series of 
industry-standard products, including 
PhotoShop, Illustrator, and Acrobat.

“Chuck and I built the company 

together and both were on the Adobe 
Board until he retired in 2019,” recalls 
Warnock. “He was highly respected 
by all employees and was instrumen-
tal in building a strong high-growth 
company.”

Geschke was Adobe’s chief operating 
officer from 1986 until 1994, president 
from 1989 until his retirement in April 
2000, and co-chair of Adobe’s board 
(with Warnock) from 1997 until 2017. He 
remained on the board until April 2020.

For the invention of PostScript, Ge-

Charles M. Geschke 
(1939–2021)  

In Memoriam  |  DOI:10.1145/3467481 Simson Garfinkel and Eugene H. Spafford

“He was highly 
respected by all 
employees and was 
instrumental in 
building a strong, 
high-growth 
company.”
— JOHN WARNOCK, WHO COFOUNDED  

ADOBE, INC. WITH CHUCK GESCHKE IN 1982.

http://dx.doi.org/10.1145/3467481
http://ETHW.ORG


This book introduces the concept of Event Mining 
for building explanatory models from analyses 
of correlated data. Such a model may be used as 
the basis for predictions and corrective actions. 
The idea is to create, via an iterative process, a 
model that explains causal relationships in the 
form of structural and temporal patterns in the 
data. The first phase is the data-driven process 
of hypothesis formation, requiring the analysis 
of large amounts of data to find strong candidate 
hypotheses. The second phase is hypothesis 
testing, wherein a domain expert’s knowledge and 
judgment is used to test and modify the candidate 
hypotheses.
 
The book is intended as a primer on Event 
Mining for data-enthusiasts and information 
professionals interested in employing these 
event-based data analysis techniques in 
diverse applications. The reader is introduced 
to frameworks for temporal knowledge 
representation and reasoning, as well as temporal 
data mining and pattern discovery. Also discussed are 
the design principles of event mining systems. The 
approach is reified by the presentation of an event mining 
system called EventMiner, a computational framework 
for building explanatory models. The book contains case 
studies of using EventMiner in asthma risk management 
and an architecture for the objective self. The text can be 
used by researchers interested in harnessing the value 
of heterogeneous big data for designing explanatory 
event-based models in diverse application areas such 
as healthcare, biological data analytics, predictive 
maintenance of systems, computer networks, and business 
intelligence.

http://books.acm.org
http://store.morganclaypool.com/acm
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Legally Speaking 
Reimplementing Software 
Interfaces Is Fair Use 
A multifactored rationale for denying Oracle’s claim against Google.

After explaining Oracle’s claims 
against Google, this column reviews the 
Court’s reasons for rejecting Oracle’s 
arguments on the fair use issue.

Oracle’s Claims 
Oracle’s main argument on the copy-
rightability issue was that Sun’s en-
gineers had exercised considerable 
creativity in articulating, naming, 
and organizing the Java API declara-
tions in an overall taxonomy of Java 
API packages, classes, and methods. 
As creative elements of the Java Stan-
dard Edition, Oracle contended they 
were eligible for copyright protection. 
It characterized the declarations as 
“declaring code,” saying these lines of 
code were equally as copyrightable as 
implementing code.

Oracle’s arguments against Google’s 
fair use defense were more multifac-
eted. Google’s purpose in copying the 
Java API declarations, in its view, was 
commercial and non-transformative 
(that is, Google used the declarations 
for exactly the same purpose as if 
Oracle or Sun had licensed this use). 
Both considerations, Oracle asserted, 
tipped against fair use. 

A 
LON G - STANDI NG,  GE NE RA LLY 

ACCE PTE D norm in the 
computing field distin-
guishes between software 
interfaces and implemen-

tations: Programmers should have to 
write their own implementing code, 
but they should be free to reimple-
ment other developers’ program in-
terfaces. This norm, of which Sun Mi-
crosystems, the developer of Java, was 
once the software industry’s foremost 
proponent, is now the law of the land 
in the U.S. after the Supreme Court’s 
decision in Google Inc. v. Oracle Ameri-
ca, Inc., which overturned a lower court 
ruling that reimplementing an inter-
face infringed copyright.

The Supreme Court took Google’s 
appeal on two issues. One was wheth-
er program interfaces are protectable 
by copyright law. The Supreme Court 
declined to decide that issue, even 
though many amicus curiae (friend of 
the court) briefs filed by software devel-
opers, organizations such as the Elec-
tronic Frontier Foundation, the Center 
for Democracy & Technology, and the 
Computer & Communications Indus-
try Association, as well as numerous in-

tellectual property scholars, supported 
Google’s argument that program inter-
faces are uncopyrightable.

A second issue was whether 
Google’s reimplementation of 11,500 
declarations from 37 Java Application 
Program Interface (API) packages in 
its Android smartphone platform was 
fair use or infringement. Although 
a jury rendered a verdict in favor of 
Google’s fair use defense after a two-
week trial, the Court of Appeals for 
the Federal Circuit (CAFC) overturned 
this verdict. The CAFC concluded 
that no reasonable jury could have 
found Google’s appropriation of that 
many lines of computer code was fair 
use. This is the ruling that Supreme 
Court’s decision reversed.

The penultimate sentence in Justice 
Breyer’s opinion for the 6-2 majority 
succinctly states the Court’s conclu-
sion: “where Google reimplemented 
a user interface, taking only what was 
needed to allow users [that is, pro-
grammers] to put their accrued talents 
to work in a new and transformative 
program, Google’s copying of the Sun 
Java API was a fair use of that material 
as a matter of law.”

DOI:10.1145/3466607 Pamela Samuelson

http://dx.doi.org/10.1145/3466607
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The Court characterized the Java 
API declarations as a “user interface” 
because it was a way for programmers 
to control performance of specific 
tasks by computers through a set of 
commands. The Court characterized 
Java API declaring code as having dif-
ferent kinds of capabilities and as 
“embody[ing] a different type of cre-
ativity” from implementing code. 

Declaring code was, moreover, “inex-
tricably bound up with the use of specif-
ic commands known to programmers 
as method calls” that Oracle does not 
claim as copyrightable. Yet declarations 
are also “inextricably bound with imple-
menting code, which is copyrightable, 
but which was not copied.” The Court 
viewed implementing code as much 
more conventionally expressive in a 
copyright sense than declaring code.

Also significant was that the value of 
declaring code derived chiefly from the 
investments that Java programmers 
had made in learning them so they 
could create new programs. 

The Court also noted that Sun’s 
business strategy had been to make 
APIs open and to compete on imple-
mentations. Oracle may have adopted 

Because Google went ahead and 
used the Java API in Android after its ne-
gotiations with Sun for a license to use 
Java technologies fell through, Google 
had acted in bad faith. Furthermore, 
Google had taken unfair advantage of 
the popularity of those declarations 
with experienced Java programmers. 
Applications that Java programmers 
have developed for the Android plat-
form violate the “write once, run every-
where” objective of Java.

Also tipping against fair use, said 
Oracle, was Google’s exact copying of 
11,500 lines of highly creative declar-
ing code, which was quantitatively 
and qualitatively substantial. This tak-
ing had caused Oracle to suffer mar-
ket harm because Oracle should have 
been getting substantial license fees 
from Google for its use of the Java API. 

The phenomenal success of the An-
droid platform had made it impossible 
for Oracle to enter or to license Java for 
smartphone platforms. Oracle claimed 
it was entitled to $9 billion in damages 
due to Google’s misappropriation of 
the declarations.

The CAFC found Oracle’s arguments 
persuasive on virtually every point.

The Jury Verdict Mattered 
One reason the Supreme Court over-
turned the CAFC’s fair use ruling was 
because the CAFC substituted its judg-
ment for the jury’s about Google’s fair 
use defense. Appellate courts are sup-
posed to defer to jury verdicts unless 
they are demonstrably wrong. The Su-
preme Court decided that the CAFC’s 
anti-fair use judgment was demonstra-
bly wrong, not the jury’s.

By taking an extremely narrow view 
of the jury’s role in fair use cases, the 
CAFC had, in effect, usurped the legit-
imate role of the jury. Justice Breyer’s 
opinion took that court to task for ig-
noring evidence that supported many 
of Google’s arguments, including evi-
dence showing that Google’s use of 
the Java API had not caused Oracle to 
suffer cognizable market harm.

Differences Between Declaring 
and Implementing Code 
In most fair use cases, the nature of 
the copyrighted work factor is quite 
insignificant. In the Google case, the 
Court elevated its significance by start-
ing its fair use analysis with a discus-
sion of this factor. 
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legal positions, would have preferred 
for the Court to have decided the Google 
case on copyrightability grounds. In 
an amicus curiae brief, 71 intellectual 
property scholar colleagues and I ar-
gued that APIs should be deemed un-
protectable methods or procedures as a 
matter of copyright law, as pro-interop-
erability lower appellate court decisions 
had done. 

A common reason why software in-
dustry briefs urged the Court to rule on 
the copyrightability issue was that this 
ruling would provide greater certainty 
in the software industry so that devel-
opers could reimplement others’ inter-
faces free from fear of lawsuits. 

Fair use, by contrast, is typically very 
fact-intensive and decided on a case-
by-case basis. Developers do not want 
to have to spend precious resources 
fighting litigation over their reimple-
mentations of APIs. 

Conclusion
The Court’s Google v. Oracle analysis of 
the fair use issue is strongly favorable to 
fair use defenses involving reimplemen-
tations of APIs and hints in several plac-
es that APIs may not be copyrightable. 

The Court’s decision leaves un-
touched several appellate court rulings 
that denied copyright protection to pro-
gram interfaces, even citing to some of 
them approvingly. Those decisions all in-
volved situations in which true program-
to-program interoperability was at stake. 

Google v. Oracle was not as convinc-
ing as a compatibility case because 
apps developed for the Android plat-
form do not necessarily run on other 
Java platforms. And apps written for 
Java-compliant laptops do not neces-
sarily work on Android. Fair use was, 
consequently, a better defense than 
challenging their copyrightability.

In view of the Court’s decision and 
the intact precedents in true interoper-
ability cases, I predict there will be very 
few software interface infringement 
cases brought any time soon. Software 
developers can now breathe a deep 
sigh of relief as Oracle’s aggressive 
claims have been debunked. 

Pamela Samuelson (pam@law.berkeley.edu) is 
the Richard M. Sherman Distinguished Professor of 
Law and Information at the University of California, 
Berkeley, CA, USA. 

Copyright held by author. 

a different strategy, but that did not 
change Sun’s history of promoting 
open interfaces. 

Google’s Purpose 
The Court viewed Google’s purpose in 
using the Java declarations in a posi-
tive light. It characterized the Android 
platform as “a highly creative and in-
novative tool for a smartphone envi-
ronment.” This platform also enabled 
experienced Java programmers to take 
advantage of their investment in learn-
ing the Java declarations to invoke 
common tasks when developing new 
programs. The Court regarded this as 
the very kind of creativity that copy-
right law was designed to promote. 

The jury had, moreover, heard evi-
dence that reimplementation of APIs 
was common and accepted in the soft-
ware industry as long as developers 
reimplemented the interfaces in inde-
pendently written code. Sun executives 
had believed the widespread use of 
Java would benefit it. 

Substantiality of the Taking?
Although 11,500 lines of code may 
seem like a lot, the Court pointed out 
the Java API consists of 2.86 million 
lines of code. Google had used only 
0.4% of the total amount. Those lines 
of code were, moreover, a small part of 
the 15 million lines of Android code. 

Moreover, Google had produced evi-
dence it copied only the declarations 
that Java programmers needed to write 
code for the Android smartphone plat-
form. This new platform was different 
in kind than the laptop and desktop 
platforms for which the Java API had 
initially been developed.

Also relevant was that Google had 
copied the 11,500 declarations “not 
because of their creativity, their beau-
ty, or even (in a sense) because of their 
purpose.” Rather, it did so “because 
programmers had already learned to 
work with the Sun Java API system.” It 
would be difficult “to attract program-
mers to build its Android smartphone 
system without them.” Use of the Java 
declaring code “was the key [Google] 
needed to unlock the programmers’ 
creative energies.”

Market Harm?
Oracle’s market harm arguments were 
unavailing, in part because the “jury 

could have found that Android did not 
harm the actual or potential markets” 
for the Java interfaces. 

The failed negotiations with Sun 
had been over much more than the use 
of the 37 packages Google used in An-
droid. Hence, Oracle’s lost license fee 
argument failed.

The Court pointed to trial testimony 
that Sun’s efforts to enter the mobile 
phone market with Java had been fail-
ures. Google’s economic expert had 
explained that Android was “part of a 
distinct (and more advanced) market 
than Java software.” Because the jury 
found Google’s use of the Java declara-
tion to be fair use, it must have decided 
against Oracle’s market harm claims. 

Significantly, the Court concluded 
that to enforce Oracle’s claim of copy-
right infringement against Google would 
“risk harm to the public.” In particular, 
it would make reimplementation of APIs 
“a lock that limited the future creativity 
of new programs,” thereby “interfer[ing] 
with, not further[ing], copyright’s basic 
creative objectives.” Hence, the Court 
concluded Google’s use of the Java dec-
larations was fair use as a matter of law.

What About Copyrightability?
The controversy over whether program 
APIs can be copyrighted dates back to the 
1980s. When the issue was finally litigat-
ed in the late 1980s and early 1990s, sev-
eral appellate courts ruled that reimple-
mentation of interfaces, when necessary 
to achieving compatibility with other 
programs, was not copyright infringe-
ment. The CAFC’s ruling on the copy-
rightability of APIs in Oracle v. Google was 
contrary to more than 20 years of other 
court precedents on this issue. 

Google, along with dozens of amicus 
curiae briefs filed in support of Google’s 

Although 11,500 lines 
of code may seem 
like a lot, the Court 
pointed out the Java 
API consists of 2.86 
million lines of code.

mailto:pam@law.berkeley.edu
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stream of anonymized data, purported-
ly from the convention center’s toilets, 
including sex, size, and information on 
odor, blood alcohol, drugs, pregnancy, 
and infections.

Although the website was a hoax, 
the thought experiment was an eye-
opening experience for many CHI at-
tendees. While it is not difficult to 
imagine beneficial uses of smart toi-
lets in hospitals and homes, the idea 
of putting them in public places was a 
bridge too far for many.

A few months later, as I was writing 
an exam for my Usable Privacy and Se-
curity course at Carnegie Mellon Uni-
versity, I struggled to develop a good 

I
N  2014,  I  began the Privacy Illus-
trated project in which I asked 
people to draw pictures of what 
privacy meant to them. I vis-
ited schools and community 

events and entreated people to draw 
something, even if they had no artistic 
skills. I paid crowd workers for draw-
ings of privacy and collected drawings 
from students in my classes and people 
attending my talks. I now have a large 
collection of colorful drawings that 
includes many elements that do not 
come of much surprise: locks, doors, 
windows, eyes, blinds, shields, houses, 
and cameras.4 And I have more than 
two dozen drawings featuring what is 
perhaps the most quintessential exam-
ple of a private space: the bathroom.

I first noticed the bathroom draw-
ings among the contributions from 
children: Simply drawn toilets, some 
with stick figures perched upon them, 
some with doors and siblings depict-
ed waiting on the other side, others 
with heads sticking out from shower 
curtains or hovering above bath wa-
ter. Accidental intrusions on bath-
room privacy are depicted with car-
toon bubble screams.

Bathroom privacy resonates with 
people of all ages. Adults drew feet 
peeking out from below public bath-
room stalls and smiling stick figures 
enjoying a shower with a locked door 
(see Figure 1). While children drew the 
bathroom as a refuge from siblings, 
adults drew themselves sitting on a toi-
let and enjoying a break from spouses, 
children, and pets.a

a More drawings from the Privacy Illustrated col-
lection are available at https://bit.ly/3olLZxp

Quantified Toilets
The association between bathrooms 
and privacy in these drawings remind-
ed me of a thought experiment carried 
out at CHI 2014 in which a team of 
hackathon participantsb posted rather 
convincing signs around the Toronto 
Convention Center announcing that 
the Quantified Toilets company had 
installed smart toilets that were ana-
lyzing biological waste and tracking 
individual data (Figure 2). An accom-
panying website displayed a real-time 

b Participants included Matt Dalton, Angela 
Gabereau, Sarah Gallacher, Lisa Koeman, 
David H. Nguyen, and Larissa Pschetz.

Privacy  
Lessons From the Loo 
Illustrating privacy concepts with potty talk. 

DOI:10.1145/3466609 Lorrie Faith Cranor

http://dx.doi.org/10.1145/3466609
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of their data on a receipt or view it on 
their smartphone. If people decline 
to consent will they trust their data is 
not actually being collected? Maybe 
it would be better to just have two toi-
lets: one with sensors and one without. 
What if there is a long line and people 
are coerced into using the toilet with 
sensors because they do not want to 
wait for the other one?

Some start to question why organi-
zations would install these smart toi-
lets in public restrooms. Will they be 
effective for monitoring the spread of 
disease? Indeed, wastewater testing 
has been used by universities, meat-
packing plants, and municipalities to 
help pinpoint COVID-19 outbreaks.1 
In Pune, India, sensors in public toi-
lets will provide early detection of out-
breaks of cholera and other diseases 
as well as information about vitamin 
deficiencies.2 Might this be used by 
employers to find out which of their 
employees are pregnant or on medica-
tion? Would law enforcement use data 
from stadiums and shopping malls to 
catch illegal-drug users? What other 
privacy issues might arise?

Some applications of smart toilets 
require tying toilet sensor data back to 
individuals. Fingerprint readers could 
do that, but a 2020 paper by Stanford 
University researchers suggests that 
unique anus patterns may be a more 
foolproof biometric, although one that 
may not be acceptable to users.5

Putting Notices to the Test
The smart toilet notice design prob-
lem also lends itself to a discussion 
of evaluation methods for privacy no-
tices and consent mechanisms. Un-
fortunately, such evaluation is not yet 
the norm. Without evaluation, we are 

question that would force students 
to go beyond traditional policies and 
checkboxes when answering ques-
tions about usable privacy notices 
and consent experiences. Recalling 
Quantified Toilets, I asked my stu-
dents to propose a usable approach 
to notice and consent for smart toi-
lets in public bathrooms. The stu-
dents’ responses were thoughtful and 
creative. Since then, I have used this 
design problem as a group exercise 
in my university classes as well as in 
conference tutorials.

At conferences, I distribute markers 
and chart paper to attendees at each 
banquet table. After talking about pri-
vacy design, I tell them about some 
existing smart toilets, smart urinals, 
and bodily waste surveillance systems. 
Then I introduce them to the fictitious 
Quantified Toilets company and ex-
plain that in order to sell their toilets 
for use in public restrooms they need 
to determine how to provide notice 
and choice. I ask attendees at each ta-
ble to develop a design proposal, think-
ing about how notice is displayed, and 
considering how the bathroom might 
be redesigned.

Although most participants have 
never heard of smart toilets (I expect 
that will soon change), this is a design 
problem they can immediately relate 
to, and each participant tends to come 
at it from a slightly different angle. Af-
ter some uncomfortable laughter, the 
room starts to fill with eager discussion. 
Some start thinking about legal require-
ments, others think about ergonomics. 
Some are concerned that people will 
not want to touch a physical button and 
instead design buttons activated by 
voice or with foot pedals. Others note 
that people touch toilet flush handles 

anyway and propose to integrate choice 
mechanisms into those handles. Some 
are concerned that when people hang a 
purse or coat on a bathroom stall hook 
it might conceal a privacy notice. Oth-
ers wonder about concerns of transgen-
der people and how visually impaired 
people might be notified. Still others 
ponder whether children can legally 
provide consent and what should be 
done if someone uses a toilet without 
making a choice.

After some discussion about where 
to place notices and buttons, par-
ticipants often consider the timing of 
the choice. Do people have to choose 
before they use the toilet? Can they 
choose before they flush? Can they re-
voke consent after they flush? Some 
wonder why people might be willing 
to consent and whether people might 
be interested in seeing their own data. 
Maybe people would like to take a copy 

Although most 
participants have 
never heard of smart 
toilets, this is a design 
problem they can 
relate to immediately 
and each participant 
tends to come  
at it from a slightly 
different angle.

Figure 1. A 20-year-old’s drawing of 
privacy in a bathroom stall.

Figure 2. Notices posted at CHI 2014 alerting attendees to the presence of “quantified 
toilets.” 

http://quantifiedtoilets.com
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such a study online or in a lab, but 
an in situ study is likely to reveal real-
world factors that otherwise would not 
be observed. (See Figure 3.)

Pictures Worth 1,000 Words
Besides the examples I described in 
this column, I have many images of 
difficult-to-use bathroom fixtures and 
interesting public restroom features 
that I include in my usable privacy and 
security lectures to illustrate the need 
for usable privacy mechanisms. Ex-
ample photos include: hotel showers 
I struggled to turn on and high-tech 
toilets with icon-laden buttons, illus-
trating the need for privacy controls 
that are intuitive or accompanied by 
clear instructions; sinks full of water 
with no apparent way to release the 
stopper, illustrating the need to en-
sure important privacy features are 
not hidden; compact but awkward 
fixtures, reminding us that inconve-
nient interfaces annoy users and that 
we should not sacrifice usability to 
save space; and public restrooms with 
glass walls that can be turned opaque 
at the touch of a button, which raise 
questions about whether people trust 
technology to protect their privacy.

While it may not be a topic people typ-
ically talk about (unless they are parents 
of young children), bathrooms are sur-
prisingly useful for conveying concepts 
related to both privacy and usability. 
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left with privacy notices that people do 
not understand (and most do not even 
try to read), and consent mechanisms 
that are difficult to find and often con-
fuse people.3 Researchers who study 
consumer notices emphasize the im-
portance of evaluating disclosures 
through user studies.6

Before evaluating a smart toilet pri-
vacy notice and choice mechanism we 
must identify some goals and metrics. 
As with most notices, the purpose is to 
inform consumers, so we can measure 
the extent to which users understand 
the key points of the notice, as well as 
what their choices are. After exercis-
ing a choice, we can test whether us-
ers understood what they selected and 
whether their selection matched their 
actual preferences. These evaluations 
could be done in a lab or online study 
by presenting the notice and choice 
options to users. This will provide in-
sights that will help improve wording 
and result in better comprehension, 
but user behavior in such a study may 
not match user reaction to a privacy no-
tice when nature is calling.

To evaluate the notice and choice 
mechanisms in context, we may want 
to set up an experiment in an actual 

bathroom outfitted with prototypes of 
the proposed notice and choice mech-
anisms. The toilets in the bathroom 
need not have working sensors—in-
deed, there is less risk for participants 
if data is not actually collected. Partici-
pants could be given an exit survey af-
ter they leave the bathroom. They may 
be told up-front that the smart toilet 
sensors are hypothetical and asked to 
behave as they would if they were real, 
or researchers may use a deceptive ap-
proach, as was done in the CHI 2014 
thought experiment, and debrief study 
participants after they finish an exit 
survey. The logistics of conducting a 
user study in a bathroom are certainly 
more complicated than conducting 

Some applications  
of smart toilets 
require tying toilet 
sensor data back  
to individuals.

Figure 3. Students’ smart toilet notice and choice designs.
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and beyond projects focused on the 
COVID-19 pandemic.

 ˲ Ask yourself if your project is 
worth pursuing. Before investing in 
your project, do a risk–benefit analy-
sis.8 Are there other responses (tech-
nological or otherwise) that would 
have a greater impact with fewer po-
tential downsides? This is an impor-
tant question to ask when trying to 

T
HE COVID-19 PANDEMIC has 
both created and exacer-
bated a series of cascading 
and interrelated crises 
whose impacts continue to 

reverberate. From the immediate ef-
fects on people’s health to the pres-
sures on healthcare systems and 
mass unemployment, millions of 
people are suffering. For many of us 
who work in the digital technology 
industry, our first impulse may be to 
devise technological solutions to 
what we perceive as the most urgent 
problems when faced by crises such 
as these. Although the desire to put 
our expertise to good use is laudable, 
technological solutions that fail to 
consider broader social, political, 
and economic contexts can have un-
intended consequences, undermin-
ing their efficacy and even harming 
the very communities that they are 
intended to help.10 To ensure our 
contributions achieve their intend-
ed results without causing inadver-
tent harm, we must think carefully 
about which projects we work on, 
how we should go about working on 
them, and with whom such work 
should be done. In this column, we 
offer a series of guidelines for navi-
gating these choices. As current and 
former members of the Fairness, Ac-
countability, Transparency, and Eth-
ics (FATE) group at Microsoft Re-

search, we have been working 
actively on the ethical and societal 
impacts of technologies such as arti-
ficial intelligence since 2016. While 
we originally developed these guide-
lines to help our colleagues at Micro-
soft respond to the first wave of the 
pandemic in the spring of 2020, we 
believe they are general enough that 
their value extends beyond Microsoft 

˲ Susan J. Winter, Column Editor

Computing Ethics 
Responsible 
Computing During 
COVID-19 and Beyond
Navigating the ethical and societal impacts of technologies.
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V address problems that are more so-
cietal than technological in nature. 
Depending on the answer, proceeding 
with your project may not be the right 
decision after all.

 ˲ Question your assumptions about 
contexts. At the start of your proj-
ect, question the assumptions you 
are making about the social, politi-
cal, and economic contexts in which 
your technological response will 
take place. For example, consider a 
contact-tracing project based on cell-
phones.5 Does it assume: everyone will 
have access to the same digital tools, 
such as smartphones; people are will-
ing to share personal information;3 
people understand the risks of do-
ing so and are comfortable accepting 
those risks; people will be able to give 
truly voluntary consent if the response 
is adopted by employers, schools, or 
governments; there is widely avail-
able testing; people have sufficient fi-
nancial resources and social support 
to self-quarantine; and people can 
afford medical care? In other words, 
ask what other institutional processes 
and structures need to be in place for 
your technological response to work 
effectively.

 ˲ Collaborate with experts in other 
disciplines. Recognize the limitations 
of your own expertise. For many of us 
who work in the technology indus-
try, it is easy to assume that techno-
logical responses, such as tracking 
people’s locations, collecting infor-
mation about their contacts, and issu-
ing “immunity” passports, are clearly 
worth pursuing. Yet the usefulness of 
such approaches is contested by both 
public health and privacy experts.7 In 
many cases, you can have the greatest 
impact by finding experts who know 
more than you do about a problem, 
asking them what they need to make 
progress, and then helping them ac-
complish their goals.

 ˲ Be clear about expected benefits 
and beneficiaries. Think carefully 
about what your project specifically 
offers, how it will be beneficial, and 
whether those benefits will be widely 
accessible to those who need them. In 
many cases, the intended beneficia-
ries may not be on a level playing field. 
For example, the enormous racial dif-
ferences in health outcomes observed 
during the pandemic illustrate how 

existing societal inequalities affect 
who suffers and in what ways.6 Does 
your project take these dynamics into 
account and work to mitigate them?

 ˲ Work with and for communities. 
Ask the intended beneficiaries of your 
project—whether they are health-
care workers, public health experts, 
or senior citizens—if your project ad-
dresses their needs. If you believe that 
you have additional insights, have you 
presented them with evidence that 
supports your beliefs and asked them 
for their input? You should provide 
opportunities for communities to col-
laboratively shape the project, give 
ongoing feedback and voice their con-
cerns, and make informed decisions 
for themselves.

 ˲ Mitigate risks. Try to anticipate 
the risks posed by your project and 
how such risks might impact different 
communities. For example, new tech-
nologies to facilitate working from 
home will also provide new opportuni-
ties for companies to track and moni-
tor workers. In many cases, the com-
munities that are most vulnerable to 
the pandemic are also those that are 
most at risk of being harmed by tech-
nological responses.4

 ˲ Understand and protect your 
data. Many technological responses to 
the pandemic either rely on or collect 
data, including data about people’s 
health and locations. If your project 
relies on data, ask where that data 
came from and how it was collected. 
Did you consider the unusual circum-
stances under which the data might 
have been generated?2 What are the 
resulting limitations, if any? Does the 
data capture what you need or what 
you think it captures? Does it reflect a 
representative sample of the relevant 
population (for example, the intended 

If your project 
relies on data, 
ask where that data 
came from and 
how it was collected.

For further information 
and to submit your 
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beneficiaries)? Does the data involve 
restrictive, problematic, or harmful 
classifications, such as only binary 
genders? If your project collects data, 
ask whether this will pose risks, per-
haps resulting from unanticipated 
uses or abuse. For example, when 
correlated with other data, the data 
collected by a contact-tracing project 
could be used to identify and perse-
cute undocumented immigrants. Fail-
ure to guard against these risks will 
limit people’s willingness to rely on 
your project and may undermine the 
solidarity needed to maintain public 
health. Consequently, privacy and se-
curity must be paramount.1

 ˲ Have a plan for when and how 
your project will end. A crucial—yet 
commonly overlooked—feature of any 
project is a plan for when and how it 
will end. If you decide to proceed with 
your project, ask how long it should 
last. When you have an answer, you 
can then plan for a “graceful disman-
tling.”9 If you are not able to devise 
such a plan, you should reconsider 
your decision to proceed. For exam-
ple, systems built to support contact 
tracing during the pandemic can be 
repurposed for other goals or kept in 
place even after the pandemic is over. 
Your plan should therefore include 
controls—technological, legal, or oth-
erwise—that enable you to limit the 
functionality of your project to its in-
tended purpose for the desired dura-
tion. Your plan should also address 
what will be done with the data when 
your project is over. Equally, people 
may come to depend on your project: 
Will ending it harm the intended ben-
eficiaries? If so, how will you guard 
against this?

Following these guidelines can 
make it more likely that projects 
achieve their goals, while minimizing 
harm—helping their intended benefi-
ciaries and other communities, with-
out putting them at risk. 
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adopted by the research community to 
the point that previous approaches tend 
to be regarded as obsolete. Researchers 
and practitioners have extended the use 
of DP beyond the interactive setting it 
was designed for. Extended uses include: 
data release, where privacy of respon-
dents versus data analysts is the goal, 
and collection of personal information, 
where privacy of respondents versus the 
data collector is claimed. Google, Apple, 
and Facebook have seen the chance to 
collect or release microdata (individual 
respondent data) from their users under 
the privacy pledge “don’t worry, whatever 
you tell us will be DP-protected.”

However, applying DP to record-
level data release or collection (which 

T
HE  TRA D IT IONAL APPROACH 

to statistical disclosure con-
trol (SDC) for privacy protec-
tion is utility-first. Since the 
1970s, national statistical 

institutes have been using anonymiza-
tion methods with heuristic parameter 
choice and suitable utility preservation 
properties to protect data before re-
lease. Their goal is to publish analyti-
cally useful data that cannot be linked 
to specific respondents or leak confi-
dential information on them.

In the late 1990s, the computer sci-
ence community took another angle 
and proposed privacy-first data protec-
tion. In this approach a privacy model 
specifying an ex ante privacy condition is 
enforced using one or several SDC meth-
ods, such as noise addition, generaliza-
tion, or microaggregation. The param-
eters of the SDC methods depend on the 
privacy model parameters, and too strict 
a choice of the latter may result in poor 
utility. The first widely accepted privacy 
model was k-anonymity, whereas differ-
ential privacy (DP) is the model that cur-
rently attracts the most attention.

DP was originally proposed for inter-
active statistical queries to a database.5 
A randomized query function κ (that 
returns the query answer plus some 
noise) satisfies -DP if for all datasets D1 
and D2 that differ in one record and all S 
⊂ Range (κ), it holds that Pr(κ(D1) ∈ S) ≤ 
exp() × Pr(κ(D2) ∈ S). In other words, the 
presence or absence of any single record 

must not be noticeable from the query 
answers, up to an exponential factor of . 
The smaller , the higher the protection. 
The noise to be added to the answer to 
enforce a certain  depends on the global 
sensitivity of the query to the presence or 
absence of any single record. Mild noise 
may suffice for statistical queries such 
as the mean, while a very large noise is 
needed for identity queries returning 
the contents of a specific record.

DP offers a very neat privacy guar-
antee and, unlike privacy models in 
the k-anonymity family, does not make 
assumptions on the intruder’s back-
ground knowledge (although it assumes 
all records in the database are indepen-
dent.3,10 For this reason, DP was rapidly 
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introduced previously, publishing use-
ful record-level microdata under DP is 
exceedingly difficult. This is only logi-
cal: releasing DP-microdata, that is, 
individual-level data derived from real 
people, contradicts the core idea of DP, 
namely that the presence or absence 
of any individual should not be notice-
able from the DP output.

A further shortcoming arises when 
trying to use DP to protect continuous 
data collection like Apple and Google 
do. DP is subject to sequential compo-
sition: if a dataset collected at time t1 is 
DP-protected with 1 and a dataset col-
lected at time t2 on a non-disjoint group 
of respondents is DP-protected with 2, 
the dataset obtained by composing the 
two collected datasets is DP-protected 
only with 1 + 2. Therefore, to enforce a 
certain  after n data collections on the 
same set of individuals, each collection 
should be DP-protected with /n, there-
by very substantially reducing the utility 
of the collected data. Strictly speaking, 
it is impossible to collect DP-protected 
data from a community of respondents 
an indefinite number of times with 
a meaningful privacy guarantee. As a 
remedy, Apple made the simplifica-
tion that sequential composition only 
applies to the data collected on an in-
dividual during the same day but not 
in different days.9 Google took a differ-
ent way out: they use sequential com-
position only for values that have not 
changed from the previous collection.4 
Both fixes are severely flawed: the data 
of an individual collected across con-
secutive days or that may have changed 
still refer to the same individual, rather 
than to disjoint individuals. Ignoring 
this and conducting a systematic data 
collection for long periods increases 
the effective  and thus reduces the ef-
fective level of protection by several or-
ders of magnitude. This issue is signifi-
cantly more privacy-harming than the 
previously mentioned large values of  
declared by Apple and Google.

Machine learning (ML) has also seen 
applications of DP. In Abadi et al.,1 DP 
is used to ensure deep learning models 
do not expose private information con-
tained in the datasets they have been 
trained on. Such a privacy guarantee is 
interesting to facilitate crowdsourcing of 
representative training data from indi-
vidual respondents. The paper describes 
the impact of sequential composition 

is equivalent to answering identity 
queries) requires employing a large 
amount of noise to enforce a safe 
enough . As a result, if  ≤ 1 is used, 
as recommended in Dwork and Roth5 
to obtain a meaningful privacy guaran-
tee, the analytical utility of DP outputs 
is likely to be very poor.2,7 This problem 
arose as soon as DP was moved outside 
the interactive setting. A straightfor-
ward way to mitigate the utility prob-
lem is to use unreasonably large .

Let us look at data collection. Apple 
reportedly uses  = 6 in MacOS and  = 14 
in iOS 10 (with some beta versions using 
even  = 43).9 In their RAPPOR technol-
ogy, Google uses  up to 9. According to 
Frank McSherry, one of the co-inventors 
of DP, using  values as high as 14 is 
pointless in terms of privacy.9 Indeed, 
the privacy guarantee of DP completely 
fades away for such large values of .5

As to data release, Facebook has re-
cently released DP-protected datasets for 
social science research, but it is unclear 
which  value they have used. As pointed 
out in Mervis,12 this makes it difficult 
both to understand the privacy guaran-
tees being offered and to assess the trust-
worthiness of the results obtained on the 
data. The first released version of this DP 
dataset had all demographic informa-
tion about respondents and most of the 
time and location information removed, 
and event counts had been added noise 
with σ = 200.6 The second version looks 
better, but is still analytically poorer than 
the initial version released in 2018 un-
der utility-first anonymization based on 
removal of identifiers and data aggrega-
tion. In fact, Facebook researchers have 
acknowledged the difficulties of imple-
menting (and verifying) DP in real-world 
applications.11

The U.S. Census Bureau has also an-
nounced the use of DP to disseminate 
Census 2020 results.8 A forecast of the 
negative impact of DP on the utility of 
the current Census is given in Santos-
Lazoda et al.14 Additionally, Ruggles et 
al.13 have remarked that DP “is a radi-
cal departure from established Cen-
sus Bureau confidentiality laws and 
precedents”: the Census must take 
care of preventing respondent re-iden-
tification, but masking respondent 
characteristics—as DP does—is not 
required. A more fundamental objec-
tion in Ruggles et al.13 is against the 
very idea of DP-protected microdata. As 
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are driven by the insistence to twist 
DP in ways that contradict its own core 
idea: to make the data of any single in-
dividual unnoticeable. 
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over ML training epochs (which can be 
viewed as continuous data collection) 
on the effective : after 350 epochs, a very 
large  = 20 is attained. To obtain usable 
results without rising to such a large , 
the authors use the (,δ) relaxation of DP 
that keeps  between 2 and 8. Employing 
relaxations of DP to avoid the “bad press” 
of large  while keeping data usable is a 
common workaround in recent litera-
ture.1,15 However, DP relaxations are not 
a free lunch: relaxed DP is not DP any-
more. For example, with (,δ )-DP, “δ val-
ues on the order of 1/|D| (where |D| is the 
size of the dataset) are very dangerous: 
they permit preserving privacy by pub-
lishing the complete records of a small 
number of database participants.”5 The 
value of δ employed in Abadi et al.1 and 
Triastcyn and Faltings15 is in fact on the 
order of 1/|D|, thereby incurring severe 
risk of disclosure. Nonetheless, despite 
the use of relaxations and large  and δ, 
the impact of DP on data utility remains 
significant: in Abadi et al.1 the deep 
learning algorithm without privacy pro-
tection achieves 86% accuracy on the CI-
FAR-10 dataset, but it falls down to 73% 
for  = 8 and to 67% for  = 2.

Very recently, DP has also been pro-
posed for a decentralized form of ML 
called federated learning. Federated 
learning allows a model manager to 
learn a ML model based on data that 
are privately stored by a set of clients: in 
each epoch, the model manager sends 
the current model to the clients, who 
return to the manager a model update 
based on their respective private data-

sets. This does not require the clients 
to surrender their private data to the 
model manager and saves computation 
to the latter. However, model updates 
might leak information on the clients’ 
private data unless properly protected. 
To prevent such a leakage, DP is ap-
plied to model updates.15,16 However, in 
addition to distorting model updates, 
using DP raises the following issues:

 ˲  Since model updates are protected 
in each epoch, and in successive epochs 
they are computed on the same (or, at 
least, not completely disjoint) client 
data, sequential composition applies. 
This means that the effective  grows 
with the number of epochs, and the 
effective protection decreases expo-
nentially. Therefore, reasonably useful 
models can only be obtained for mean-
inglessly large  (such as 50–10016).

 ˲ In the original definition of DP, a 
dataset where each record contains 
the answer of a different respondent 
is assumed. Then DP ensures the re-
cord contributed by any single respon-
dent is unnoticeable from the released 
DP-protected output. This protects 
the privacy of any single respondent. 
However, when DP is used to protect 
the model update submitted by a cli-
ent, all records in the client’s dataset 
belong to the client. Making any single 
record unnoticeable is not sufficient 
to protect the client’s privacy when all 
records in the client’s private dataset 
are about the client, as it happens for 
example, if the client’s private data 
contain her health-related or fitness 
measurements. Thus, the DP guaran-
tee loses its significance in this case.

Conclusion
Differential privacy is a neat privacy 
definition that can co-exist with cer-
tain well-defined data uses in the con-
text of interactive queries. However, DP 
is neither a silver bullet for all privacy 
problems nor a replacement for all pre-
vious privacy models.3 In fact, extreme 
care should be exercised when trying to 
extend its use beyond the setting it was 
designed for. As we have highlighted, 
fundamental misunderstandings and 
blatantly flawed implementations 
pervade the application of DP to data 
releases, data collection, and machine 
learning. These misconceptions have 
serious consequences in terms of 
poor privacy or poor utility and they 

Fundamental 
misunderstandings 
and flawed 
implementations 
pervade the 
application of 
differential privacy 
to data releases, 
data collection, and 
machine learning.
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vasive process automation, as well as 
sophisticated teamwork, workflows, 
and management. Second, industrial 
best practices have homogenized with 
those followed by large and successful 
open source software projects. Busi-
nesses have assimilated and contrib-
uted many open source development 
practices. This has made the corre-
sponding knowledge and skills por-

L
E A R N IN G TO PROG RAM is—
for many practical, histori-
cal, as well as some vacuous 
reasons—a rite of passage 
in probably all computer 

science, informatics, software engi-
neering, and computer engineering 
courses. For many decades, this skill 
would reliably set computing gradu-
ates apart from their peers in other 
disciplines. In this Viewpoint, I argue 
that in the 21st century programming 
proficiency on its own is neither rep-
resentative of the skills that the mar-
ketplace requires from computing 
graduates, nor does it offer the strong 
vocational qualifications it once did. 
Accordingly, I propose that comput-
ing students should be encouraged to 
contribute code to open source soft-
ware projects through their curricular 
activities. I have been practicing and 
honing this approach for more than 
15 years in a software engineering 
course where open source contribu-
tions are an assessed compulsory re-
quirement.2 Based on this experience, 
I explain why the ability to make such 
contributions is the modern general-
ization of coding skills acquisition, 
outline what students can learn from 
such activities, describe how an open 
source contribution exercise is em-
bedded in the course, and conclude 
with practices that have underpinned 
the assignment’s success.

Contributing Is the New Coding
Programming skills nowadays are 
only a part of what a software devel-
oper should know. This is the case 
for two reasons. First, practices have 
advanced well beyond the chief pro-
grammer/surgeon model popular-
ized by Fred Brooks in the 1970s,1 to 
include work on orders of magnitude 
larger systems, advanced tooling, per-

Viewpoint  
Why Computing Students 
Should Contribute to Open 
Source Software Projects
Acquiring developer-prized practical skills, knowledge, and experiences.
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V critical judgment, effective commu-
nication, and the recognition of one’s 
limitations (Curriculum Guideline 
8); developing skills for self-directed 
learning (CG 9); appreciating the mul-
tiple dimensions of software engi-
neering problem solving (CG 10); us-
ing appropriate and up-to-date tools 
(CG 12); having a real-world basis (CG 
14); and educating through a variety 
of teaching and learning approaches 
(CG 18).

Embedding Open Source 
Development in a Software 
Engineering Course
The compulsory open source software 
contribution assignment is part of a 
third-year course titled “Software En-
gineering in Practice.” (The course re-
ceived the Management School’s Excel-
lence in Teaching award in 2019.) We 
teach this course to about 20–50 stu-
dents each year who follow the “Soft-
ware and Data Analytics Technologies” 
specialization offered by the Athens 
University of Economics and Business 
Department of Management Science 
and Technology. The course is also a 
recommended elective for the univer-
sity’s Department of Informatics.

The course is delivered using a 
(light) flipped classroom approach4 
and is entirely assessed through 
coursework. The open source contri-
bution assignment counts for 50% of 
the course’s grade. Students can work 
alone or in pairs. Pairing aims to help 
students who may feel insecure on 
their own, though in such cases the 
pair must deliver more work than an 
individual, and the contributions 
must be made from separate GitHub 
accounts.

We assess the students’ perfor-
mance based on their open source 
project work available online (code 
commits and interactions), their final 
written report, and their in-class pre-
sentations. Three presentations take 
place approximately on week 4 (de-
scribing the selected project), week 
8 (outlining the proposed contribu-
tions), and week 14 (summarizing 
the contributions’ implementation). 
Getting a contribution accepted is 
not a prerequisite for passing the as-
signment, but it is positively assessed. 
Other assessed elements include the 
students’ comprehension and docu-

table between volunteer projects and 
enterprise ones.

Consequently, instruction must 
move from a course’s educational labo-
ratory to an organizational setting. By 
contributing to open source projects, 
students acquire in practice a formi-
dable range of skills, knowledge, and 
experiences, allowing them to work 
productively as modern well-rounded 
developers rather than as the lone-
wolf coders portrayed by Hollywood. 
The most difficult skills to acquire in a 
traditional programming assignment 
are the following social and organiza-
tional skills.

 ˲ Developing a sense of context: un-
derstanding how development work 
is embedded within a project’s scope, 
mission, team of co-developers, and 
new forms of leadership;

 ˲ Interacting with a project’s global 
and diverse community;

 ˲ Negotiating feature requests, re-
quirements, and implementation 
choices;

 ˲ Dealing with communication 
problems, such as absent responses, 
which are common in volunteer-run 
projects;

 ˲ Appreciating the software as a 
product through practices such as is-
sue triaging and release planning; and

 ˲ Receiving, discussing, and ad-
dressing code review comments.

Corresponding learning outcomes 
associated with technology range 
from analysis and evaluation to ap-
plication and creation, including the 
following:

 ˲ Navigating through a project’s as-
sets, such as software code, issues, 
documentation, and pull requests;

 ˲ Evaluating swiftly the product and 
process quality of software systems or 
components, as is often required in 
modern software reuse;

 ˲ Configuring, building, running, 
and debugging third-party code;

 ˲ Setting up and running software 
intensive systems with diverse soft-
ware and hardware requirements. In 
the course I run, these have included 
mobile phones, car electronics, ap-
plication servers, databases, contain-
ers, IoT equipment, and embedded 
devices;

 ˲ Choosing realistic contribution 
goals. (Initially students tend to wildly 
overestimate their ability to contribute 

to a project.) This is a key activity in ag-
ile development sprints;

 ˲ Reading third-party code to iden-
tify where their additions or fixes need 
to be made;

 ˲ Modifying a large third-party sys-
tem by adding a new feature or fixing 
a bug;

 ˲ Writing tests that demonstrate a 
contribution is working as expected 
now and into the future;

 ˴ Working with software systems 
developed using multiple program-
ming languages and tools; students are 
often surprised to find out that knowl-
edge of an Integrated Development En-
vironment (IDE) is by no means a pass-
port for contributing to a project;

 ˴ Documenting their work, typi-
cally using a declarative markup lan-
guage, for example Markdown or docu-
mentation generator code comments;

 ˴ Following sophisticated con-
figuration management (version con-
trol) workflows, such as working on 
issue branches and rebasing code 
commits; and

 ˴ Passing pre-commit and contin-
uous integration checks and tests.

Both the social and technical 
learning outcomes are very relevant in 
the modern workplace—and they go 
well beyond the proposed ACM/IEEE 
curriculum for software engineering 
programs.3 In parallel, the course’s 
practices embrace many of the ACM/
IEEE curriculum guidelines as cross-
cutting concerns. These include: the 
exercising of personal skills, such as 

We assess 
the students’ 
performance based 
on their open 
source project work 
available online,  
their final written 
report, and their  
in-class 
presentations.
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 ˲ Try to contribute a trivial fix as 
a warm-up exercise and as a way to 
test your ability to follow the project’s 
workflows.

 ˲ Look for project issues marked as 
“Good first issue,” which indicate a 
project that is open to new contribu-
tors. (There are several online lists of 
projects with such issues.)

We leave the choice of the contribu-
tion entirely to the students: they can 
pick an open task from the project’s 
issue database, or propose their own 
enhancement or fix. Students also of-
ten change tack after interacting with 
the project’s core team. Although their 
freedom to choose their contribution 
may appear to make the assignment 
too easy, we have found that it makes 
it easy enough so that about half of the 
student contributions get integrated.

The most common problems faced 
by the students over their assignment 
are the inability to build the project 
(typically due to inexperience and 
platform incompatibilities) and a lack 
of communication by the project’s 
team (students get needlessly anx-
ious, thinking that their work must 
be integrated into the project). On the 
flip-side, the biggest delight felt by the 
students is when they find their code 
integrated into production software 
used worldwide. Invariably, in the 
course evaluation students comment 
favorably on the many practical skills 
and self-confidence they gain after they 
complete their open source software 
contribution assignment. 

References
1. Brooks, F.P., Jr. The Mythical Man-Month. Addison-

Wesley, Boston, MA, 1975, 32.
2. Spinellis, D. Future CS course already here. Commun. 

ACM 49, 8 (Aug. 2006), 13; https://bit.ly/3bYxSJs
3. The Joint Task Force on Computing Curricula. 

Curriculum Guidelines for Undergraduate Degree 
Programs in Software Engineering. ACM. New York, 
NY; https://bit.ly/3vn04NP

4. Tucker, B. The flipped classroom. Education Next 12, 1 
(Mar. 2012), 82–83.

Diomidis Spinellis (dds@aueb.gr) is a professor of 
software engineering in the Department of Management 
Science and Technology at the Athens University of 
Economics and Business, Greece, and a professor of 
software analytics in the Department of Software 
Technology at the Delft University of Technology, the 
Netherlands.

Many thanks to my colleagues Serge Demeyer, Michael 
Greenberg, and Angeliki Poulymenakou, as well as to the 
former course students Zoe Kotti and Christos Pappas 
for their detailed and constructive comments on earlier 
versions of this Viewpoint.

Copyright held by author.

mentation of the project they chose, 
their contribution’s breadth, their im-
plementation’s quality, their code’s in-
tegration with the project, their testing 
implementation, their collaboration 
with the project’s development team, 
their oral presentations, the quality of 
their written report, and their use of 
the available tooling for activities such 
as version control, code reviews, issue 
management, and documentation.

Cheating (by copying a contribu-
tion from a project fork, or farming 
out work) could, in theory, be an is-
sue; it is countered by having students 
present their work in class, and by 
knowing that their (public) contribu-
tions become part of their work port-
folio and may be quizzed by future 
prospective employers.

The course benefits each year from 
one or two dedicated teaching assis-
tants who run laboratory sessions on 
key tools, and are available during of-
fice hours to advise the students on 
difficulties they invariably face. The 
hard work they put into supporting 
the course, means that increasing the 
number of attending students would 
require a commensurate increase in 
teaching assistants.

Ensuring Successful  
Open Source Contributions
Students approach the course and its 
assignment with trepidation and com-
plete it with jubilation. Ensuring stu-
dents can make meaningful contribu-
tions to an open source project requires 
balancing their inexperience with the 
fast-paced sophistication of modern, 
open source software development.

Throughout the years I have given 
out the assignment, I have seen that 
contributing to open source projects 
has become easier. Projects are be-
coming more inclusive. Many projects 
have streamlined on-boarding and 
mentoring, teams are more diverse 
(including female leads), a published 
code of contact is common, respons-
es are typically polite, and Windows 
builds are often supported (though 
some students adopt Linux to avoid 
glitches). Contributing has been sim-
plified thanks to handholding in pull 
request workflows, widespread adop-
tion of continuous integration, diverse 
code check bots, friendly code review 
processes, and the use of draft pull re-

quests to allow incremental reviewing 
of work in progress.

Still, the open source project envi-
ronment the students dive into, is very 
far apart from the one they typically 
experience in traditional academic as-
signments. Therefore, a small-scale 
contribution is the only realistic goal. 
The key to making the course’s as-
signment work, is to have what are, on 
first sight, very low ambitions for the 
students’ contributions. To an under-
graduate student, the barriers to open 
source contributions are often so high, 
that getting 20 lines of code integrat-
ed into a large project is a worthwhile 
achievement indeed. The advice we 
give our students for choosing a project 
can be summarized as follows.

 ˲ Choose a project with several ac-
tive contributors, so that there is a 
community to guide you and respond 
to your questions.

 ˲ Choose a relatively popular project 
(some GitHub stars) demonstrating 
that it provides useful functionality 
and is developed in a relatively sound 
way. You want to avoid an abandoned 
thesis project uploaded on GitHub.

 ˲ Avoid very popular projects, so 
that your contributions will not get 
drowned in competition, noise, and 
bureaucracy. (Despite this, we have had 
students contributing to blockbuster 
projects, such as Tensorflow and Visu-
al Studio Code.)

 ˲ Verify that you can build and run 
the project on your computer setup.

 ˲ Ensure the project regularly ac-
cepts pull requests from outsiders, so 
that yours will also have a chance.

The open source 
project environment 
the students dive into 
is very far apart from 
the one they typically 
experience in 
traditional academic 
assignments.
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in 2021, and would disproportionately 
affect higher-skilled graduates with 
more than two years of industry experi-
ence. While this story is still playing 
out, we should already anticipate a 
tighter IT labor market, particularly 
among higher-skilled technology jobs.

Increased Competition  
for Highly Skilled IT Labor
Prior to the pandemic, the U.S. Bureau 
of Labor Statistics (BLS) estimated that 
approximately 1,469,200 full-time soft-
ware developers were working in the 
U.S. in 2019, earning an average salary 
of $107,510. Over the next 10 years, BLS 
estimates the U.S. labor market will add 

W
HILE GLOBAL ECONOMIES 

of all scales have been 
severely impacted by 
the COVID-19 global 
pandemic, informa-

tion technology (IT) companies have 
managed to survive much of the eco-
nomic downturn. This is due in large 
part to their past success in distributed 
IT development, remote IT operations, 
and remote maintenance. IT compa-
nies have required their staff to essen-
tially do at home what they had been 
doing in the office years before. More-
over, to meet the constraints of work-
ing from home, the demand for IT ser-
vices has increased across many other 
market sectors, including retail, enter-
tainment, education, and healthcare, 
leading to a more profitable IT market.

Tightening in the Upstream 
IT Labor Supply
While this news is largely positive for IT 
companies, the pandemic is also tak-
ing its toll on the upstream supply of IT 
labor, and software developers in par-
ticular. These effects could constrain 
hiring and innovation over the next two 
to three years. Due in part to travel em-
bargos, limited access to educational 
loans, and delays in student visa pro-
cessing, U.S. colleges and universities 
are observing significant declines in 
graduate-level enrollments in comput-
er and information science this year. 
These declines are translating into one-
year enrollment deferrals, meaning a 
temporary, but significant reduction in 

expected 2021 graduation rates.
Two years ago, in 2019, U.S. colleges 

and universities awarded more than 
136,000 bachelor’s, master’s, and 
Ph.D. degrees in computer and infor-
mation science (CIS).6 Among which, 
35,200 of these degrees were awarded 
to nonresident aliens, among whom 
27,200 or 77% earned either a master’s 
or doctoral degree, placing these grad-
uates in a higher skilled technology 
category. Recently, the American Coun-
cil on Education (ACE) reported a 43% 
decline in pandemic-era enrollments 
for international students based on re-
cent surveys.5 This decline will reduce 
CIS post-graduates by 11,700 students 

Viewpoint  
The 2021 Software Developer 
Shortage Is Coming 
Companies must address the difficulty of hiring and retaining  
high-skilled employees from an increasingly smaller labor supply.

DOI:10.1145/3440753 Travis Breaux and Jennifer Moritz

http://dx.doi.org/10.1145/3440753


40    COMMUNICATIONS OF THE ACM   |   JULY 2021  |   VOL.  64  |   NO.  7

viewpoints

skill shortages in hard-to-fill and un-
filled vacancies reduce firm-level perfor-
mance.1 Hard-to-fill vacancies include 
those requiring more experience and 
qualifications, such as IT positions that 
require at least two years of experience, 
which are reported to be 40% more diffi-
cult to fill than entry-level positions. Un-
filled vacancies are measured by the raw 
number of open positions within the 
last 12 months, which is independent 
of how recruiters interpret “difficult to 
hire.” In general, Bennett and McGuin-
ness found that hard-to-fill vacancies re-
duced productivity levels by 65%, while 
unfilled vacancies reduced productiv-
ity levels by 75%. This productivity loss 
is amplified when the company has a 
large proportion of new graduates and 
inexperienced workers, or when the 
company has significant investments 
in R&D, which otherwise drives up pro-
ductivity when labor shortages are mini-
mal. Substantiating the impact of labor 
shortages on innovation, Horbach and 
Rammer analyzed three years of the 
German Innovation Survey and found 
that unfilled positions in high skill ar-
eas correlates with increased canceling 
of innovation projects.4

Unfilled positions lead to increased 
churn as skilled employees jockey for 
better jobs at more attractive compa-
nies. What makes a company attractive 
to a prospective employee is driven in 
part by the skills that a prospective hire 
feels they can develop on the new job. 
Based on an analysis of employment 
data from over 50,000 workers, Tambe 
et al. found that IT employees accept a 
“compensating differential,” such as 
trading pay for other job attributes, 
when they can work with novel and 
emerging IT systems and develop their 
skills on the job.7 Furthermore, their 

316,000 software developer jobs, which 
is a phenomenal 22% growth rate, or an 
average of about 31,000 new jobs each 
year. By comparison, lesser-skilled com-
puter programmer jobs would decline 
by 9% to fewer than 193,800 jobs by 2029, 
showing a continued shift in the U.S. la-
bor market toward higher-skilled IT jobs 
that include the engineering practices of 
software design, software construction 
and maintenance. The 43% decline in 
new CIS graduates reported by the ACE 
would reduce BLS estimated job growth 
by 38% in 2021 by leaving thousands of 
jobs unfilled.

In our review of published 2018 data 
from the Student and Exchange Visitor 
Program (SEVP), 61% of the top 200 
companies that hire graduates under 
Optional Practical Training (OPT) con-
duct business in management consult-
ing, and information technology, in-
cluding retail, finance, and healthcare;9 

see the sidebar here. This includes pop-
ular consulting companies, such as De-
loitte, PriceWaterhouseCoopers, and 
KPMG, as well as popular technology 
companies, such as Amazon, Apple, 
Google, and Microsoft. We estimate 
that in 2018 there were 46,700 new 
workers authorized under STEM OPT 
who were potentially working in IT-re-
lated fields. If true, then a decline of 
11,700 CIS graduates in 2021 could re-
duce the available OPT-authorized IT 
workforce by as much as 25%.

The Impact of Labor Shortages 
on IT and Innovation
When labor-supply shortages arise in 
IT, the impact can negatively affect both 
productivity and innovation. In a survey 
of electronic and mechanical engineer-
ing and IT firms in Northern Ireland, 
Bennett and McGuinness found that 

For nonresident aliens to work in the U.S. after graduation, they must first have a valid work 
authorization, which has historically included Optional Practical Training (OPT).a The OPT 
began in 1953 to authorize international students to work for a period of 6–18 months as 
determined by their school and training agency (18 Fed. Reg. at 3,529). This program has 
since evolved to meet the demands of modern educational and workforce requirements. 
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strate their intellect and entrepreneur-
ship. Moreover, providing corporate 
support for online software engineering 
education can re-energize a culture of 
innovation. Together, these investments 
can help companies reduce their expo-
sure to the effects of this pandemic, 
while the upstream supply of IT labor 
replenishes to meet growing demand.

Conclusion
It is evident a labor shortage is ex-
pected to arrive soon and that it will 
disproportionately affect highly skilled 
workers. With an estimated reduction 
of 11,700 CIS graduates in 20215 and 
the BLS estimated 22% growth in soft-
ware developer jobs,8 there could be 
thousands of positions left unfilled or 
hard-to-fill. The added difficulty of hir-
ing skilled employees from a smaller 
labor supply has the potential to cost 
companies through lost productivity 
and reduced innovation. The remain-
ing question is how will companies 
creatively hire and retain high-skilled 
employees amidst all the coming tur-
moil? Companies can get ahead of 
the shortfall with two strategic steps: 
establishing a dual career path that al-
lows employees to grow, and investing 
in employee education and training. 
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analysis shows employees value work-
ing on interesting IT systems above 
most other employer attributes, such 
as pay and other benefits. They also 
note that recent graduates who arrived 
with newer skills in a high-demand job 
market would have more job options, 
and thus be more competitive hires.

How Can Companies Improve 
Their Retention and Hiring?
Instead of waiting for positions to be-
come hard-to-fill and unfilled—lead-
ing to more lost productivity and re-
duced innovation—companies can 
take two strategic steps to attract and 
retain high-skilled employees: estab-
lish a dual career path for managerial 
and technical staff, and invest in em-
ployee education and training.

In 1988, Ginzburg and Baroudi iden-
tified the need to define a non-manage-
rial technical career ladder to comple-
ment the traditional management track 
for promotions.3 Over the last seven 
years, we observed that over 50% of 
graduates of the Master of Software En-
gineering (MSE) program at Carnegie 
Mellon University (CMU) have entered 
senior positions. These graduates enter 
either a managerial track, such as Proj-
ect and Program Manager or Staff Soft-
ware Engineer, or they enter a technical 
track, such as Senior Software Engineer 
and Software Development Engineer II 
and above. The technical track encour-
ages career growth without shifting 
one’s responsibilities to primarily cover 
management activities. In April 2020, 
we looked at career paths of alumni who 
graduated from 2015–2017 recording  
44 alumni who ascended the technical 
ladder within their companies, and 10 
who ascended by changing employers. 
Companies that allow employees to 
move between tracks afford employees 
more flexibility to pursue skill develop-
ment within the company versus look-
ing outward for open positions else-
where. For example, we observed CMU 
MSE alumni working for a few years as 
technical leaders, building critical ser-
vice infrastructure, who later chose to 
develop their personnel and project 
management skills by moving to a man-
agement track. We also see the con-
verse, though less often: after having 
managed a team for some time, an 
alumnus/alumna chooses to re-enter a 
product or project team as a technical 

leader in a non-management role. In 
our discussions with alumni, these 
shifts were not viewed as career com-
promises, but as skill development op-
portunities.

Another way to attract and retain em-
ployees, and to support internal career 
advancement, is to engage employees in 
on-the-job education by providing on-
line learning benefits in addition to pay. 
One consequence of the pandemic has 
been large moves by colleges and uni-
versities toward online learning. 
Coursework in artificial intelligence 
and machine learning, DevOps, and 
software architecture are now online 
and taught by the world’s experts in 
these topics. Online learning opportu-
nities come in different sizes, from one- 
to three-course certificates to part-time 
degree programs that students com-
plete over two to three years. In many 
cases, employees dedicate 10–12 hours 
a week to online courses, while applying 
this advanced knowledge to their work-
place projects. To build such benefits, 
companies should consider several is-
sues, including: how to allow for flexible 
schedules that accommodate online 
classes; how much to compensate em-
ployees for course tuition, recognizing 
these newly learned skills will transfer 
to their workplace performance; and 
whether a certificate or a degree pro-
gram is the right incentive for recruit-
ment and retention. Certificates may be 
attractive to senior employees, whereas 
a graduate degree could entice recent 
hires looking for more experience and 
seek additional formal education aimed 
at advancing their careers internally.

By emphasizing career paths that fos-
ter skill development, companies can 
move to keep employees more engaged 
with new opportunities that demon-

Unfilled positions 
lead to increased 
churn as skilled 
employees jockey for 
better jobs at more 
attractive companies.
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SHARED LIBRARIES ENCOURAGE code reuse, promote 
consistency across teams, and ultimately improve 
product velocity and quality. But application developers 
are still left to choose the right libraries, figure out how 
to correctly configure them, and wire everything 
together. By preinstalling and preconfiguring libraries, 
application frameworks provide a simplified developer 
experience and even greater consistency, albeit at the 
cost of some flexibility.

By owning the entire application life cycle, frameworks 
go beyond a mere collection of libraries. Guaranteed 
framework behavior can scale development—for 
example, by avoiding the need for in-depth security or 
privacy code reviews of every application. The cross-team 
and cross-language consistency provided by frameworks 
is also a necessary foundation for higher-level 
automation and smart systems.

This article offers an overview of the central aspects 
of frameworks, then dives deeper into their benefits, 
the trade-offs they entail, and the most important 
features we recommend implementing. Finally, we 
present a practical application of frameworks 

at Google: how developing a microser-
vices platform allowed Google to break 
up its monolithic code base, and how 
frameworks enabled that change.

A framework is, in many ways, simi-
lar to a shared library and has similar 
benefits. For Google, two technical 
principles help to distinguish a frame-
work from a library: inversion of con-
trol and extensibility. While seemingly 
modest, the many benefits of frame-
works discussed in this article are 
mainly derived from these principles.

Inversion of control. In an applica-
tion built from scratch, the engineer 
dictates the flow of the program—this 
is normal control flow. In a framework-
based application, the framework 
controls the flow and will call into the 
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user code—this is inverted control 
flow. Inverted control flow is some-
times referred to as the Hollywood 
principle: “Don’t call us; we’ll call 
you.” The framework control flow is 
well defined and standard across all 
applications. Ideally, applications im-
plement only the application-specific 
logic, while the framework handles all 
the other minutiae of building some-
thing like a microservice.

Extensibility is the second key dif-
ferentiator from a library and goes 
hand in hand with inversion of control. 
Because a framework’s control flow is 
owned by the framework, the only 
mechanism to alter its behavior is via 
the extension points it exposes. For ex-
ample, a server framework might have 

an extension point that allows an appli-
cation to run some code after every re-
quest. This behavior also implies that 
nonextensible parts of a framework are 
fixed and cannot be changed by appli-
cations.

Benefits of Frameworks
Frameworks have multiple benefits be-
yond the functionality that shared li-
braries provide, and they are advanta-
geous to a variety of stakeholders in 
different ways.

Developers. Developers, who ulti-
mately decide whether or not to use an 
available framework, are their most ob-
vious beneficiaries. Primary developer 
benefits include increased productivi-
ty, simplicity, and conformity to best 

practices. Developers can write less 
code by leveraging built-in framework 
features, and the code they do write can 
be simpler because the framework 
handles boilerplate code. A framework 
provides a well-lit path for best practic-
es by providing sensible defaults and 
eliminating pointless and time-con-
suming decision-making.

Production teams. In addition to 
improving developer productivity, 
frameworks benefit product teams by 
freeing up team resources that would 
otherwise be spent building redun-
dant infrastructure. Product teams 
can then focus on what makes their 
product special.

Product teams also benefit when 
frameworks isolate them from changes 
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that is, when they encourage the use of 
some technologies or design patterns 
over others.

Opinionated frameworks can greatly 
simplify the job of developers approach-
ing their new system with a blank slate. 
When developers have many ways to 
accomplish the same task, they can 
easily get buried in the details of deci-
sions that have negligible impacts on 
the overall system. For these develop-
ers, accepting the preferred technolo-
gies of an opinionated framework al-
lows them to focus on the business of 
building their system. Having a com-
mon and consistent preference also 
benefits the entire company, even if 
that answer is less than perfect.

Of course, you may have to deal with 
a long tail of applications and teams, 
and some product requirements or 
team preferences may not be well suited 
for existing frameworks. Framework 
maintainers are put in the position of 
deciding what is and isn’t a best prac-
tice, and whether an unconventional 
use case is “valid” or not, which can be 
uncomfortable for everyone involved.

Another important consideration is 
that even if something is clearly a best 
practice today, technology evolves 
quickly, and there’s a risk that frame-
works will not keep pace with innova-
tion. Experimenting with alternative 
application designs may be more ex-
pensive because developers need to ei-
ther learn framework implementation 
details or rely on assistance from 
framework maintainers.

Universality can lead to unneces-
sary abstractions. Many framework 
benefits, such as common control sur-
faces (explained later), are realized 
only when a critical mass of applica-
tions use the same framework. Such a 
framework must be generic enough to 
support the vast majority of use cases, 
which in practical terms means hav-
ing a rich request life cycle and all the 
extensibility hooks that any applica-
tion would need. These requirements 
necessarily add some layers of indirec-
tion between the application and un-
derlying libraries, which can add both 
cognitive and CPU overhead. For ap-
plication developers, more layers in 
the software stack can complicate de-
bugging.

Another potential drawback of 
frameworks is that they are yet one 

in the underlying infrastructure. 
While not possible in all cases, the ad-
ditional abstractions provided by a 
framework mean that some infra-
structure migrations can be treated as 
implementation details, which are 
handled entirely by whomever main-
tains the framework.

Product launches at Google often 
require signoff from multiple teams. 
For example, a launch coordination en-
gineer is responsible for reviewing 
launches for production safety and ef-
fectiveness, while an information secu-
rity engineer will check an applica-
tion’s design for common security 
vulnerabilities. A framework can sim-
plify the launch review process when 
the teams performing reviews are fa-
miliar with the frameworks and can 
rely on their behavioral guarantees. Af-
ter launch, standardization will also 
make the system easier to manage.

The company. At the company level, 
common frameworks can increase de-
veloper mobility by reducing how long 
it takes for developers to get up to 
speed on a new application. If a com-
pany has a sufficiently large communi-
ty of developers, investing in high-qual-
ity documentation and training 
programs is worthwhile; this in turn 
helps attract documentation and code 
contributions from the community it-
self. Widespread usage of a framework 
also means that a relatively small in-
vestment in improvements to the 
framework can have a large impact.

Over time, centralization in frame-
work architectures can allow widescale 
reaction to changing landscapes. For 
example, if you rely on a consistent mi-
croservice/remote procedure call (RPC) 
framework and bandwidth becomes 
more expensive relative to CPU, then 
the framework defaults can centrally 
adjust compression parameters based 
on that cost trade-off.

Trade-Offs for Frameworks
While frameworks come with the mul-
tiple benefits just described, they also 
entail certain trade-offs.

Opinionated frameworks can hin-
der innovation. Frameworks often have 
to make choices about which types of 
technologies to support. While sup-
porting every conceivable technology is 
not practical, there are clear benefits 
when frameworks are opinionated—

While applications 
can take advantage 
of the framework 
extension points, 
most of the 
application code 
takes the form 
of actions, which 
embody the 
application-specific 
business logic.
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Figure 2. RPC stubs.

// Make sure to call newStub for all stubs first, before we wait for any
// of them.
FooService.Stub fooStub = FooService.newStub(...); // In library 1
BarService.Stub barStub = BarService.newStub(...); // In library 2
BazService.Stub bazStub = BazService.newStub(...); // In library 3
// Wait, now that we have started the async connection process for all 
// stubs. The order in which we wait for the stubs is irrelevant.
waitUntilReady(fooStub);
waitUntilReady(barStub);
waitUntilReady(bazStub);

Figure 1. Server initialization code.

// In library 1
// newStub creates a stub which will asynchronously connect to a backend.
FooService.Stub fooStub = FooService.newStub(...);
// waitUntilReady blocks until the stub is successfully connected.
waitUntilReady(fooStub);
// In library 2
BarService.Stub barStub = BarService.newStub(...);
waitUntilReady(barStub);
// In library 3
BazService.Stub bazStub = BazService.newStub(...);
waitUntilReady(bazStub);

more thing engineers have to learn. 
Newly hired Googlers are frequently 
overwhelmed by the number of tech-
nologies they need to learn just to get a 
“Hello, world” example working. A full-
featured framework might make the 
situation worse, not better.

Google has mitigated these issues 
somewhat by trying to make the core 
of each framework as simple and per-
formant as possible and leaving other 
features as optional modules. Google 
also tries to provide framework-aware 
tools that can leverage the inherent 
structure of the frameworks to simpli-
fy debugging. Ultimately, however, 
frameworks have a cost that you must 
acknowledge, and you need to make 
sure that any given framework pro-
vides enough benefits to justify this 
cost. Different programming-lan-
guage frameworks may also have dif-
fering sets of trade-offs, creating an-
other decision point and cost/benefit 
scenario for developers.

Important Framework Features
As already discussed, inversion of con-
trol and extensibility are fundamental 
aspects of frameworks. Beyond those 
basic parameters, frameworks should 
account for several other features.

Standardized application life cycle. 
To reiterate, inversion of control means 
that a framework owns and standardiz-
es an application’s overall life cycle, but 
what benefit does this structure actual-
ly buy? The scenario of avoiding cascad-
ing failure provides one example.

Cascading failure is a well-known 
cause of system outages, including 
many at Google. It can occur when part 
of a distributed system fails, which 
then increases the probability that oth-
er parts will fail. For more information 
on the causes of cascading failures and 
how to avoid them, see the chapter on 
“Addressing Cascading Failures” in 
Site Reliability Engineering.1

Server frameworks at Google have a 
number of built-in protections against 
cascading failure. Two of the most im-
portant principles are:

 ˲ Keep serving. If a server can answer 
requests successfully, it should do so. 
If it can successfully serve some kinds 
of requests but not other kinds, it 
should continue running and answer 
the requests that it can serve.

 ˲ Start up quickly. The server should 

start up as quickly as possible. Faster 
startup means faster recovery from 
crashes. The server should avoid waiting 
serially for initializations involving 
RPCs to external systems to complete.

The Google production environ-
ment gives each server a configurable 
amount of time to become “healthy” 
(start responding to requests). If the 
time expires, the system  assumes that 
an unrecoverable error occurred and 
terminates the server process.

There is one common antipattern 
that occurs naturally in the absence of 
a framework: A library creates its own 
RPC connection and then waits for 
that connection to be ready. As a serv-
er code base grows over time, you can 
end up with literally dozens of such li-
braries in the transitive dependen-
cies. The result is server initialization 
code, which, if unrolled effectively, 
looks like Figure 1.

Under normal circumstances, this 
code will work fine, which is especially 
problematic because there is no indi-
cation of a lurking problem. That prob-
lem shows itself when one of the asso-
ciated back-end services slows down or 
goes down altogether—now the prima-
ry server’s startup is delayed. If the 
startup is sufficiently delayed, it will be 
killed before it ever gets a chance to 
start handling requests, which can 
contribute to a cascading failure.

One possible improvement is to cre-
ate the RPC stubs first, as in Figure 2, 
and then wait for them all in parallel. 
In this scenario, you need to wait only 
for the max of the stub initialization 
times rather than the sum.

While still not perfect, even this 
limited refactoring demonstrates that 
you need some coordination between 
the libraries creating the RPC stubs—
they must hand off the responsibility of 
waiting for the stub to something out-
side of the library. In Google’s case, 
that responsibility is owned by the serv-
er framework, which also has the fol-
lowing features:

 ˲ Waiting for all stubs to be ready in 
parallel, by polling readiness periodi-
cally (< 1 sec). Once a configurable time-
out has elapsed, the server can contin-
ue with initialization even if not all back 
ends are ready.

 ˲ Emitting human- and machine-
readable logging for debugging and in-
tegration with standard monitoring 
and alerting systems.

 ˲ Plugging in arbitrary resources, not 
just RPC stubs, through a generic 
mechanism. Technically, only a func-
tion returning a Boolean (for “Am I 
ready?”) and a name is necessary for 
logging purposes. These hooks are typi-
cally used by the common libraries that 
deal with resources (for example, a file 
API); application developers often get 
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work because the underlying APIs that 
the applications are coding against are 
inherently prone to bugs, like XSS, be-
cause they accept strings or similarly 
unstructured/untyped data. For exam-
ple, the Java Servlet API gives applica-
tions a raw writer, to which you can pass 
arbitrary characters. This approach 
puts too much of a burden on develop-
ers to do the right thing; instead, the se-
curity team at Google has focused on 
designing inherently safe APIs, such as:

 ˲ HTML template systems with con-
textual-aware escaping.

 ˲ SQL injection-resistant database 
APIs.

 ˲ “Safe HTML” wrapper types that 
carry contracts stipulating that their 
value is safe to use in various contexts.

The request life cycle of Google’s 
server frameworks complements the 
use of these APIs because the applica-
tion code never deals with raw strings 
or bytes. Instead, the code returns 
high-level response objects with types 
such as SafeHtmlResponse that can be 
constructed only in ways that are guar-
anteed to be well formed. Turning 
those response objects into bytes on 
the wire is the responsibility of a re-
sponse handler, which is typically a 
built-in part of the framework. Google 
sometimes needs custom response 
handlers, but all usages must be re-
viewed by the security team—a require-
ment that is enforced at the build level.

The net impact is that Google has re-
duced the number of XSS vulnerabili-
ties to virtually zero in applications us-
ing these frameworks. As you can 
imagine, Google’s security team 
strongly encourages the use of frame-
works and has made many framework 
contributions to improve the security 
story for all framework users. A stan-
dard framework-based server can ef-
fectively skip many of the security or 
privacy reviews that a bespoke server 
would require to launch, since the 
framework is trusted to guarantee cer-
tain behaviors.

Of course, the benefits of a struc-
tured and extensible request life cycle 
go well beyond separating business 
logic from response serialization. The 
most basic benefit is that it keeps each 
component small and easy to reason 
about, which helps long-term code 
health. Other infrastructure teams 
within Google can easily extend frame-

the behavior automatically just by us-
ing the library.

 ˲ Providing a centralized way to con-
figure certain back ends as “critical,” 
which alters their startup and runtime 
behavior.

These features would (rightly) be 
considered overkill for any individual 
library, but implementing them makes 
sense if you can do so in a central place 
from which all back end-using libraries 
can benefit. Just as shared libraries are 
a way to share code among applica-
tions, in this case the framework is a 
way for libraries themselves to share 
functionality.

Site reliability engineers (SREs) are 
much happier to support framework-
based servers because of features such 
as these, and they often encourage 
their developer counterparts to 
choose framework-based solutions. 
Frameworks provide a baseline level 
of production regularity that is diffi-
cult—if not impossible—to achieve 
when just gluing together a bunch of 
disconnected libraries.

Standardized request life cycle. 
While details vary depending on the 
type of application, many frameworks 
support additional life cycles beyond an 
overall application life cycle. For Google 
server frameworks, the most important 
unit of work is a request. Following a 
similar inversion-of-control model, the 
goal of the request life cycle is to divide 
the responsibilities for different aspects 
of the request into separate extensible 
pieces of code. This allows application 
developers to concentrate on writing 

the actual business logic that makes 
their application unique.

Here’s an example of one such real-
world framework and its component 
pieces, as illustrated in Figure 3:

 ˲ Processors—intercept incoming 
and outgoing payloads. Mostly used 
for logging but have some capabilities 
for short-circuiting a request (for ex-
ample, enforcing invariants across an 
entire application).

 ˲ Action—application business logic 
that takes the request and returns a re-
sponse object, possibly with side effects.

 ˲ Exception handler—converts an un-
caught exception into a response object.

 ˲ Response handler—serializes a re-
sponse object to the client.

While applications can take ad-
vantage of the framework extension 
points, most of the application code 
takes the form of actions, which em-
body the application-specific busi-
ness logic.

This separation of concerns has been 
helpful in the realm of Web security, for 
example. Google develops many Web ap-
plications, so it has a strong desire to 
guard against all of the various Web secu-
rity vulnerabilities, such as XSS (cross-
site scripting). XSS vulnerabilities are 
often caused by application code re-
turning a string response containing 
insufficiently sanitized or escaped data. 
The traditional approach to fixing these 
bugs is simply to add in the missing es-
caping data and hope that tests and 
code reviews will prevent similar prob-
lems in the future (spoiler: they will not).

Fundamentally, this approach won’t 

Figure 3. An example framework and its component pieces.
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work functionality without working di-
rectly with the framework team. Finally, 
applications can introduce their own 
cross-cutting features without touch-
ing each action. In some cases, these 
features are domain-specific, but other 
features end up being generally appli-
cable and are eventually “upstreamed” 
into the framework itself.

Common control surfaces. What we 
call control surfaces include all of the 
non-application-specific inputs and 
outputs of a binary when viewed as a 
black box. These include operational 
controls, monitoring, logging, and 
configuration.

Uniformity across servers simplifies 
troubleshooting. Regardless of which 
server they’re troubleshooting, devel-
opers and SREs all know what informa-
tion is available and where to look for 
it. If something about a server needs to 
be tweaked, everyone knows which 
knobs are available and how to change 
them.

Beyond making it easier for humans 
to operate servers, having common 
control surfaces across servers also 
makes shared automation viable. For 
example, if all servers export errors in a 
standard way, changing the release 
pipeline to perform automatic canary-
ing becomes possible: You can first roll 
out a new binary to a few servers and 
look for a spike in errors before per-
forming a wider rollout. You can read 
more about the benefits of a common 
control surface from the SRE’s per-
spective in the chapter on the “Evolv-
ing SRE Engagement Model.”1

Frameworks provide a great oppor-
tunity to enforce a level of uniformity 
across application control surfaces. 
While, generally, only a few people care 
about the exact composition of control 
surfaces, there is tremendous value to 
the company in having a single, consis-
tent answer. Consistency means that 
you can easily share and scale automa-
tion across multiple binaries. By sim-
plifying integration with the surround-
ing ecosystem, you can reap the 
benefits of having a standard many 
times over, independent of the merits 
of the standard itself.

One challenge of implementing a 
common control surface is that frame-
work maintainers are often the first to 
discover inconsistencies across pro-
gramming-language libraries. For ex-

ample, all languages had an existing 
notion of a command-line argument 
whose value was a duration of time. On 
the positive side, the syntax was some-
what compatible among languages, at 
least for the most basic examples, such 
as “1h30m.” Once we dug into the de-
tails, however, a different picture 
emerged, as shown in Figure 4.

These days, library owners have a 
greater awareness of the value of cross-
language consistency and the need to 
take such consistency into consider-
ation. On the framework side, Google 
also uses test harnesses to run the 
same suite of tests against servers writ-
ten in each programming language to 
ensure consistency going forward.

Modularity. For better or worse, 
there is no central software engineer-
ing authority at Google. Although most 
developers work against a single code 
repository, engineering practices still 
vary significantly among teams. The 
choice of technologies for any given 
project typically rests with the tech lead 
of the project, with few top-down man-
dates. Understandably, people tend to 
choose technologies with which they 
have prior experience. As a result, in or-
der for a new technology to gain signifi-
cant adoption, it must have either an 
obvious value or a low barrier to entry; 
typically, it must have both.

For Google’s server frameworks, 
core life-cycle management and re-
quest dispatching are the only strictly 
required features. All other functional-
ity is bundled into optional, indepen-
dent “modules” that implement their 
functionality using the various life-cy-
cle hooks exposed by the framework, as 
discussed earlier. Application develop-
ers can pick and choose which mod-
ules to add to their server, and in many 
cases even major features can be added 
via a one-liner:

install(new LoadSheddingModule());

The actual list of available standard 
modules numbers in the hundreds, in-
cluding features such as authentica-
tion, experiments, and logging.

The ability to incrementally add 
framework features to a server was a big 
factor in framework adoption at Google. 
It allowed for “Hello, world” examples 
and prototype servers to be small and 
easy to understand, while still making it 

simple to scale up to a more full-fea-
tured server when appropriate.

The independence of the modules 
also allows for easy substitution of an 
application-specific module for a stan-
dard framework module if you have 
special requirements. Because stan-
dard framework modules use the same 
extensibility APIs as application-specif-
ic modules, upstreaming a useful fea-
ture into the framework is usually a 
trivial matter of moving code. This al-
lows a framework to be an ever-grow-
ing collection of best practices, once 
they have proven their real-world value.

The high degree of encapsulation 
exhibited here means that framework 
maintainers can radically change the 
implementation of a module without 
touching any application code. This is 
especially useful when a back-end sys-
tem is deprecated or requires API 
changes (which is distressingly com-
mon). Google frameworks have insu-
lated many application developers 
from needing to perform complex or 
costly migrations, and for many teams 
this is one of the most compelling ben-
efits of frameworks today.

One role of a framework maintainer 
is to ensure that modules correctly col-
laborate with each other. Maintainers 
can also select default module lists or 
provide recommendations and con-
straints about which modules should 
be used for different situations.  
One challenge is striking the right  
balance with regard to granularity: 

Figure 4. Inconsistencies across program-
ming language libraries.

C++ Java

Days ("d") ✓

Hours ("h") ✓ ✓

Minutes ("m") ✓ ✓

Seconds ("s") ✓ ✓

Milliseconds ("ms") ✓

Microseconds ("us") ✓

Nanoseconds ("ns") ✓

Units out of order ✓

Repeated units ✓

Fractional values ✓

Unitless value ✓

Mixed case ✓
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change. For example, one important 
Google Search-related C++ binary be-
came so large that it was impossible 
even to link, given technical limits at 
the time (12GB RAM).

When it comes to releases, it’s diffi-
cult to push them to monoliths on 
schedule. As a monolith grows, so too 
does the number of contributing de-
velopers, which results in more block-
ing bugs. A delayed release may make 
achieving the next release even more 
difficult, creating a vicious cycle.

In production, monoliths create a 
dangerous shared fate between osten-
sibly unrelated services, as well as a 
greater chance of bugs caused by unex-
pected interactions. Scaling services 
independently of one another is im-
possible, which makes resource provi-
sioning more difficult.

Moving away from a server-oriented 
world. Although it eventually became 
clear that the monolith situation at 
Google was unsustainable, there was no 
good alternative. Simply mandating that 
people stop adding to a monolith would 
have had equally bad consequences. In-
stead, Google needed to eliminate the 
toil of productionizing and running a 
new server. That would allow the deci-
sion of which services should make up a 
server to be based purely on production 
reasons, rather than developer conve-
nience, shown in Figure 5.

Working backward from the goal 
that developers should just focus on 
the business logic of their application-
specific service, and that everything else 
should be automated as much as pos-
sible, some requirements eventually 
became clear:

 ˲ Developers should be declaring 
and implementing service APIs, not 
writing main methods: orchestrating 
how a binary is actually run is the role 
of the microservice platform.

 ˲ All of the metadata needed for auto-
mation, including production configu-
ration, should live in a declarative for-
mat alongside the code for the service.

 ˲ Resources and dependencies be-
tween services should be explicit and 
declarative. Ideally, you should be able 
to visualize the entire production topol-
ogy just from looking at the metadata 
for the universe of services.

 ˲ Services should be isolated from 
each other, so that arbitrary services 
can be co-assembled into a server. 

While developers tend to prefer fine-
grained modules for flexibility, it’s 
harder for framework maintainers to 
ensure that all combinations will work 
well together.

Microservices. The standardization 
provided by widespread use of frame-
works leads to opportunities for high-
er-level tools and automation. This 
allowed Google to create a microser-
vices platform and break up the 
monolithic servers.

Before microservices: The monolith. 
The existence of shared libraries and 
frameworks has greatly simplified the 
actual act of writing production-quality 
code within Google. Writing code, how-
ever, is just one part of deploying an ap-
plication at Google. Other critical ingre-
dients include integration testing, 
launch reviews for aspects such as secu-
rity and privacy, acquiring production 
resources, performing releases, collect-
ing and saving logs, experimentation, 
and debugging and resolving outages.

Historically, handling all of these 
items was an expensive process that all 
server owners had to complete, regard-
less of server size. As a result, instead of 
deploying new servers, smaller teams 
adding a new service would look for an 
existing server to which they could add 
their code. This way, the team could just 
focus on writing their business logic 
and get everything else “for free.” Of 
course, once enough teams took this ap-
proach, it became clear that piggyback-
ing onto existing server functionality 
was not actually free. This incentive 
structure resulted in a tragedy of the 
commons many times at Google: Well-
supported servers continued to grow 
and grow until they became huge and 
unmaintainable monoliths.

Monoliths have many negative con-
sequences. On the developer produc-
tivity front, you must deal with slow 
builds, slow server startup, and a high 
likelihood that your presubmit tests 
will break when you try to submit your 

Figure 5. Breaking up a monolithic server into smaller servers.
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Among other requirements, this means 
avoiding global state and side effects.

When these requirements are satis-
fied, virtually all formerly manual pro-
cesses can be automated. For example, 
testing infrastructure can use the 
metadata to wire up a portion of the 
service-dependency graph when run-
ning integration tests.

A microservice platform using these 
principles was developed at Google, 
initially for the purpose of breaking up 
a particularly large monolithic server 
that had seen rapid growth as a result 
of intense feature development. 
Once the platform proved beneficial, 
it was organically adopted by other 
teams within Google and was eventu-
ally spun out into a separate, officially 
supported project.

Today the platform is the de facto 
standard for new server development, 
in part because it appeals to both small 
teams and large organizations. Be-
cause of the high level of automation, 
small teams can now easily turn up a 
Google-quality production service in a 
matter of days, whereas before a turn-
up following best practices might have 
taken months. For large organizations, 
the consistency across teams reduces 
support costs, and the shared platform 
means that staffing org-specific infra-
structure teams is often unnecessary.

Another benefit of moving to mi-
croservices has been encouraging de-
velopers to think more about the prop-
er division of work among services, 
which has led to more rational system 
architectures. Using technologies such 
as gRPC and protocol buffers as the 
boundary between separate systems 
forces you to consider the APIs in a way 
that doesn’t necessarily happen when 
you’re only using function calls in the 
same process. RPC systems are also 
language agnostic, so each microser-

vice owner can independently decide 
which language to use.

One remaining challenge, and a ripe 
area for future work, is providing high-
er-level tools to manage an ever-growing 
number of microservices. For example, 
monitoring consoles that were written 
in the previous era may have assumed a 
relatively small number of unique bina-
ries, and this will require a new user in-
terface to accommodate the much 
greater number of binaries that arises 
when people fully adopt microservices.

Relationship with frameworks. 
Frameworks are a critical component 
of making Google’s microservices plat-
form work for a few reasons:

 ˲ The inversion of control inherent 
in the framework’s life cycle naturally 
lends itself to a model where applica-
tion developers just hand off their ser-
vice implementation to the platform.

 ˲ Common control services (across 
both servers and languages) are re-
quired for many platform features, in-
cluding release management, moni-
toring, and logging.

 ˲ Modularity means that both the 
platform and application code can pro-
vide independent modules, which when 
combined together, work in a sane way 
to form a complete server.

Figure 6 shows the full develop-
ment stack for Google’s full microser-
vices platform.

As discussed before, frameworks 
can offer a greater level of encapsula-
tion than libraries, which simplifies 
writing applications and provides iso-
lation from underlying library churn. 
In a similar way, the microservices plat-
form goes beyond just code to encap-
sulate other artifacts, such as produc-
tion configuration. This allows for a 
corresponding higher level of simplifi-
cation and isolation from churn. For 
example, platform maintainers can (if 
necessary) automatically apply an 
emergency code fix or configuration 
change that rebuilds all affected bina-
ries and pushes them to production in 
a uniform way—previously impossible.

Using a microservices platform, how-
ever, does present some challenges. One 
of the biggest of these is that enforcing 
all of the invariants required to make the 
microservices platform function prop-
erly can be onerous and may even affect 
how applications are coded. To provide 
one example, Google’s Java servers share 

certain thread pools. Combined with 
the requirement that all services must 
be isolated from each other, this implies 
that a blocking thread-per-request mod-
el cannot be allowed—it would be too 
easy for a blocking service to use up all 
the threads and starve another service. 
For that reason, servers are mandated to 
be async only, a solution that not all 
teams are happy with.

Another challenge is that adding 
more hops between microservices may 
add latency to the overall request. In 
some cases, this latency can be miti-
gated by architectural improvements 
that happen as part of a microservices 
rewrite. For its microservices platform, 
Google has also ensured that requests 
between services that happen to be co-
located in the same server use an opti-
mized in-process transport.

Conclusion
While frameworks can be a powerful 
tool, they have some disadvantages 
and may not make sense for all organi-
zations. Framework maintainers need 
to provide standardization and well-
defined behavior while not being over-
ly prescriptive. When frameworks 
strike the right balance, however, they 
can offer large developer productivity 
gains. The consistency provided by 
widespread use of frameworks is a 
boon for other teams, such as SRE and 
security that have a vested interest in 
the quality of applications. Addition-
ally, the structure of frameworks pro-
vides a foundation for building higher-
level  abstractions,  such as 
microservices platforms, which un-
lock new opportunities for system ar-
chitecture and automation. At Google, 
such frameworks and platforms have 
seen broad organic adoption and have 
had a significant positive impact. 
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IN  ALL LIKELIHOOD, you have never given so much as 
a thought to what it might take to produce your own 
database. And you will probably never find yourself in 
a situation where you need to do anything of the sort.

But, if only as a thought exercise, consider this for 
a moment: What if, as a core business requirement, 
you found you needed to provide for the capture of 
data from disconnected operations, such that updates 
might be made by different parties at the same time—
or in overlapping time—without conflicts? And what if 
your service called for you to receive massive volumes 
of data almost continuously throughout the day, such 
that you couldn’t really afford to interrupt data ingest 

at any point for fear of finding yourself 
so far behind present state that there 
would be almost no way to catch up? 
Given all that, are there any commer-
cially available databases out there you 
could use to meet those requirements?

Right. So, where would that leave 
you? And what would you do then? We 
wanted to explore these questions 
with Theo Schlossnagle, who did, in 
fact, build his own time-series data-
base. As the founder and CTO of Circo-
nus, an organization that performs te-
lemetry analysis on an already large 
and exponentially growing number of 
IoT (Internet of Things) devices, 
Schlossnagle had good reason to make 
that investment.

Justin Sheehy, the chief architect of 
global performance and operations 
for Akamai, asks Schlossnagle about 
the thinking behind that effort and 
some of the key decisions made in the 
course of building the database, as 
well as what has been learned along 
the way. On behalf of ACM, Chris Mc-
Cubbin, a senior applied scientist with 
Amazon Web Services, contributes to 
the discussion.

JUSTIN SHEEHY: As someone who once 
made the dubious decision to write my 
own database, I know it can prove to be 
the right thing to do, but—for most 
companies—I don’t think it turns out 
that way. This isn’t just a business 
question, but one that also has some 
interesting engineering dimensions to 
it. So, Theo, why did you feel the need 
to write your own time-series database?

THEO SCHLOSSNAGLE: There were a 
number of reasons. For one, almost all 
the data that flows into our telemetry-
analysis platform comes in the form of 
numbers over time. We’ve witnessed 
more than exponential growth in the 
volume and breadth of that data. In 
fact, by our estimate, we’ve seen an in-
crease by a factor of about 1x1012 over 
the past decade. Obviously, compute 
platforms haven’t kept pace with that. 
Nor have storage costs dropped by a 
factor of 1x1012. Which is to say the rate 
of data growth we’ve experienced has 
been way out of line with the economic 

Always-on 
Time-Series 
Database: 
Keeping Up Where 
There’s No Way 
to Catch Up

DOI:10.1145/3442518

  Article development led by  
queue.acm.org

A discussion with Theo Schlossnagle, 
Justin Sheehy, and Chris McCubbin.

http://dx.doi.org/10.1145/3442518
http://queue.acm.org


JULY 2021  |   VOL.  64  |   NO.  7   |   COMMUNICATIONS OF THE ACM     51

I
M

A
G

E
 B

Y
 T

I
M

O
F

E
E

V
 V

L
A

D
I

M
I

R

realities of what it takes to store and 
analyze all that data.

So, the leading reason we decided to 
create our own database had to do with 
simple economics. Basically, in the 
end, you can work around any problem 
but money. It seemed that by restrict-
ing the problem space, we could have a 
cheaper, faster solution that would end 
up being more maintainable over time.

SHEEHY: Did you consider any open 
source databases? If so, did you find 
any that seemed almost adequate for 
your purposes, only to reject them for 
some interesting reason? Also, I’m cu-
rious whether you came upon any inno-
vations while looking around that you 
found intriguing … or, for that matter, 
anything you really wanted to avoid?

SCHLOSSNAGLE: I’ve been very influ-
enced by DynamoDB and Cassandra 
and some other consistent hashing da-
tabases like Riak. As inspiring as I’ve 
found those designs to be, I’ve also be-

come very frustrated by how their ap-
proach to consistent hashing tends to 
limit what you can do with constrained 
datasets.

What we wanted was a topology that 
looked similar to consistent hashing 
databases like DynamoDB or Riak or 
Cassandra, but we also wanted to make 
some minor adjustments, and we 
wanted all of the data types to be 
CRDTs [conflict-free replicated data 
types]. We ended up building a CRDT-
exclusive database. That radically 
changes what is possible, specifically 
around how you make progress writing 
to the database.

There are a few other nuances. For 
one thing, most consistent hashing 
systems use the concept of vBuckets in 
the rings where, say, you have 15 hosts 
and 64 virtual buckets that data falls 
into, with the hosts ultimately negoti-
ating to determine which of them owns 
which bucket.

With our system, we wanted to re-
move that sort of gross granularity. So, 
we actually use SHA-256 as our hash-
ing scheme, and we employ 2256 vBuck-
ets. As a consequence, where each 
data point falls is driven by where the 
node and the ring fall instead of by 
vBucket ownership.

This allows us to break into what we 
call a “two-sided ring.” In a typical con-
sistent hashing ring, you have a set of 
hosts, and each of those has multiple 
representations all around the ring. 
What we did instead was to allow the 
ring to be split in half, with the first 180 
degrees of the ring—the first pi of the 
ring—containing half of the nodes, 
and the other pi containing the re-
maining nodes.

Then, to assign data to the nodes, 
we used what we call a “skip walk.” Ba-
sically, that flips pi radians back and 
forth across the ring, thus guarantee-
ing that you alternate from one side of 
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rithms. It’s just that they come with a 
lot of unnecessary baggage once the 
ability to make progress without quo-
rum can be realized.

There are a couple of reasons why 
this makes CRDTs incredibly appeal-
ing for time-series databases. One is 
that most time-series databases—es-
pecially those that work at the volume 
ours does—take data from machines, 
not people. The networks that connect 
those machines are generally wide and 
what I’d describe as “always on and op-
erational.” This means that, if you have 
any sort of interruption of service on 
the ingest side of your database, every 
moment you’re down is a moment 
where it’s going to become all the more 
difficult to recover state.

So, if I have an outage where I lose 
quorum in my database for an hour, 
it’s not like I’ll be able just to pick up 
right away once service resumes. First, 
I’ll need to process the last hour of 
data, since the burden on the ingest 
side of the database continues to ac-
cumulate over time, regardless of the 
system’s availability. Which is to say, 
there’s an incredibly strong impetus 
to build time-series databases for al-
ways-on data ingest since otherwise—
in the event of disruptions of service 
or catastrophic failures—you will find, 
upon resumption of service, your state 
will be so far behind present that there 
will simply be no way to catch up.

SHEEHY: It sounds like, for thought-
ful reasons, you traded one very hard 
problem for another—by which I 
mean you got out from under the is-
sues related to consensus algorithms. 
I’ve learned, however, that many so-
called CRDT implementations don’t 
actually live up to that billing. I’m cu-
rious about how you got to where you 
could feel confident your data-struc-
ture implementations truly qualified 
as CRDTs.

SCHLOSSNAGLE: It’s certainly the case 
that a lot of CRDTs are really compli-
cated, especially in those instances 
where they represent some sort of com-
plex interrelated state. A classic exam-
ple would be the CRDTs used for docu-
ment editing, string interjection, and 
that sort of thing. But the vast majority 
of machine-generated data is of the 
write-once, delete-never, update-never, 
append-only variety. That’s the type of 
data yielded by the idempotent trans-

the ring to the other, which turns out to 
be pretty advantageous when it comes 
to putting half of your ring onto one AZ 
[availability zone] and the other half 
onto another—or into one region or 
another, or into one cloud or another.

An interesting aspect of using 
CRDTs—rather than requiring consen-
sus to make progress—is that it lets 
you, say, put half of your ring on an oil 
rig and the other half in the Azure 
cloud, and then have everything syn-
chronize correctly whenever the VSAT 
[very small aperture terminal] link is 
working as it should. That way you can 
have all the same features and func-
tionality and guarantees even when 
they’re disconnected.

SHEEHY: I’ve also done some work 
with CRDTs and find them interesting 
in that you have data types that can be 
updated by multiple parties—possibly 
on multiple computers, at the same 
time or in overlapping time—without 
conflicts. Since updates are automati-
cally resolved, you don’t need isolation 
in the traditional database sense to en-
sure that only one party at a time is able 
to perform a transaction on a given 
data structure. In fact, this can happen 
arbitrarily, and it still will all sort out.

Also, there are different ways to 
solve this, whether through commuta-
tivity or convergent operations—bear-
ing in mind that a lot of research has 
been done on these over the past 10-
plus years. So, you can have some of the 
benefits of consensus without forbid-
ding more than one party to act on the 
same data at any one time. Which is 
why I consider this to be an exciting 
area of research and implementation.

CHRIS MCCUBBIN: How does this apply 
to the data types and operations that 
are best suited for time-series databases? 
Has that even been the focus of CRDT 
research to date?

SCHLOSSNAGLE: Much of the CRDT re-
search so far has focused on discon-
nected operations, and, certainly, that 
isn’t the first thing that comes to mind 
when you think about time-series data-
bases. But the real advantage of the 
CRDT approach is that, if you can limit 
your entire operation set to CRDTs, you 
can forego consensus algorithms such 
as Paxos, Multi-Paxos, Fast Paxos, Raft, 
Extended Virtual Synchrony, and any-
thing else along those lines. Which is 
not to disparage any of those algo-

THEO SCHLOSSNAGLE

There is an 
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actions that occur when a device mea-
sures what something looked like at 
one particular point in time. It’s this 
element of idempotency in machine-
generated data that really lends itself 
to the use of simplistic CRDTs.

In our case, conflict resolution is the 
primary goal since, for time-series 
data, there can be only one measure-
ment that corresponds to a particular 
timestamp from one specific sensor. 
To make sure of that, we use a pretty 
simplistic architecture to ensure that 
the largest absolute value for any mea-
surement will win. If, for some reason, 
a device should supply us with two 
samples for the same point in time, our 
system will converge on the largest ab-
solute value. We also have a genera-
tional counter that we use out of band. 
This is all just to provide for simplistic 
conflict resolution.

With all that said, in the course of a 
year, when we might have a million tril-
lion samples coming in, we’ll generally 
end up with zero instances where con-
flict resolution is required simply be-
cause that’s not the sort of data ma-
chines generate.

As might be expected, Schlossnagle 
and his team didn’t start from scratch 
when it came to designing and devel-
oping their time-series database. In-
stead, they looked to see what frame-
works might be used and which 
libraries could be borrowed from.

Up front, they determined what was 
most crucial and which trade-offs they 
would be willing to make. For example, 
they knew they would need to treat for-
ward and backward compatibility as a 
fundamental requirement since they 
couldn’t afford to have anything dis-
rupt data ingestion.

They also understood that the ac-
tual matter of writing data to raw de-
vices would be one of the hardest 
things to get right. So, they designed 
their database such that there are 
only a few places where it actually 
writes to disk itself. Instead, a num-
ber of existing embedded database 
technologies are leveraged, with opti-
mized paths within the system having 
been engineered to take advantage of 
each of those database technologies 
while also working around their re-
spective weaknesses.

SHEEHY: It’s clear you viewed CRDTs as 
a way to address one of your foremost 
design constraints: the need to provide 
for always-on data ingest. Were there 
any other constraints on the system 
that impacted your design?

SCHLOSSNAGLE: We’ve learned first-
hand that whenever you have a system 
that runs across multiple clusters, you 
don’t want to have certain nodes that 
are more critical than all the others 
since that can lead to operational prob-
lems. A classic problem here is some-
thing like NameNodes in Hadoop’s in-
frastructure or, basically, any sort of 
special metadata node that needs to be 
more available than all the other nodes. 
That’s something we definitely wanted 
to avoid if only to eliminate single 
points of failure. That very much in-
formed our design.

Also, while we focused on the econo-
mies of scale since we were taking in 
some really high-volume telemetry 
data, one challenge we didn’t think 
about early enough, I’d say, was how we 
might later manage to find things 
among all that data. That is, if you have 
a million trillion samples coming into 
your system over the course of a year, 
how are you going to find something in 
all that? How are you even going to be 
able to navigate all that data?

For example, in the IoT realm, if 
you’re taking in measurement data 
from 10 billion sensors, how are you 
then going to isolate the data that was 
obtained from certain sensors based 
on a metadata search across a distrib-
uted system? I don’t think that would 
normally pose a particularly hard com-
puting challenge, but because it’s not 
something we designed for up front, it 
certainly led to a lot of pain and suffer-
ing during our implementation.

SHEEHY: You rarely hear people talk 
about how they needed to change their 
approach based on what they learned 
that was at odds with their initial as-
sumptions or exposed something that 
hadn’t been provided for—like the very 
thing you’re talking about here. If I un-
derstand you correctly, you initially 
didn’t include exploratory querying for 
some data you considered to be of less-
er importance, only to realize later it 
actually was significant.

SCHLOSSNAGLE: That’s a fair charac-
terization. To be more specific, let’s just 

say that, with any telemetry-based time-
series system, you’re going to have a 
string of measurements attached to 
some sensor. Say you’re measuring 
CPU usage on a server. For that case, 
you would have some unique identifier 
for a CPU linked to some number of 
measurements—whether taken every 
second, every minute, or every tenth of 
a second—that express how that CPU is 
actually being used.

We found you can have as many as 
100 million or even a billion of these 
strings within a single system, meaning 
it can be very difficult to find one par-
ticular string and explore it. As a stand-
alone computer science problem, that 
wouldn’t be all that difficult to solve.

What complicates matters is that the 
metadata around these strings keeps 
changing over time. A great example 
has to do with container technology. 
Let’s say you attach your CPU-usage 
data to a container you’re running un-
der Kubernetes, and then you decide to 
do 40 launches a day over the course of a 
year. This means that, where you previ-
ously had 100 million streams, you now 
have 14,600 times as many [365 days x 
40 launches]—so, you’ve got a real car-
dinality challenge on your hands.

SHEEHY: Given your always-on, al-
ways-ingesting system and the obvious 
need to protect all the data you’re stor-
ing for your customers, I’m curious 
about how you deal with version up-
grades. When you’re planning to 
change some deeply ingrained design 
element in your system, it’s not like you 
can count on a clean restart. I’ve dealt 
with this concern myself a few times, 
so I know how much it can affect your 
engineering choices.

SCHLOSSNAGLE: I think you’ll find a lot 
of parallels throughout database com-
puting in general. In our case, because 
we know the challenges of perfect for-
ward compatibility, we try to make sure 
each upgrade between versions is just 
as seamless as possible so we don’t end 
up needing to rebuild the whole system. 
But the even more important concern 
is that we really can’t afford to have any 
disruption of service on ingestion, 
which means we need to treat forward 
and backward compatibility as an ab-
solutely fundamental requirement. Of 
course, you could say much the same 
thing about any database that stores a 
lot of data and has a wide user base.
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think it is. We designed our system 
such that we have only a few places 
where we write to disk ourselves. Most 
everywhere else, we rely on existing em-
bedded database systems that, over 
time, we’ve learned to make as plugga-
ble as possible. Today we use four in-
ternal embedded database technolo-
gies altogether, with the two most 
popular being LMDB [Lightning Mem-
ory-mapped Database] and RocksDB, a 
Facebook derivative of LevelDB.

SHEEHY: When you mention storing 
things directly on disk, I think of all 
that has been said about how the com-
mon choice to sit on top of a file sys-
tem comes with lots of conflicts that 
can keep you from designing your da-
tabase correctly. Yet, I know you made 
a conscious decision to go with one 
specific type of file-system technology. 
What drove that choice, and how do 
you feel about it now?

SCHLOSSNAGLE: There absolutely is a 
performance penalty to be paid when 
you’re operating on top of a file system. 
Most of that relates to baggage that 
doesn’t help when you’re running a da-
tabase. With that said, there still are 
some significant data-integrity issues 
to be solved whenever you’re looking at 
writing data to raw devices. The bottom 
line is: I can write something to a raw 
device. I can sync it there. I can read it 
back to make sure it’s correct. But then 
I can go back to read it later, and it will 
no longer be correct. Bit rot is real, es-
pecially when you’re working with 
large-scale systems. If you’re writing an 
exabyte of data out, I can guarantee it’s 
not all coming back. There are ques-
tions about how you deal with that.

Our choice to use ZFS was really 
about delivering value in a timely man-
ner. That is, ZFS gave us growable stor-
age volumes; the ability to add more 
disks seamlessly during operation; 
built-in compression; some safety 
guarantees around snapshot protec-
tion; checksumming; and provisions 
for the autorecovery of data. The ability 
to get all of that in one fell swoop made 
it worthwhile to take the performance 
penalty of using a file system.

The other part of this, of course, is 
that we would have had to build 
much of that ourselves, anyway. 
Could we have built that to achieve 
better performance? Probably, since 
we could have dispensed with a lot of 

Postgres is a great example of a data-
base that has really struggled with this 
challenge in the sense that, whenever 
you make an on-disk table format 
change for a 30TB database, you can 
count on some sort of prolonged out-
age unless you can perform some seri-
ous magic through replication and that 
sort of thing. Still, I think Postgres over 
the past few years has become much 
better at this as it has come to realize 
just how large databases are getting to 
be and how long these outages can last 
whenever people make changes that 
break forward compatibility.

SHEEHY: And it’s not only storage you 
need to worry about with forward and 
backward compatibility. These same 
concerns apply to all the nodes you’re 
running in your system since you can’t 
have all of them change versions at ex-
actly the same moment. Also, in my ex-
perience, the compatibility issue 
proves to be quite a bit more difficult 
from an engineering perspective, since 
then you’re more or less living it all the 
time—not just when you need to up-
grade your storage.

SCHLOSSNAGLE: This is definitely 
about more than just on-disk formats 
and capabilities. Protocol compatibili-
ty also needs to be taken into account, 
specifically with regard to replication 
and querying and that sort of thing. 
There are some frameworks such as 
Google Protobuf [Protocol Buffers] and 
gRPC that include some advances that 
provide for this. We use FlatBuffers, 
which, ironically, also happens to 
come from Google. All of these frame-
works help future-proof for compati-
bility. So, you can serialize data and 
add new fields, but people who have 
been around for a long time will still be 
able to read the data without knowing a 
thing about all those new fields. And, 
just so, new people will be able to read 
the old data even though it’s missing 
those fields. This definitely helps ease 
many of the implementation concerns. 
But the design concerns remain, so I 
think you need to approach it that way. 
In fact, I’d love to learn about any best 
practices emerging now in industry 
that address how to design for this for-
ward-compatibility challenge.

Another reservation I have is that 
these frameworks, for all the advantag-
es they offer, tend to be very language 
specific. If there’s a tool you can use to 

good effect in, say, Erlang, it’s unlikely 
to be of much help to anyone who works 
in Go, just as a tool written for Rust isn’t 
necessarily going to do much for people 
who have to work in a C environment. 
When you consider that there are more 
than just a handful of commonly used 
production-system languages out 
there, it becomes easy to see how this 
can make things pretty tricky.

SHEEHY: I completely agree, but let’s 
get back to what in particular drove the 
development of your time-series data-
base. I’m especially interested in learn-
ing about any preexisting things you 
managed to leverage. We already talk-
ed a little about FlatBuffers, but I imag-
ine there were some other pieces of 
software, or even hardware, you were 
able to take advantage of.

SCHLOSSNAGLE: Let me first say that 
FlatBuffers provides an especially good 
example in the sense that it provides 
for the reuse of a ready-made solution 
for serialization and de-serialization, 
which has got to be one of the least 
glamorous tasks for any engineer. 
What’s even more important, though, 
is that, by providing a nice toolkit 
around all that, FlatBuffers also deliv-
ers important backward-compatibility 
and endian guarantees for the net-
work, which are invaluable. This also 
applies to Protobuf and Cap’n Proto.

I will say, though, that we’re not 
equally enamored of every one of these 
frameworks. In particular, Avro and 
Thrift, with their blatant insistence on 
ignoring unsigned types, have proved 
to be quite difficult to use in practice. 
We ended up deciding to focus only on 
those serialization/de-serialization so-
lutions that actually understand com-
mon systems types.

Beyond this, we rely on a large num-
ber of libraries. In fact, most of the data 
structures we use come from open 
source libraries. Concurrency Kit is a 
great example that provides a set of ba-
sic data structures and primitives, 
which really helps in producing non-
actor-based, high-concurrency, high-
performance systems.

Then there’s the matter of storing 
things on disk, which is always an in-
teresting challenge. One reason people 
say you should never write your own da-
tabase is because it is difficult to write 
something to disk while making sure 
it’s safe and actually located where you 
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unnecessary baggage, such as Posix 
compliance, which is something ZFS pro-
vides for. But that probably also would 
have required six or seven years of prod-
uct development. Instead, we were able 
to get what we needed right out of the 
gate. It came at the price of a performance 
penalty, which we were willing to pay.

SHEEHY: Another consideration, which 
I’m sure you took into account, is that 
ZFS has a complicated history in the 
public eye, with many people having 
serious doubts about its legal status. 
Did you run into any difficulty with 
your customers around your decision 
to go with ZFS?

SCHLOSSNAGLE: Success is always de-
fined in the court of public opinion. So, 
yes, I’d say the ZFS gamble was a risky 
proposition from the very start. Over 
time it proved to be a safe market 
choice due to the adoption of OpenZFS 
for Linux. Still, I have a feeling that if 
ZFS had not been made easily available 
on Linux, we would have needed to re-
platform owing to a widespread reti-
cence to deploy ZFS.

In 2016, we had some serious dis-
cussions about whether we could move 
forward with ZFS, given that the major-
ity of our customers deploy on Linux. 
We hung in there and delayed that de-
cision long enough for OpenZFS on 
Linux to come through and legitimize 
our choice. But there was a time when 
we were close to abandoning ZFS.

SHEEHY: I fully understand your deci-
sion, but I continue to be perplexed 
about why you chose to go with four 
embedded database technologies. I as-
sume they don’t sit on top of the file 
system; you instead give them direct 
device access, right?

SCHLOSSNAGLE: No, our embedded 
databases also sit atop ZFS.

SHEEHY: How do four embedded data-
base technologies prove useful to you?

SCHLOSSNAGLE: At root, the answer is: 
A single generalized technology rarely 
fits a problem perfectly; there’s always 
compromise. So, why might I hesitate 
to use LMDB? It turns out that writing 
to LMDB can be significantly slower at 
scale than writing to the end of a log 
file, which is how LSM [log-structured 
merge]-style databases like Rocks work. 
But then, reading from a database like 
RocksDB is significantly slower than 
reading from a B+ tree database like 
LMDB. You must take all these trade-

offs and concessions into account 
when you’re building a large-scale data-
base system that spans years’ worth of 
data and encompasses a whole range of 
access patterns and user requirements.

Ultimately, we chose to optimize 
various paths within our system so we 
could take advantage of the strengths 
of each of these database technologies 
while working around their weakness-
es. For example, as you might imagine, 
we write all the data that comes in from 
the outside world into an LSM architec-
ture (RocksDB) since that doesn’t pres-
ent us with any inherent performance 
constraints. You just write the data to a 
file, and, as long as you can sort things 
fast enough, you can keep up. Still, giv-
en that these databases can grow sub-
stantially over time, you need to keep 
an eye on that. I mean, if you have a 30-
TB RocksDB database, you’re going to 
be in a world of hurt.

We have a number of techniques to 
stay on top of this. Many of them have 
to do with time-sharding the data. 
We’ll have a Rocks database that repre-
sents this week’s data. Then, as the 
week closes up, we’ll open a new data-
base. Beyond that, after the previous 
week’s database has remained unmod-
ified for a while, we will ETL [extract, 
transform, load] it into another format 
in LMDB that better services read que-
ries—meaning we re-optimize it.

In the end, the Rocks database we 
use to handle ingest is a key-value 
store, but those values then are stored 
in a very column-oriented manner. We 
also glue all that together so you can 
read from the write side and occasion-
ally write to the read side. In the end, 
using and blending these two different 
techniques allows us to optimize for 
our predicted workloads.

Given the volumes of data the Circonus 
system needs to handle and process, 
optimization is critical. Indeed, the da-
tabase contains thousands of tunable 
parameters to allow for that. Making 
the best use of those capabilities, how-
ever, requires extraordinary visibility 
into all aspects of system performance. 
Toward that end, Schlossnagle says 
HDR [high dynamic range] log-linear 
quantized histograms are used to 
“track everything” over time and even 
conduct experiments to find out how 

JUSTIN SHEEHY

Whenever you’re 
building a database 
for others to use, 
there is a tension  
between just how 
configurable or 
tunable you want  
to make it.
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SCHLOSSNAGLE: Absolutely! There are 
lots of things we would approach differ-
ently. The system we’re talking about 
here is nine years old now, so plenty of 
innovation has been introduced since 
then that we could leverage. Also, under 
the heading of “Hindsight is 20/20,” I 
wish I’d selected some different data 
structures that would have transitioned 
better from the in-memory data world 
to the on-disk data one—particularly 
in-memory indexes and in-memory 
caches where, at a certain volume, you 
actually do want to take a cache-style 
approach, but you also want it to be on 
disk for availability reasons.

And you really want to be able to treat 
that as semipermanent. Just think in 
terms of a 130-gig in-memory adaptive 
radix index, for example. Well, it turns 
out that building a 130-gig part is non-
trivial. It would be nice if I could have 
those data structures map seamlessly to 
on-disk data structures. Of course, those 
are data structures that would have had 
little practical purpose in 2011 since 
they would have been too slow without 
technology such as NVMe [Non-Vola-
tile Memory Express] supporting 
them. Still, making those data struc-
tures memory-independent — pointer 
invariant — would have been a really 
good investment. In fact, we’re in the 
middle of that now.

Probably the biggest change I 
would make at this point—looking 
back over all the bugs that have sur-
faced in our product over time—is 
that I wouldn’t write it in C and C++. 
Instead, if Rust had been around at 
the time, that’s what I would have 
used. It would have been pretty fantas-
tic to write the system that way since 
Rust, by introducing the borrow 
checker and ownership models of 
memory, has essentially managed to 
design away most of the issues that 
have caused faults in our software.

But now, I’d have to say that ship has 
already sailed; retooling our platform 
on Rust and reeducating our team at 
this point would be an intractable prop-
osition. Still, I continue to see this as a 
missed opportunity because I think a 
Rust-based system would have served 
us better for many of the use cases we’ve 
encountered over the past few years. 
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performance might be optimized by 
changing certain isolated tunings.

Still, does the team have any re-
grets about how the system was built? 
Just a few.

SHEEHY: Whenever you’re building a 
database for others to use, there is a 
tension between just how configu-
rable or tunable you want to make it. 
At one end of that spectrum is the op-
tion of making almost every variable 
as user accessible as possible. The 
other extreme is to make everything 
as turnkey as possible, such that ev-
erything works pretty well and it’s 
hard for users to accidentally break 
things. Obviously, the spectrum isn’t 
nearly as linear as that, but there’s 
this tension just the same. I’m curi-
ous to learn about the approach you 
took to sort that out. Even more, I’d 
like to hear about what you learned 
in that process and what adjustments 
you then found you needed to make.

SCHLOSSNAGLE: My own experience, 
having done it both ways, suggests 
there’s no right answer. I will say, 
though, that this notion of autotuning, 
self-configuring software that always 
works is pretty much a pipe dream un-
less your use case happens to be really 
simple. Even if you do choose to let ev-
ery single configuration parameter or 
setting be tunable, it’s practically im-
possible to make it such that all those 
tuning combinations will be valid. 
You really could wreck your system if 
you’re not careful.

And yet, we probably have between 
5,000 and 10,000 tunable parameters 
inside the system that we can configure 
online. In fact, the vast majority of 
those are only internally documented. 
By way of Tier 2/Tier 3 support, we are 
able to investigate systems, speculate 
as to what might be causing some par-
ticular problem, and then try to hot-
patch it. The feedback from that then 
informs the default-handling parame-
ters for the software from that time on.

We also have some self-adjusting 
systems—mostly around concurrency 
control, throttling, backoffs, and that 
sort of thing—which more or less just 
measure use patterns and then self-
tune accordingly. These are limited to 
those cases where we have extensive 
real-world experience, have seen the 

patterns before, and so have the where-
withal to build suitable models.

SHEEHY: I have to say that having up 
to 10,000 levers does seem to give you a 
lot of power. But how do your support 
folks figure out which one to touch? 
That is, what did you do to provide the 
live inspection capabilities people 
could use to really understand the sys-
tem while it’s running?

SCHLOSSNAGLE: That’s something I 
can talk a lot about since one of the re-
ally interesting parts of our technology 
has to do with our use of high-definition 
histograms. We have an open source 
implementation of HDR log-linear 
quantized histograms, called circllhist, 
that’s both very fast and memory effi-
cient. With the help of that, we’re able to 
track the performance of function 
boundaries for every single IOP [input/
output operation], database operation, 
time in queue, and the amount of time 
required to hand off to another core in 
the system. This is something we use to 
track everything on the system, includ-
ing every single RocksDB or LMDB 
get() or put(). The latency of each one 
of those is tracked in terms of nanosec-
onds. Within a little Web console, we’re 
able to review any of those histograms 
and watch them change over time. Also, 
since this happens to be a time-series 
database, we can then put that data 
back in the database and connect our 
tooling to it to get time-series graphs for 
the 99.9th percentile of latencies for 
writing numeric data, for example.

Once the performance characteris-
tics of the part you’re looking to trou-
bleshoot or optimize have been cap-
tured, you have what you need to 
perform controlled experiments where 
you can change one tuning at a time. 
This gives you a way to gather direct 
feedback by changing just one param-
eter and then tracking how that chang-
es the performance of the system, 
while also looking for any unanticipat-
ed regressions in other parts of the sys-
tem. I should add this all comes as part 
of an open source framework [https://
github.com/circonus-labs/libmtev].

SHEEHY: It sounds like this has really 
paid off for you and that this whole un-
dertaking has yielded some impressive 
returns. But I wonder, if you were just 
starting to build your time-series data-
base today, is there anything you would 
do in a substantially different way?

https://github.com/circonus-labs/libmtev
https://github.com/circonus-labs/libmtev
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R E SEARCH ON ARTIFICIAL neural networks was 
motivated by the observation that human intelligence 
emerges from highly parallel networks of relatively 
simple, non-linear neurons that learn by adjusting 
the strengths of their connections. This observation 
leads to a central computational question: How is it 
possible for networks of this general kind to learn 
the complicated internal representations that are 
required for difficult tasks such as recognizing

objects or understanding language? 
Deep learning seeks to answer this 
question by using many layers of activ-
ity vectors as representations and 
learning the connection strengths that 
give rise to these vectors by following 
the stochastic gradient of an objective 
function that measures how well the 
network is performing. It is very sur-
prising that such a conceptually simple 
approach has proved to be so effective 
when applied to large training sets us-
ing huge amounts of computation and 
it appears that a key ingredient is 
depth: shallow networks simply do not 
work as well.

We reviewed the basic concepts 
and some of the breakthrough 
achievements of deep learning several 
years ago.63 Here we briefly describe 
the origins of deep learning, describe 
a few of the more recent advances, and 
discuss some of the future challenges. 
These challenges include learning with 
little or no external supervision, coping 
with test examples that come from a 
different distribution than the training 
examples, and using the deep learning 
approach for tasks that humans solve 
by using a deliberate sequence of steps 
which we attend to consciously—tasks 
that Kahneman56 calls system 2 tasks as 
opposed to system 1 tasks like object 
recognition or immediate natural lan-
guage understanding, which generally 
feel effortless.

From Hand-Coded Symbolic 
Expressions to Learned Distributed 
Representations
There are two quite different para-
digms for AI. Put simply, the logic-in-
spired paradigm views sequential rea-
soning as the essence of intelligence 
and aims to implement reasoning in 
computers using hand-designed rules 
of inference that operate on hand-de-
signed symbolic expressions that for-
malize knowledge. The brain-inspired 
paradigm views learning representa-
tions from data as the essence of in-
telligence and aims to implement 
learning by hand-designing or evolv-
ing rules for modifying the connec-
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tion strengths in simulated networks 
of artificial neurons.

In the logic-inspired paradigm, a 
symbol has no meaningful internal 
structure: Its meaning resides in its 
relationships to other symbols which 
can be represented by a set of sym-
bolic expressions or by a relational 
graph. By contrast, in the brain-in-
spired paradigm the external sym-
bols that are used for communica-
tion are converted into internal 
vectors of neural activity and these 
vectors have a rich similarity struc-
ture. Activity vectors can be used to 

model the structure inherent in a set 
of symbol strings by learning appro-
priate activity vectors for each symbol 
and learning non-linear transforma-
tions that allow the activity vectors 
that correspond to missing elements 
of a symbol string to be filled in. This 
was first demonstrated in Rumelhart 
et al.74 on toy data and then by Bengio 
et al.14 on real sentences. A very im-
pressive recent demonstration is 
BERT,22 which also exploits self-at-
tention to dynamically connect 
groups of units, as described later.

The main advantage of using vec-

tors of neural activity to represent 
concepts and weight matrices to cap-
ture relationships between concepts 
is that this leads to automatic gener-
alization. If Tuesday and Thursday 
are represented by very similar vec-
tors, they will have very similar causal 
effects on other vectors of neural ac-
tivity. This facilitates analogical rea-
soning and suggests that immediate, 
intuitive analogical reasoning is our 
primary mode of reasoning, with logi-
cal sequential reasoning being a 
much later development,56 which we 
will discuss.
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the task, it makes sense to start by using 
some other source of information to cre-
ate layers of feature detectors and then 
to fine-tune these feature detectors us-
ing the limited supply of labels. In trans-
fer learning, the source of information is 
another supervised learning task that 
has plentiful labels. But it is also possi-
ble to create layers of feature detectors 
without using any labels at all by stack-
ing auto-encoders.15,50,59

First, we learn a layer of feature de-
tectors whose activities allow us to re-
construct the input. Then we learn a 
second layer of feature detectors whose 
activities allow us to reconstruct the ac-
tivities of the first layer of feature detec-
tors. After learning several hidden lay-
ers in this way, we then try to predict 
the label from the activities in the last 
hidden layer and we backpropagate the 
errors through all of the layers in order 
to fine-tune the feature detectors that 
were initially discovered without using 
the precious information in the labels. 
The pre-training may well extract all 
sorts of structure that is irrelevant to 
the final classification but, in the re-
gime where computation is cheap and 
labeled data is expensive, this is fine so 
long as the pre-training transforms the 
input into a representation that makes 
classification easier.

In addition to improving generaliza-
tion, unsupervised pre-training initial-
izes the weights in such a way that it is 
easy to fine-tune a deep neural network 
with backpropagation. The effect of 
pre-training on optimization was his-
torically important for overcoming the 
accepted wisdom that deep nets were 
hard to train, but it is much less rele-
vant now that people use rectified lin-
ear units (see next section) and residu-
al connections.43 However, the effect of 
pre-training on generalization has 
proved to be very important. It makes it 
possible to train very large models by 
leveraging large quantities of unla-
beled data, for example, in natural lan-
guage processing, for which huge cor-
pora are available.26,32 The general 
principle of pre-training and fine-tun-
ing has turned out to be an important 
tool in the deep learning toolbox, for 
example, when it comes to transfer 
learning or even as an ingredient of 
modern meta-learning.33

The mysterious success of rectified 
linear units. The early successes of 

deep networks involved unsupervised 
pre-training of layers of units that used 
the logistic sigmoid nonlinearity or the 
closely related hyperbolic tangent. Rec-
tified linear units had long been hy-
pothesized in neuroscience29 and al-
ready used in some variants of RBMs70 
and convolutional neural networks.54 It 
was an unexpected and pleasant sur-
prise to discover35 that rectifying non-
linearities (now called ReLUs, with 
many modern variants) made it easy to 
train deep networks by backprop and 
stochastic gradient descent, without 
the need for layerwise pre-training. 
This was one of the technical advances 
that enabled deep learning to outper-
form previous methods for object rec-
ognition,60 as outlined here.

Breakthroughs in speech and object 
recognition. An acoustic model con-
verts a representation of the sound wave 
into a probability distribution over frag-
ments of phonemes. Heroic efforts by 
Robinson72 using transputers and by 
Morgan et al.69 using DSP chips had al-
ready shown that, with sufficient pro-
cessing power, neural networks were 
competitive with the state of the art for 
acoustic modeling. In 2009, two gradu-
ate students68 using Nvidia GPUs 
showed that pre-trained deep neural 
nets could slightly outperform the SOTA 
on the TIMIT dataset. This result reig-
nited the interest of several leading 
speech groups in neural networks. In 
2010, essentially the same deep network 
was shown to beat the SOTA for large vo-
cabulary speech recognition without re-
quiring speaker-dependent training28,46 
and by 2012, Google had engineered a 
production version that significantly 
improved voice search on Android. This 
was an early demonstration of the dis-
ruptive power of deep learning.

At about the same time, deep learn-
ing scored a dramatic victory in the 
2012 ImageNet competition, almost 
halving the error rate for recognizing a 
thousand different classes of object in 
natural images.60 The keys to this vic-
tory were the major effort by Fei-Fei Li 
and her collaborators in collecting 
more than a million labeled images31 

for the training set and the very effi-
cient use of multiple GPUs by Alex 
Krizhevsky. Current hardware, includ-
ing GPUs, encourages the use of large 
mini-batches in order to amortize the 
cost of fetching a weight from memory 

The Rise of Deep Learning
Deep learning re-energized neural net-
work research in the early 2000s by in-
troducing a few elements which made 
it easy to train deeper networks. The 
emergence of GPUs and the availability 
of large datasets were key enablers of 
deep learning and they were greatly en-
hanced by the development of open 
source, flexible software platforms 
with automatic differentiation such as 
Theano,16 Torch,25 Caffe,55 Tensor-
Flow,1 and PyTorch.71 This made it easy 
to train complicated deep nets and to 
reuse the latest models and their build-
ing blocks. But the composition of 
more layers is what allowed more com-
plex non-linearities and achieved sur-
prisingly good results in perception 
tasks, as summarized here.

Why depth? Although the intuition 
that deeper neural networks could be 
more powerful pre-dated modern deep 
learning techniques,82 it was a series of 
advances in both architecture and 
training procedures,15,35,48 which ush-
ered in the remarkable advances which 
are associated with the rise of deep 
learning. But why might deeper net-
works generalize better for the kinds of 
input-output relationships we are in-
terested in modeling? It is important 
to realize that it is not simply a ques-
tion of having more parameters, since 
deep networks often generalize better 
than shallow networks with the same 
number of parameters.15 The practice 
confirms this. The most popular class 
of convolutional net architecture for 
computer vision is the ResNet family43 

of which the most common represen-
tative, ResNet-50 has 50 layers. Other 
ingredients not mentioned in this arti-
cle but which turned out to be very use-
ful include image deformations, drop-
out,51 and batch normalization.53

We believe that deep networks excel 
because they exploit a particular form 
of compositionality in which features 
in one layer are combined in many dif-
ferent ways to create more abstract fea-
tures in the next layer.

For tasks like perception, this kind 
of compositionality works very well and 
there is strong evidence that it is used 
by biological perceptual systems.83

Unsupervised pre-training. When the 
number of labeled training examples is 
small compared with the complexity of 
the neural network required to perform 
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tecture in many applications, stacks 
many layers of ”self-attention” modules. 
Each module in a layer uses a scalar 
product to compute the match be-
tween its query vector and the key vec-
tors of other modules in that layer. The 
matches are normalized to sum to 1, 
and the resulting scalar coefficients are 
then used to form a convex combina-
tion of the value vectors produced by 
the other modules in the previous layer. 
The resulting vector forms an input for 
a module of the next stage of computa-
tion. Modules can be made multi-
headed so that each module computes 
several different query, key and value 
vectors, thus making it possible for 
each module to have several distinct in-
puts, each selected from the previous 
stage modules in a different way. The 
order and number of modules does not 
matter in this operation, making it pos-
sible to operate on sets of vectors rather 
than single vectors as in traditional 
neural networks. For instance, a lan-
guage translation system, when pro-
ducing a word in the output sentence, 
can choose to pay attention to the cor-
responding group of words in the input 
sentence, independently of their posi-
tion in the text. While multiplicative 
gating is an old idea for such things as 
coordinate transforms44 and powerful 
forms of recurrent networks,52 its re-
cent forms have made it mainstream. 
Another way to think about attention 
mechanisms is that they make it possi-
ble to dynamically route information 
through appropriately selected mod-
ules and combine these modules in po-
tentially novel ways for improved out-
of-distribution generalization.38

Transformers have produced dra-
matic performance improvements that 
have revolutionized natural language 
processing,27,32 and they are now being 
used routinely in industry. These sys-
tems are all pre-trained in a self-super-
vised manner to predict missing words 
in a segment of text.

Perhaps more surprisingly, trans-
formers have been used successfully to 
solve integral and differential equa-
tions symbolically.62 A very promising 
recent trend uses transformers on top 
of convolutional nets for object detec-
tion and localization in images with 
state-of-the-art performance.19 The 
transformer performs post-processing 
and object-based reasoning in a differ-

across many uses of that weight. Pure 
online stochastic gradient descent 
which uses each weight once converges 
faster and future hardware may just 
use weights in place rather than fetch-
ing them from memory. 

The deep convolutional neural net 
contained a few novelties such as the 
use of ReLUs to make learning faster 
and the use of dropout to prevent over-
fitting, but it was basically just a feed-
forward convolutional neural net of the 
kind that Yann LeCun and his collabo-
rators had been developing for many 
years.64,65 The response of the computer 
vision community to this breakthrough 
was admirable. Given this incontro-
vertible evidence of the superiority of 
convolutional neural nets, the commu-
nity rapidly abandoned previous hand-
engineered approaches and switched 
to deep learning.

Recent Advances
Here we selectively touch on some of 
the more recent advances in deep 
learning, clearly leaving out many im-
portant subjects, such as deep rein-
forcement learning, graph neural net-
works and meta-learning.

Soft attention and the transformer 
architecture. A significant development 
in deep learning, especially when it 
comes to sequential processing, is the 
use of multiplicative interactions, par-
ticularly in the form of soft atten-
tion.7,32,39,78 This is a transformative ad-
dition to the neural net toolbox, in that 
it changes neural nets from purely vec-
tor transformation machines into ar-
chitectures which can dynamically 
choose which inputs they operate on, 
and can store information in differen-
tiable associative memories. A key 
property of such architectures is that 
they can effectively operate on different 
kinds of data structures including sets 
and graphs.

Soft attention can be used by mod-
ules in a layer to dynamically select 
which vectors from the previous layer 
they will combine to compute their 
outputs. This can serve to make the 
output independent of the order in 
which the inputs are presented (treat-
ing them as a set) or to use relation-
ships between different inputs (treat-
ing them as a graph).

The transformer architecture,85 
which has become the dominant archi-

We believe that 
deep networks 
excel because 
they exploit a 
particular form of 
compositionality 
in which features 
in one layer are 
combined in many 
different ways 
to create more 
abstract features  
in the next layer. 
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ment is large and complex and repre-
senting the distribution of plausible 
continuations properly is essentially 
an unsolved problem.

Contrastive learning. One way to ap-
proach this problem is through latent 
variable models that assign an energy 
(that is, a badness) to examples of a 
video and a possible continuation.a

Given an input video X and a pro-
posed continuation Y , we want a mod-
el to indicate whether Y is compatible 
with X by using an energy function 
E(X, Y) which takes low values when 
X and Y are compatible, and higher 
values otherwise.

E(X, Y) can be computed by a deep 
neural net which, for a given X, is 
trained in a contrastive way to give a 
low energy to values Y that are compat-
ible with X (such as examples of (X, Y) 
pairs from a training set), and high en-
ergy to other values of Y that are incom-
patible with X. For a given X, inference 
consists in finding one Y̌ that minimizes 
E(X, Y) or perhaps sampling from the Y s 
that have low values of E(X, Y). This en-
ergy-based approach to representing 
the way Y depends on X makes it possi-
ble to model a diverse, multi-modal set 
of plausible continuations.

The key difficulty with contrastive 
learning is to pick good “negative” 
samples: suitable points Y whose ener-
gy will be pushed up. When the set of 
possible negative examples is not too 
large, we can just consider them all. 
This is what a softmax does, so in this 
case contrastive learning reduces to 
standard supervised or self- supervised 
learning over a finite discrete set of 
symbols. But in a real-valued high-di-
mensional space, there are far too 
many ways a vector Ŷ  could be different 
from Y and to improve the model we 
need to focus on those Ys that should 
have high energy but currently have low 
energy. Early methods to pick negative 
samples were based on Monte-Carlo 
methods, such as contrastive divergence 
for restricted Boltzmann machines48 and 
noise-contrastive estimation.41

Generative Adversarial Networks 
(GANs)36 train a generative neural net to 
produce contrastive samples by apply-

a As Gibbs pointed out, if energies are defined 
so that they add for independent systems, they 
must correspond to negative log probabilities 
in any probabilistic interpretation.

entiable manner, enabling the system 
to be trained end-to-end.

Unsupervised and self-supervised 
learning. Supervised learning, while 
successful in a wide variety of tasks, 
typically requires a large amount of 
human-labeled data. Similarly, when 
reinforcement learning is based only 
on rewards, it requires a very large 
number of interactions. These learn-
ing methods tend to produce task-spe-
cific, specialized systems that are often 
brittle outside of the narrow domain 
they have been trained on. Reducing 
the number of human-labeled samples 
or interactions with the world that are 
required to learn a task and increasing 
the out-of-domain robustness is of cru-
cial importance for applications such 
as low-resource language translation, 
medical image analysis, autonomous 
driving, and content filtering.

Humans and animals seem to be 
able to learn massive amounts of back-
ground knowledge about the world, 
largely by observation, in a task-inde-
pendent manner. This knowledge un-
derpins common sense and allows hu-
mans to learn complex tasks, such as 
driving, with just a few hours of prac-
tice. A key question for the future of AI 
is how do humans learn so much from 
observation alone?

In supervised learning, a label for 
one of N categories conveys, on aver-
age, at most log2(N) bits of information 
about the world. In model-free rein-
forcement learning, a reward similarly 
conveys only a few bits of information. 
In contrast, audio, images and video 
are high-bandwidth modalities that 
implicitly convey large amounts of in-
formation about the structure of the 
world. This motivates a form of predic-
tion or reconstruction called self-su-
pervised learning which is training to 
“fill in the blanks” by predicting 
masked or corrupted portions of the 
data. Self-supervised learning has been 
very successful for training transform-
ers to extract vectors that capture the 
context-dependent meaning of a word 
or word fragment and these vectors 
work very well for downstream tasks.

For text, the transformer is trained 
to predict missing words from a dis-
crete set of possibilities. But in high-
dimensional continuous domains 
such as video, the set of plausible con-
tinuations of a particular video seg-

A key question  
for the future  
of AI is how do 
humans learn 
so much from 
observation  
alone? 
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ties with current AI suggests several di-
rections for improvement: 

1. Supervised learning requires too 
much labeled data and model-free rein-
forcement learning requires far too 
many trials. Humans seem to be able to 
generalize well with far less experience.

2. Current systems are not as robust 
to changes in distribution as humans, 
who can quickly adapt to such changes 
with very few examples.

3. Current deep learning is most 
successful at perception tasks and gen-
erally what are called system 1 tasks. 
Using deep learning for system 2 tasks 
that require a deliberate sequence of 
steps is an exciting area that is still in 
its infancy.

What needs to be improved. From 
the early days, theoreticians of ma-
chine learning have focused on the iid 
assumption, which states that the test 
cases are expected to come from the 
same distribution as the training ex-
amples. Unfortunately, this is not a re-
alistic assumption in the real world: 
just consider the non-stationarities 
due to actions of various agents chang-
ing the world, or the gradually expand-
ing mental horizon of a learning agent 
which always has more to learn and 
discover. As a practical consequence, 
the performance of today’s best AI sys-
tems tends to take a hit when they go 
from the lab to the field.

Our desire to achieve greater robust-
ness when confronted with changes in 
distribution (called out-of-distribution 
generalization) is a special case of the 
more general objective of reducing 
sample complexity (the number of ex-
amples needed to generalize well) when 
faced with a new task—as in transfer 
learning and lifelong learning81—or 
simply with a change in distribution or 
in the relationship between states of 
the world and rewards. Current super-
vised learning systems require many 
more examples than humans (when 
having to learn a new task) and the situ-
ation is even worse for model-free rein-
forcement learning23 since each re-
warded trial provides less information 
about the task than each labeled exam-
ple. It has already been noted61,76 that 
humans can generalize in a way that is 
different and more powerful than ordi-
nary iid generalization: we can correctly 
interpret novel combinations of exist-
ing concepts, even if those combina-

ing a neural network to latent samples 
from a known distribution (for exam-
ple, a Gaussian). The generator trains 
itself to produce outputs Ŷ  to which the 
model gives low energy E(Ŷ). The gen-
erator can do so using backpropagation 
to get the gradient of E(Ŷ) with respect 
to Ŷ. The generator and the model are 
trained simultaneously, with the model 
attempting to give low energy to train-
ing samples, and high energy to gener-
ated contrastive samples.

GANs are somewhat tricky to opti-
mize, but adversarial training ideas 
have proved extremely fertile, produc-
ing impressive results in image synthe-
sis, and opening up many new applica-
tions in content creation and domain 
adaptation34 as well as domain or style 
transfer.87

Making representations agree using 
contrastive learning. Contrastive learn-
ing provides a way to discover good fea-
ture vectors without having to recon-
struct or generate pixels. The idea is to 
learn a feed-forward neural network that 
produces very similar output vectors 
when given two different crops of the 
same image10 or two different views of 
the same object17 but dissimilar output 
vectors for crops from different images 
or views of different objects. The squared 
distance between the two output vectors 
can be treated as an energy, which is 
pushed down for compatible pairs and 
pushed up for incompatible pairs.24,80

A series of recent papers that use 
convolutional nets for extracting repre-
sentations that agree have produced 
promising results in visual feature 
learning. The positive pairs are com-
posed of different versions of the same 
image that are distorted through crop-
ping, scaling, rotation, color shift, blur-
ring, and so on. The negative pairs are 
similarly distorted versions of different 
images which may be cleverly picked 
from the dataset through a process 
called hard negative mining or may 
simply be all of the distorted versions of 
other images in a minibatch. The hid-
den activity vector of one of the higher-
level layers of the network is subse-
quently used as input to a linear 
classifier trained in a supervised man-
ner. This Siamese net approach has 
yielded excellent results on standard 
image recognition bench-
marks.6,21,22,43,67 Very recently, two Sia-
mese net approaches have managed to 

eschew the need for contrastive sam-
ples. The first one, dubbed SwAV, quan-
tizes the output of one network to train 
the other network,20 the second one, 
dubbed BYOL, smoothes the weight 
trajectory of one of the two networks, 
which is apparently enough to prevent a 
collapse.40

Variational auto-encoders. A popu-
lar recent self-supervised learning 
method is the Variational Auto-Encoder 
(VAE).58 This consists of an encoder 
network that maps the image into a la-
tent code space and a decoder network 
that generates an image from a latent 
code. The VAE limits the information 
capacity of the latent code by adding 
Gaussian noise to the output of the 
encoder before it is passed to the de-
coder. This is akin to packing small 
noisy spheres into a larger sphere of 
minimum radius. The information ca-
pacity is limited by how many noisy 
spheres fit inside the containing 
sphere. The noisy spheres repel each 
other because a good reconstruction 
error requires a small overlap between 
codes that correspond to different 
samples. Mathematically, the system 
minimizes a free energy obtained 
through marginalization of the latent 
code over the noise distribution. How-
ever, minimizing this free energy with 
respect to the parameters is intracta-
ble, and one has to rely on variational 
approximation methods from statisti-
cal physics that minimize an upper 
bound of the free energy.

The Future of Deep Learning
The performance of deep learning sys-
tems can often be dramatically im-
proved by simply scaling them up. 
With a lot more data and a lot more 
computation, they generally work a lot 
better. The language model GPT-318 
with 175 billion parameters (which is 
still tiny compared with the number of 
synapses in the human brain) gener-
ates noticeably better text than GPT-2 
with only 1.5 billion parameters. The 
chatbots Meena2 and BlenderBot73 also 
keep improving as they get bigger. 
Enormous effort is now going into scal-
ing up and it will improve existing sys-
tems a lot, but there are fundamental 
deficiencies of current deep learning 
that cannot be overcome by scaling 
alone, as discussed here.

Comparing human learning abili-
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because their activity vector in the 
higher-level call can be reconstructed 
later using the information in the fast 
weights. Multiple time scales of adap-
tion also arise in learning to learn, or 
meta-learning.12,33,75

Higher-level cognition. When think-
ing about a new challenge, such as driv-
ing in a city with unusual traffic rules, 
or even imagining driving a vehicle on 
the moon, we can take advantage of 
pieces of knowledge and generic skills 
we have already mastered and recom-
bine them dynamically in new ways. 
This form of systematic generalization 
allows humans to generalize fairly well 
in contexts that are very unlikely under 
their training distribution. We can 
then further improve with practice, 
fine-tuning and compiling these new 
skills so they do not need conscious at-
tention anymore. How could we endow 
neural networks with the ability to 
adapt quickly to new settings by mostly 
reusing already known pieces of knowl-
edge, thus avoiding interference with 
known skills? Initial steps in that direc-
tion include Transformers32 and Recur-
rent Independent Mechanisms.38

It seems that our implicit (system 1) 
processing abilities allow us to guess 
potentially good or dangerous futures, 
when planning or reasoning. This rais-
es the question of how system 1 net-
works could guide search and plan-
ning at the higher (system 2) level, 
maybe in the spirit of the value func-
tions which guide Monte-Carlo tree 
search for AlphaGo.77

Machine learning research relies on 
inductive biases or priors in order to en-
courage learning in directions which 
are compatible with some assumptions 
about the world. The nature of system 2 
processing and cognitive neuroscience 
theories for them5,30 suggests several 
such inductive biases and architec-
tures,11,45 which may be exploited to de-
sign novel deep learning systems. How 
do we design deep learning architec-
tures and training frameworks which 
incorporate such inductive biases?

The ability of young children to per-
form causal discovery37 suggests this 
may be a basic property of the human 
brain, and recent work suggests that 
optimizing out-of-distribution gener-
alization under interventional changes 
can be used to train neural networks to 
discover causal dependencies or causal 

variables.3,13,57,66 How should we struc-
ture and train neural nets so they can 
capture these underlying causal prop-
erties of the world?

How are the directions suggested by 
these open questions related to the 
symbolic AI research program from the 
20th century? Clearly, this symbolic AI 
program aimed at achieving system 2 
abilities, such as reasoning, being able 
to factorize knowledge into pieces 
which can easily recombined in a se-
quence of computational steps, and 
being able to manipulate abstract vari-
ables, types, and instances. We would 
like to design neural networks which 
can do all these things while working 
with real-valued vectors so as to pre-
serve the strengths of deep learning 
which include efficient large-scale 
learning using differentiable computa-
tion and gradient-based adaptation, 
grounding of high-level concepts in 
low-level perception and action, han-
dling uncertain data, and using distrib-
uted representations. 
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“The quest for youth—so futile. Age and wisdom have 
their graces too.”  — Jean Luc Picard

IT IS  AN increasingly global phenomenon that 
societies promote the notion of youth as the preferred 
state.a In stark contrast to the “wise elder” of ages past, 
today old age is assumed to be marked by loss of 
physical and cognitive ability, diminished relevance, 
and as we are sadly seeing with the COVID-19 
pandemic, devalued humanity.18 In many ways, it is 
not surprising that such stereotypes are reflected in 
our technologies: tech companies compete for 
territory in an already overcrowded youth market; 
whereas older adults,b if considered users at all, are 
offered little more than fall alarms, activity monitors, 
and senior-friendly (often lower functionality) versions 
of existing tools. Meanwhile, there is a growing trend 

a The New Yorker. Why ageism never gets old; https://www.newyorker.com/magazine/2017/11/ 20/why-
ageism-never-gets-old

b Whether “older adult” is even a meaningful category of user is something we question in this article.
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of workers aging out of the tech indus-
try as early as their mid-40s,17 reflecting 
the higher value placed on the perspec-
tives of those who represent the default 
target demographic.

ACM has produced a Code of Ethics 
and Professional Conduct,1 which af-
firms the importance of computing 
technologies being accessible as well 
as meeting the social needs of a diverse 
population of users. In light of such 
principles, it is ethically problematic 
that individuals toward the far (and 
particularly farthest) end of the age 
spectrum are clearly the lesser benefi-
ciaries of digital technologies.3 There 
are competing views on why this is the 
case. On the one hand, older adults are 
more likely than younger adults to have 

multiple health related constraints 
which can present difficulties in using 
standard (or, shall we say, poorly de-
signed) technologies. But differences 
in technology adoption rates between 
young and old may more accurately re-
flect technologies’ lack of appeal to 
older adults than their inaccessibility. 
After all, healthy older adults have been 
shown to reject digital technologies 
when they are perceived to be in con-
flict with “what matters” in their lives 
and to society at large.12

It is our contention that usability 
concerns have for too long overshad-
owed questions about the usefulness 
and acceptability of digital technolo-
gies for older adults. In this article, we 
confront the uneasy relationship be-

 key insights
 ˽ The narrow focus on accessibility 

concerns harms older adults by excluding 
them from wider benefits of technologies.

 ˽ Technologies must be usable by older 
adults who may have age-related 
limitations; but they also must be useful 
and acceptable to older adults, many of 
whom do not have age-related limitations.

 ˽ Older adults are important stakeholders 
in digital society, and listening to their 
objections to technologies will help us 
design our society in ways that work 
better for everyone.

 ˽ The key to designing technologies that 
older adults want to use is to think 
differently: to reject a mindset that aging 
is disabling, to understand that aging is a 
process, and to recognize more positive 
aspects of that process.
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they can do, and thus design aims to 
compensate for age-related deficit22,24 
rather than designing to support late-
life development and enrichment.5

Research has shown that attitudes 
toward aging concretely impact the way 
people age. People who hold more nega-
tive attitudes are found to be more likely 
to show biomarkers for Alzheimer’s dis-
ease in their brains and as a result expe-
rience greater cognitive changes.14 This 
suggests there is a strong psycho-social 
component to aging, and as such, tech-
nology has a role to play in shaping how 
we conceive of, and in turn, experience 
old age. Consider the following:

 ˲ The lack of interest by the tech sec-
tor in designing for the older adult 
market contributes to implicit ageist 
messaging that older adults are not 
worthy of investment, technologically 
or otherwise, and any harms that may 
occur to older adults through this 
omission is an unavoidable externality 
of a system that economically rewards 
other priorities.

 ˲ Technologies specially designed 
for “old people” that seem to prove age-
ist stereotypes can be actively stigma-
tizing for users, and therefore are rare-
ly adopted unless one has no other 
choice.23,26

 ˲ If one internalizes the stereotype 
that old people are incapable of using 
technology, any poorly designed tech-
nology that presents usability chal-
lenges can make someone who other-
wise doesn’t consider themselves old 
feel old—a phenomenon known as sit-
uated elderliness.4

 ˲ Similarly, notions of “aging suc-
cessfully” involve older adults being 
able to keep up with technological 
change, putting pressure on older 
adults to adopt and master new tech-
nologies lest they reveal their old age.25,26

In each of these ways, technology 
works to define what it means to be old: 
it subjectifies older people and turns ag-
ing itself into a problem. Through the 
experience of digital technologies, one 
is forced to either identify as an “older 
adult” or deliberately refuse the term. 
It is interesting that older adults can 
use these stereotypes to their advan-
tage, insofar as claiming that one is 
“too old” frees the person from having 
to adopt technologies they otherwise 
don’t want to adopt.12 But resisting 
technologies by conceding the stereo-

type, unfortunately, only reinforces 
this subjectification.

Designing for potential physical 
and/or cognitive differences of older 
adults to the exclusion of other contex-
tual factors limits the scope for tech-
nology to meaningfully relate to and 
positively contribute to the older adult 
experience. As people reach advanced 
old age, their individual personalities 
and identities can sometimes become 
hidden; the world only sees them as 
“old.”9 It is an insult to older adults—
and undermines the identity building 
work that is so important to wellbeing 
in older adulthood—that digital tech-
nologies do not represent or accom-
modate their individuality as users.

Not only are older adults as multi-
faceted as people of any other age, they 
also differ from younger adults in a va-
riety of important ways that are too of-
ten overlooked when blinded by poten-
tial differences in ability (see sidebar: 
“What Makes Older Adults Interest-
ing?”). One cannot construct a well-de-
fined design problem when ignoring 
these factors, and digital technologies 
are therefore less likely to appeal to 
and work for older adults.

Assuming older adults lack the abil-
ity to use digital technologies makes it 
harder to conceive of meaningful con-
tributions they might make as co-de-
signers of technology futures. Simply 
put, designers cannot take seriously 
the opinions of those they infantalize. 
Technologies are almost always de-
signed for older adults, rather than by 
or with older adults. This can lead to 
situations where older adults do not 
find such digital technologies relevant 
to their lives.

It can be more difficult to reach older 
adult populations for research (perhaps 
the research community ought to ask 
why this is the case), but studies that 
have sought to engage older adults in 
co-design have demonstrated they can 
be productively engaged in helping en-
vision the future.2,10,22 Older adults have 
much to contribute to their communi-
ties, other generations and research, if 
enabled. They are a storehouse of per-
sonal experience and historical knowl-
edge, and researchers as well as design-
ers can learn a lot from their frank 
insights and vision for society.

Construing older adults as differ-
ently abled contributes to the “other-

tween accessibility and aging re-
search—specifically, the assumption 
that the two fall under the same um-
brella despite the fact that aging is nei-
ther an illness nor a disability. Our point 
is not that the phenomenon of disabili-
ty represents a comparatively simple 
challenge for designers, as assistive de-
vices and accessibility adaptations are 
inadequate for users with disabilities 
for many of the same reasons we high-
light in this article.20 Instead, we argue 
that while accessibility research is im-
portant as one aspect of ensuring indi-
viduals are not unfairly discriminated 
against, Human-Computer Interaction 
(HCI) and Aging research should be 
seen as a separate entity. As a basis 
from which more inclusive HCI and Ag-
ing research may spring, we eschew no-
tions of “old age” in favor of the alterna-
tive framing of aging as a largely positive 
process to which all people are subject.

What’s the Harm?
We begin by laying out the ways in 
which conflating aging with accessibility 
inadvertently harms older adults. Our 
argument is essentially Foucauldian:8 
that assuming a natural connection be-
tween aging and accessibility works to 
reify “older adult” as a category of user/
subject in ways that disproportionately 
benefit younger technology users. In 
other words, understanding older 
adult users through the lens of accessi-
bility—in which disability is the most 
salient characteristic in technology use—
has implications for the kinds of de-
sign opportunities we identify and pri-
oritize for this group, and in turn for 
how older adults see themselves as be-
longing (or rather not belonging) with-
in digital society. Here, we break this 
down into four related problems stem-
ming from the casual association be-
tween aging and accessibility research.

Focusing on age-related limitations 
perpetuates negative stereotypes of ag-
ing and promotes ageism. That nega-
tive narratives of aging abound is not 
the fault of digital technology, though 
it is important that researchers and de-
signers are cognizant of the ways in 
which negative societal attitudes toward 
aging are reflected in and reinforced by 
technology. Fundamentally, this bias af-
fects what behaviors are visible or invis-
ible to designers: it is easier to see what 
older adults can’t do, rather than what 
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 ˲ Considering older adults as teach-
ers and custodians of culture—roles 
they have held or still hold in many so-
cieties—enables one to benefit from 
older adults’ (and indeed, older mem-
bers of the design team’s) wealth of ex-
perience. Designing technologies with 
this in mind can overcome naive and 
shortsighted development and instead 
can lead to technologies that substan-
tially contribute to a life worth living.

 ˲ Researchers and designers can 
readily conceive of older adulthood as 
a site for exciting innovation. How rad-
ical it would be to put older adults at 
the frontline of our most innovative 
technologies, creating and benefiting 
from technologies that others also 
want to use.

Construct user types on the basis of 
shared contextual factors. People are 
different, and nothing can ever really 

ing” of older adult users. In addition to 
limiting the scope of innovation for 
older adult end users (as described pre-
viously), a preoccupation with physical 
deterioration and limitations associat-
ed with aging can obscure key design 
issues underlying older adults’ difficul-
ties with or objections to technologies. 
Younger adults also struggle to use 
poorly designed technologies and are 
frustrated with negative consequences 
of these technologies, but often they 
have greater incentive to learn to use 
such technologies, indeed often less 
choice whether to adopt them.12 When 
older adults choose not to adopt these 
same technologies, assuming their 
non-use is due to a lack in ability (phys-
ical or cognitive) or digital literacy is a 
way of de-legitimizing these objec-
tions, while also concealing that the 
objections likely pertain to other users.

The categorical separation of older 
adults is how they come to be thought of 
as a problematic “other” or a divergent 
user group. It is part of an apparatus that 
encourages the treatment of older adults 
as peripheral to digital society. And if 
older adults are considered essentially 
problematic or difficult to accommo-
date, this feeds a vicious cycle: older 
adults are less likely to use technologies 
that do not account for their needs and 
wants; then not using these tools means 
they lose confidence in their technical 
abilities, and so are even less likely to use 
digital technologies. Ultimately, this 
ends up justifying the decision not to in-
vest in the older adult market, focusing 
instead on delivering technologies that 
appeal to younger users.

Thinking Differently, 
Designing Differently
Having identified the problems with 
the current view of aging in HCI, there 
are clear alternatives. We offer the fol-
lowing recommendations as an anti-
dote to the harms identified earlier, di-
rectly mirroring each in turn:

Seek design inspiration in narra-
tives of positive aging. It is worth point-
ing out that conflating aging with ac-
cessibility is not just a way of making 
aging more tractable as a design prob-
lem. It is really a mindset—a mindset 
that views the old as infirm, incompe-
tent and in need of help. This view has 
its origins in the medical model of dis-
ability, whereas we are adopting a more 

social, positive and ultimately empow-
ering model.

The first step in challenging this 
mindset is to consciously attend to the 
more positive aspects of the aging ex-
perience. Research and design could 
focus on the relative freedoms that old-
er adults enjoy compared with those 
busy with child rearing or work life, 
and the space this opens up for being 
able to engage with questions about 
“what matters.” Thereby, retirement 
becomes not an end but a new begin-
ning, a chance to re-invent oneself or 
renew interests in hobbies, to travel, or 
to volunteer in the community. Design-
ers could look to older adults as “el-
ders”—those experienced in the art of 
living whose advice society should ac-
tively seek as we design our world.

Making this adjustment has two ef-
fects, therefore:

Older adults are not a well-defined category of user,21 in part because there is no set age 
that makes someone “older.” HCI and Aging research has largely failed to make clear 
what is different or interesting about older adults beyond their likeliness to experience 
usability issues related to age-related physical and/or cognitive decline. We have 
debunked this already as the sole reason for focusing on older adults; and yet there are 
several contextual factors that make older adults uniquely interesting to research and 
design for.

Life experiences. Older adults have lived through more/different historical events 
and cultural shifts, which shape their view of the world, even if in different ways to 
one another.

Technology biographies. As part of their life experiences, older people have learned 
a variety of technologies across their lifespan, not all of which have been digital. 
These inform the way they approach their interactions with new technologies and can 
contribute to discomfort with novel forms of interaction, particularly if introduced to 
them post-retirement. Most importantly, however, they shape their understandings of 
what makes for “good” or “bad” technologies.

Societal expectations. Whether an older person individually ascribes to positive or 
negative views of aging, they will be aware of and react to/against these narratives in 
ways that affect their use of technology. Older adults can be ageist against themselves 
and their peers, too,15 just like younger people.6 Lack of expectation for their proficiency 
or comfort with technology, however, allows older adults to voice criticisms of 
technology that others either take for granted or must suffer through as a necessary 
means of accomplishing everyday or work-related tasks.

Changing family structures. Often older adults have to navigate multigenerational 
bonds and caring responsibilities (for example, for spouses, grandchildren, friends, 
their own elderly parents), putting particular constraints on their time and energy.

Stage of life. While a luxury not all older adults are guaranteed, retirement 
can precipitate a number of dramatic changes in one’s social life, create new 
opportunities, and stimulate rapid identity building. As one perceives the end of life 
to be near (either due to advanced age or ill health), people seek more meaningful, 
emotionally fulfilling relationships (see socioemotional selectivity theory), thus 
giving them a new perspective on what might be important and not important when 
engaging with technologies.

Taken together, older adults offer a perspective that can deepen understanding of 
the effects of digital technologies, so that we, as designers, can better understand the 
trade-offs entailed by our design decisions. Also, actively engaging with older adults 
helps to mitigate designers’ own latent ageism—something one must do as a deliberate 
practice—resulting in technologies more likely to enrich the lives of those who are 
fortunate enough to arrive at older adulthood.

What Makes Older Adults 
Interesting?
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mind, it is key to conceive of older adults 
as stakeholders not only in the particu-
lar subset of technologies specifically 
designed with them in mind, but also in 
the technologies that directly and indi-
rectly shape the wider society in which 
they are, clearly, stakeholders. There is a 
casual ageism that assumes that indi-
viduals who may be closer to death are 
not worth consulting about technolo-
gies of the future. In our experience in-
terviewing older adults, they take a great 
interest in how technologies may affect 
the lives of their grandchildren, for ex-
ample, and make certain decisions 
about their own technology use to try to 
bring about more positive future.11

There is a methodological solution 
here, not unrelated to our previous rec-
ommendation, which is to involve older 
adults as study participants and/or co-
designers as a rule, not as the exception. 
Merely considering what individuals 
across the age spectrum might want is 
not sufficient for inclusive design. What 
makes design truly inclusive is ensuring 
that all stakeholders have a voice in the 
design process and are respected and 
engaged with as equals. We note that 
some efforts are being made to include 
older adults in design and discussions 
about technology (our reference list in-
cludes a number of good examples),c 
but there is still a long way to go.

Design for everyone “growing old.” 
In sustainability discourse, there is a 
phenomenon known as NIMBY-ism: 
Not-In-My-Back-Yard. It describes a per-
son not minding others having to live 
near wind turbines or nuclear power 
plants, but personally not wanting to 
live near them. The equivalent in the 
HCI and Aging field is the “. . . but they 
need it” argument: “I don’t want any of 
this, but it would be great for my aging 
father.” Technology carries so much 
stigma, and people don’t want to be that 
“older adult” who is being designed for. 
It is telling that while most people over 
the age of 65 do not self-identify as 
“old”d nor see themselves as needing 
senior-friendly or assistive technolo-
gies, these are still designed “for their 
own good,” ignoring their objections. 

c See https://www.techenhancedlife.com/.
d Often young-old adults (65–75) still have 

aging parents they are taking care of them-
selves, hence they don’t see themselves as an 
older adult.

work for everyone; but divergent per-
spectives ought to be accommodated 
within a digital society. Diversity nour-
ishes insight and innovation; it helps 
society to become more empathetic, 
and design more compassionate tech-
nologies. Enfolding older adult per-
spectives and enriching the diversity of 
user types can only improve one’s abili-
ty to design good technologies, hence 
the importance of working to under-
stand what motivates these individuals.

But we caution that “older adult” is 
not a user type that is meaningful 
enough to inspire good design. This 
group, such as it is, is not monolithic, 
and the tendency to treat it as such per-
petuates harmful stereotypes that they, 
as users, rarely conform to. In addition, 
treating older adults as a distinct user 
type isolates the transferable insights 
that the HCI community might gain 
from their perspectives and experiences.

To combat this, it is critical that re-
search and design specify user types 
untethered from age. Some issues 
may be more salient for younger or 
older adults, but there are few issues 
that are so specific to chronological 
age that the user type of interest could 
not be represented by either an older 
or younger adult. And yet, while HCI 
research would benefit from more 
age-diverse samples, there may be es-
pecial cause to turn to older adults to 
better understand the impacts of tech-
nology within a wider historical and 
social context.

Empower older adults to envision and 
shape the future. It would be paternalis-
tic to ignore that health is very important 
to older adults, even if one disagrees with 
some of the reasons why health has be-
come such a big focus. But it is paternal-
istic, too, to assume that because some-
one is older, we designers know what is 
best for them—that it is in their best in-
terest to adopt assistive technologies, for 
example. Paternalism is antithetical to 
the kind of listening stance that under-
pins good design work. It makes it more 
difficult to hear what older adults are  
really saying, or even to ask the right 
questions to begin with.

The ACM Code of Ethics and Profes-
sional conduct states, “A computing pro-
fessional should … 1.1. Contribute to so-
ciety and to human well-being, 
acknowledging that all people are stake-
holders in computing.”1 With this in 

Diversity nourishes 
insight and 
innovation; it helps 
society to become 
more empathetic, 
and design more 
compassionate 
technologies. 

https://www.techenhancedlife.com/
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The surveillance tools designed to mon-
itor older adults is one example: few 
would tolerate such overt violations of 
privacy, but for their children’s and so-
ciety’s peace of mind it is widely accept-
ed that it is a good safety technology.

These tools can and do provide 
some benefit to some older adults. But 
we argue that in the zeal to “help” older 
adults one must remain aware of what 
might make technology unacceptable 
for them as for other populations. 
Making older adults suffer through 
bad technology does harm to 
them.7,16,19 If there are consequences 
to a technology that the (almost al-
ways younger) person designing it is 
unwilling to accept, why should they 
assume those consequences are ac-
ceptable to older adults?

One way of countering this impulse 
is to move away from designing for 
“older adults” (with all of the cultural 
stereotypes this entails) to designing 
for the experience of aging. This shifts 
the focus from a population in which 
age demarcations may be cultural, con-
textual, and, at times, arbitrarily im-
posed to a focus on the experiences, 
transitions, and changes that people 
experience over the lifespan. This 
stance also helps designers recognize 
their own journey toward older adult-
hood, motivating them to design the 
kinds of technologies that make this 
life stage enjoyable once they get there.

Conclusion
To help ensure older adults are not dis-
enfranchised by the digital technolo-
gies that permeate society, the HCI 
community will need to move beyond a 
focus on accessibility as the core de-
sign requirement for older adults and 
consider the myriad other factors that 
make learning and using digital tech-
nologies less appealing for this demo-
graphic. Ultimately, by listening to and 
learning from older adult perspectives, 
the computing sector is better posi-
tioned for designing technologies that 
not only benefit the current generation 
of older adults but will ultimately en-
hance all people’s experience of aging.
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FLEXIBLE, CONTINGENT, OR ‘agile,’ working arrangements 
provide workers with greater autonomy over when, 
where, or how to fulfill their responsibilities. In search 
of increased productivity and reduced absenteeism, 
organizations have increasingly turned to flexible 
work arrangements. Although access to flexible work 
arrangements is more prevalent among high-skilled 
workers, in the form of flextime or co-working, the 
past decade has also witnessed growth of independent 
contractors, digital nomadism, digitally enabled 
crowdwork, online freelancing, and on-demand 
platform labor.3

Flexible work arrangements reduce commutes and 
can enable workers with care-responsibilities to stay in 
the workforce. Younger workers also see flexibility as a 
top priority when considering career opportunities.2

Flexible working arrangements can 
also be mutually beneficial, enabling 
organizations to scale dynamically. 
Specific skill sets can be immediately 
accessed by turning to freelancers to 
fill organizational gaps. A growing 
number of organizations and workers 
rely on short-term and project-based 
relationships, using online platforms 
such as Upwork or Fiverr to connect.

However, flexible work arrange-
ments often come entwined with pre-
carity cloaked in emancipatory narra-
tives.5 Fixed salaries and benefits have 
given way to hourly rates and quanti-
fied ratings. Flexible workers often face 
unpredictability and uncertainty as 
they carry more risk and responsibility, 
and are burdened with a great portion 
of administrative costs (that is, over-
head) associated with organizational 
support systems.6 Flexible workers at 
Google, for instance, outnumber full 
time workers but face far more unpre-
dictability.11

Current formulations consider or-
ganizations as relatively fixed ‘con-
tainers’, which encapsulate the work 
performed and the information and 
communications technology (ICT) 
systems used to perform it.12 However, 
flexible work arrangements take place 
outside of organizational containers. 
In this new sociotechnical dynamic, 
flexible workers interact with a diver-
sity of digital tools that defy central-
ized, top-down standardization or 
governance.

We capture this diversity of digital 
tools through the concept of Personal 

Flexible  
Work and 
Personal Digital 
Infrastructures 
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PDIs are emerging as alternative 
sociotechnical infrastructures to  
enhance flexible work arrangments. 
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 key insights
 ˽ As flexible work arrangements are 

accepted, work structures, performance 
expectations, and employee-employer 
relationships change, presenting both 
benefits and risks for workers.

 ˽ Personal digital infrastructures (PDIs) 
allow workers to realize the benefits of 
flexible work while avoiding the risks of 
precarious work.

 ˽ To avoid the significant negative impacts 
of increased flexibility, PDI management 
and design must become more responsive 
to the needs of flexible workers.
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Digital Infrastructures (PDIs), which 
denote an individualized assemblage of 
tools and technologies, such as person-
al laptops, smartphones, cloud services, 
and applications brought together by 
workers to perform their work tasks. 
Yet, flexible workers constantly recon-
figure their PDIs as the technology 
landscape, client-relationship, and 
task requirements shift.

For flexible work arrangements to 
be mutually beneficial, PDI integration 
in ICT systems for work is increasingly 

necessary, beyond a narrow focus on 
enterprise systems supporting stan-
dard work.

Our collective research on flexible 
work arrangements indicates that PDIs 
present non-trivial challenges, but a 
more effective design of ICT systems 
for work can facilitate the integration 
of these bottom-up infrastructures. 
The nuanced understanding of PDIs 
presented here highlights their inter-
play with flexible work arrangements 
across key dimensions (spatial, tempo-

ral, organizational, and technological) 
and suggests key priorities for technol-
ogy and platform developers.

Methods
These findings are based on 170 semi-
structured interviews with flexible 
workers conducted between 2015 and 
2019. This number included 11 digital 
nomads, 37 remote knowledge work-
ers, 51 online freelancers (for example, 
Upwork and Fivver), and 71 other types 
of on-demand workers (ride hailing, 
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Power consumption for typical components.Different dimensions of flexible work environments.

Dimension of 
flexibility Definition 

Common examples of work 
arrangements presenting 
flexibility dimension 

Examples of supporting digital 
technologies 

Examples of technological 
constraints 

Spatial  
flexibility 

The extent to which 
workers can detach 
themselves from 
specific locations and 
workspaces 

Nomadic work ˲  Portable computational equipment 
˲  Non geo-restricted access  

to systems 
˲  Adequately reliable and  

affordable Internet connectivity 
˲  Access to charging stations  

and/or long battery life

˲ Fixed computational equipment
˲ Geo-restricted access to systems 
˲  Lack of access to reliable or 

affordable Internet connectivity 
˲  Lack of access to charging stations  

and/or low battery life

Temporal 
flexibility 

The extent to which 
workers can detach 
themselves from specific 
work schedules   

Temporary work;
Part-time work; Flextime 

˲  Complex time- and task- 
management systems

˲  Personal cloud services  
(such as Google drive)

˲  Asynchronous communication 
platforms and norms

˲  Blurring of work-life boundaries
˲  Digital distractions
˲  Inflexible time- and task- 

management systems

Organizational 
flexibility 

The extent to which 
workers can detach 
themselves from 
organizations’ 
administrative control 

Gig work;
Contract work; Freelance work

˲  Digital labor platforms
˲  Bespoke employment/engagement 

contract
˲  Digital accounting mechanisms
˲  Community-developed add-ons  

and plug-ins (for example, scripts)

˲  Policies restricting the external use  
of enterprise systems

˲  Technical management norms

Technological 
flexibility 

The extent to which 
workers can self-curate 
the infrastructure that 
supports their work

All types of flexible work 
arrangements 

˲  Ownership of personal IT  
(for example, personal devices  
and cloud) 

˲  Systems that operate across 
platforms and devices

˲  Lack of interoperability of enterprise 
applications, task management  
software, and file formats

are flexible in the same way. As a use-
ful framework for understanding the 
intersection of technologies and flexi-
ble work, we propose that flexible 
work arrangements diverge from stan-
dard work arrangements along three 
key dimensions: Organizational at-
tachment (the extent to which workers 
are under the control of the organiza-
tion); temporal attachment (the ex-
tent to which workers are employed 
long-term by one organization); and 
physical attachment (the extent to 
which workers are in physical proxim-
ity to the organization).1

Our collective research suggests that 
flexible work also diverges along a 
fourth dimension: technological flexi-
bility, referring to the extent to which 
workers are able to self-curate their own 
PDI to support their work. These flexi-
bility dimensions are not mutually ex-
clusive and flexible workers often op-
erate across multiple dimensions. 
The accompanying table summarizes 
the four dimensions, documenting 
the role of the current technological 
landscape in enabling and constrain-
ing different dimensions of flexible 
work environments.

The table is also helpful for under-
standing the nature of flexibility, 
since flexible work arrangements 

render workers less dependent on or-
ganizations. However, labels such as 
remote working or flex timing do not 
fully capture the complexity of flexi-
ble work4 and hence are a poor basis 
for the design of PDIs, potentially 
leading to confusing, even abusive, 
employer-employee relationships.

Each dimension of work flexibility 
presents workers with both opportuni-
ties for and challenges to their autono-
my, efficiency, and effectiveness. It is 
these opportunities that PDI technolo-
gies must magnify and mitigate.

Spatial flexibility refers to the extent 
to which workers can detach them-
selves from specific locations and 
workspaces.

Opportunities. The ubiquity of net-
worked infrastructures allows flexible 
workers to be increasingly mobile. 
Modern norms of digital communica-
tion have created an environment 
where workers can be reached just as 
quickly half a world away as they can 
be in the next office. Our research par-
ticipants who worked primarily online 
could ‘get to work’ from wherever they 
were, though sometimes bound by 
geo-restrictions in terms of which 
tasks they could fulfill. Spatial flexibil-
ity was characterized by being able to 
work from home, but participants 

food delivery, and task work). Partici-
pants’ average age was 35; 104 were 
male and 66 were female; 107 resided 
in the U.S. and 63 in Europe (Norway, 
Sweden, U.K., and Netherlands), in-
cluding diverse nationalities and im-
migrant workers, particularly from In-
dia. Interviews were conducted online 
or in person (by phone or on Skype/
WhatsApp/GotoMeeting). Our analysis 
highlighted a large diversity of tools 
and technologies for work used by the 
participants. Examples included digi-
tal labor platforms; personal laptops; 
mobile devices, such as cellphones or 
tablets; and applications such as Asa-
na, Google Drive, Google Maps, and Za-
pier, reflecting varying needs.

Flexible Work Dimensions
Even though flexible work environ-
ments are becoming more common, 
our findings reveal a general mismatch 
between the dynamic requirements of 
flexible work arrangements and the 
current technological landscape. 
Workers often have to go to great 
lengths to configure PDIs to fit their 
needs. Designing a more effective PDI 
necessitates a more nuanced under-
standing of the requirements of flexi-
ble work arrangements.

Not all flexible work arrangements 
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zones. Personal cloud services, such as 
Google Drive or Dropbox, also provided 
the flexibility to create, access, and ma-
nipulate information across time. 
Those affiliated with larger organiza-
tions also used independent cloud ser-
vices as the shared repository of asyn-
chronous collaboration, in tandem 
with enterprise resources.

Challenges. Temporal flexibility re-
quires high trust levels from an organi-
zation and/or high autonomy for work-
ers. Temporal flexibility is also 
relatively incompatible with tradition-
al micro-management styles or with 
time-sensitive tasks. One of the most 
prominent challenges that our partici-
pants faced was the conflation of per-
sonal and work times. A participant 
puts this succinctly: “When you’re in 
your office, people assume you’re in 
the office, you’re available. You’re out 
of the office, maybe not as available. 
And now technology’s made [us] avail-
able 24/7. People think, ‘Wait a minute, 
I sent you an email. Why didn’t you re-
spond?’” Mobile technologies have 
rendered the boundary between the 
two spheres even less distinct; being 
able to work at any time increases pres-
sure to be ‘always on’ and always avail-
able to respond to messages. Commu-
nicative affordances, such as read 
receipts or the ‘seen’ function in mes-
saging, mean that workers face a pres-
sure to respond immediately.

Organizational flexibility refers to 
the extent to which workers can detach 
themselves from organizations’ ad-
ministrative control.

Opportunities. Along with changing 
norms of work, such as project-cen-
trism, flexible workers can find and ex-
ecute projects on a global scale by us-
ing digital labor marketplaces 
facilitated by online platforms. Online 
labor platforms provide key facilitators 
of organizational flexibility through 
mechanisms such as digital escrow, 
digital accounting software, and digital 
contracting. Through manual selec-
tion or more complicated algorithmic 
matchmaking mechanisms, these 
platforms lower transaction costs for 
the service recipient (increasingly an 
enterprise) and the worker. More open 
platforms, such as Upwork, enable 
workers to pick and choose clients 
based on their own preferences. Sever-
al of our research participants left stan-

would still utilize extra-domestic spac-
es, such as co-working spaces, hotel 
rooms, and coffee shops. More perva-
sive cellular network coverage also 
contributed to the possibility of work-
ing remotely or on the move. Several 
participants had embraced this oppor-
tunity, becoming ‘nomadic,’ traveling 
long distances, and even setting them-
selves up wherever a stable Internet 
connection was available. Self-identi-
fying global digital nomads are the 
best examples of high spatial freedom 
unleashed by digital connectivity.

Challenges. Spatial flexibility is 
challenging as workers have to con-
stantly navigate and prepare for the 
unpredictability of new and changing 
work environments. For example, spa-
tial flexibility is often stymied by the 
lack of an adequate or reliable Inter-
net connection or charging station. 
Although the stereotype of the coffee-
shop nomad holds true, workers face 
potentially high and unforeseen over-
head costs in negotiating continued 
access to workspaces and essential 
information infrastructure. One par-
ticipant noted: “The biggest kind of 
uncertainty is that I can’t guarantee 
there will be a strong connection 
when I do go to coffee shops.” The 
cost of co-working spaces can eat up 
much of the financial profit gained 
from remote work. As a result, for 
high-intensity digital work, such as se-
mantic sequencing or video editing, 
most profits go to workers with stable 
and highly ergonomic home-office 
set-ups rather than those working re-
motely and using mobile devices.9

Temporal flexibility refers to the ex-
tent to which workers can detach them-
selves from specific work schedules.

Opportunities. Temporal flexibility 
ranges from workers setting their 
‘working hours’ more flexibly within a 
defined set of parameters (that is, flex-
time), to workers having complete free-
dom in choosing when and how long to 
work (that is, creative freelance work). 
In both cases, digital task and time 
management systems aided this tem-
poral flexibility among our partici-
pants, who employed a variety of tools 
in parallel to manage fluid temporal 
work rhythms. Communication plat-
forms such as Slack afforded temporal 
flexibility in communicating with 
peers, asynchronously and across time 

Our findings 
reveal a general 
mismatch between 
the dynamic 
requirements 
of flexible work 
arrangements 
and the current 
technological 
landscape.
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Power consumption for typical components.Figure 1. Technological and social layers of personal digital infrastructures (PDIs). 
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sonal digital tools have penetrated the 
workplace, and many of our partici-
pants enjoyed a high level of flexibility 
in bringing their own devices to work, 
a trend which is captured through 
Bring Your Own Device (BYOD) pro-
grams and IT individualization. The 
ability to select their own work tools, 
rather than being chosen and imposed 
on by the employer, helps workers tai-
lor PDIs to their own needs and dy-
namic work environment.

Challenges. On the flip side, the di-
versity of tools used by flexible workers 
can result in a lack of interoperability 
between various platforms, systems, 
and file types. Whereas Apple Mac-
Books are preferred tools among work-
ers with creative and design tasks, 
their lack of interoperability with Win-
dows-based systems and software cre-
ates many problems. Even small de-
tails, such as missing fonts or graphic 
packages, can create adversarial sce-
narios, lost income, and client dissat-
isfaction for these workers. Several of 
the research participants who use 
Gmail, for instance, do not want to in-
tegrate Google Drive for cloud storage. 
A participant noted, “I use Google 
Drive, mostly because Google kinda 
forces you to use Google Drive.” Anoth-
er lamented, “I’m having trouble with 
making all the technologies work. 
Google wants to take over. It wants 
Google Calendar to be your calendar.” 
Since platform organizations impose 
their dominance, cross-platform coor-
dination becomes difficult for workers 
who wish to take advantage of techno-
logical flexibility.

Characteristics of PDIs
PDIs are strategies employed by flexi-
ble workers to realize the opportunities 
and mitigate the risks that come with 
flexible work arrangements. Workers, 
whether flexible or not, will selectively 
use some digital tools and devices 
more than others, configuring these 
sociotechnical systems to support 
largely individual, creative, operation-
ally resilient, and problem-driven 
work.10 Next, we discuss the character-
istics of PDIs which enable them to 
play this complex, enabling role for 
flexible work.

PDI technological layer: Heteroge-
neous, consumerized, and cost-effi-
cient. PDIs build on fundamental tech-

different restrictive policies or require-
ments set by the organizations. For ex-
ample, a participant described his 
work laptop as “locked down” as he 
“can’t use any type of Google platform, 
can’t use Skype, and can’t use any open 
source, because it’s [considered to 
have] security issues” by the employer. 
Along the same line, several partici-
pants noted how installing applica-
tions on the work laptop, or a smart-
phone, is not possible without going 
through a tedious bureaucratic pro-
cess. Therefore, workers in these set-
tings can usually be subjected to the 
restricted work systems imposed from 
above. Without careful design, the 
same systems that enable greater flexi-
bility can also be used to increase tech-
nical managerial control and restrict 
worker autonomy.7

Technological flexibility refers to 
the extent to which workers can self-
curate the infrastructures that support 
their work. Technological flexibility 
represents the convergence of multi-
ple technological paradigms, such as 
consumerization; the proliferation of 
smart mobile devices; and the plat-
form economy.

Opportunities. Our research makes 
it clear that flexible work is largely en-
abled by technological flexibility. Per-

dard work arrangements and became 
dedicated freelancers because they saw 
the diversity of projects and tasks of-
fered by online freelancing platforms 
as a source of learning and raising so-
cial capital. Without a formal employ-
ment contract, workers can engage in 
multiple projects and organizations 
can decide which contracts they want 
to take. For instance, one of our U.S.-
based participants forwent full-time 
employment, a steady revenue stream, 
and health insurance benefits (as a 
cancer survivor) because he found 
working on a large number of system 
administration projects from different 
organizations to be a more fulfilling 
learning experience than being at-
tached to a single firm with less diverse 
technical challenges.

Challenges. On the other hand, ‘gig 
economy’ platforms, such as Uber Eats 
and Deliveroo, provide algorithmic 
matching mechanisms between cli-
ents and workers but offer limited 
choice over which micro-contracts to 
take and limited organizational infor-
mation (such as total length of deliv-
ery) to enable workers to choose their 
tasks more profitably. Indeed, even 
though flexible workers may enjoy a 
higher administrative flexibility, they 
may find their work to be fraught with 
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vices and tools for work may often re-
sult in the intrusion of work contacts 
and projects into personal IT sys-
tems. For most participants, it was 
difficult to demarcate between tools 
and services that define and support 
personal and work-related uses. For 
instance, participants used social 
media messaging systems, such as 
WhatsApp, to communicate with 
friends, family, clients, and former 
clients. This has changed the tempo-
ral rhythm of work and further 
blurred the line between personal 
time and work. In response to these 
challenges, some participants have 
adopted specific strategies and tools 
to impose boundaries. They may use 
time management tools and offline 
working hours to demarcate between 
work and personal life, or to avoid 
digital distractions. For example, 
some had to clarify to their collabora-
tors and clients that they would not 
reply to email messages after a cer-
tain time, even though they are on a 
flexible work schedule. A participant 
clearly communicated to work-relat-
ed contacts: “I never check my email 
after 6 PM” or another has told cli-
ents when she is traveling, “I’m not 
available. I won’t be responding.”

Practically adaptive. PDIs are orga-
nizationally adaptive. While operating 
in a liminal space between different 
organizations and projects, partici-
pants often must accommodate the 
differing, sometimes contrasting, 

nical characteristics of heterogeneity, 
low-fixed cost, and technology con-
sumerization to create the conditions 
for realizing the benefits of flexible 
work arrangements (as illustrated in 
Figure 1). To achieve technological 
flexibility, PDIs are heterogeneous and 
involve ensembles of personal, con-
sumer-based devices; end-user tools; 
digital platforms; and ubiquitous in-
frastructures (for example, local Wi-Fi 
networks). Yet, such digital technolo-
gies are often not owned by an organi-
zation, even if the worker is affiliated 
with a larger organization. Rather, our 
research participants built on what is 
available in the consumer technology 
market to remain versatile and retain 
control over their work parameters.

The cost of purchasing and main-
taining such devices, however, falls on 
the worker and can generate problems 
in instances of interoperability and re-
duced device security. Our participants 
were cognizant of these costs and had 
to find strategies to keep them under 
control. As a freelance journalist, one 
participant managed to use Dropbox 
for free (beyond the normal capacity of 
free accounts): “through absolute pure 
stinginess to avoid paying for Dropbox, 
I do everything they offer to keep 
bumping up my limit, and the latest 
thing was if you store your photos on 
Dropbox, we’ll give you an extra 3 gigs. 
So I said, ‘Sure.’”

PDI social layer. Building on the 
foundational technologies, PDIs are 
connective, adaptive, and temporally 
hybrid sociotechnical systems, reflect-
ing and reinforcing multiple dimen-
sions of flexibility.

Connective. While the heterogeneity 
of digital technologies enables workers 
to adapt to the diverse needs of flexible 
work environments, this diversity si-
multaneously creates a key challenge: 
lack of interconnection and interoper-
ability among various technologies 
and competing consumer-based eco-
systems (for example, Microsoft vs. Ap-
ple). Therefore, to effectively support 
work practices that often stretch mul-
tiple tools, PDIs connect various eco-
systems and enterprise information 
systems, often through gateway prac-
tices (activities that bring together 
competing systems), VPNs, or integra-
tion tools such as Zapier or IFTTT. 
Some of this work is done manually, 

requiring extra work on the part of the 
workers. For example, one participant 
receives new legal cases from clients 
through an organizationally sanc-
tioned document management service 
called NetDocuments. However, to use 
his preferred cloud-based document 
management system (Box.com), he 
downloads and manually uploads each 
case separately.

Personal. Flexible workers often en-
joy higher organizational flexibility 
and therefore assemble collections of 
digital resources from personal, pub-
lic, and corporate elements based pri-
marily on personal preferences. PDIs 
reflect personal and specific work sit-
uations, and the worker is personally 
responsible for making these collec-
tions of technology function. As such, 
our participants may dedicate great 
effort to maintaining PDIs and must 
rely on personal learning and develop-
ment rather than receiving dedicated 
training.3 This often requires a great 
deal of experimentation and situated 
learning. A Web developer in our sam-
ple, for instance, figured out through 
trial and error that he could leverage 
inflight Wi-Fi without having to pay 
for it. He is able to develop applica-
tions while his computer can still 
communicate with the client compa-
ny’s development server.

Temporally hybrid. Due to tempo-
ral flexibility, PDIs often span the 
personal and professional lives of 
flexible workers. Using personal de-

Figure 2. Flexible work environment shaped at the interplay between work systems and PDIs.Figure 2. Flexible work environment shaped at the interplay between work systems and PDIs.
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PDIs with traditional managerial struc-
tures and processes, such as allocat-
ing, evaluating, and coordinating work. 
Since PDIs are assembled by workers 
in a bottom-up fashion, replication of 
traditional expectations would curb 
key dimensions of flexibility. Rather, 
organizations must meet their flexible 
workers halfway, by tolerating and fa-
cilitating technological diversity. Orga-
nizations need to identify priority 
points where technological cohesion 
among the workforce is essential, such 
as enforcing universally readable file 
types or requiring certain smartphone 
operating systems. On-demand delivery 
platforms, for instance, require that 
workers’ smartphones have functional 
GPS, sufficient mobile data and bat-
tery, and can support the latest worker-
facing app updates.8 On the other 
hand, organizations must also identify 
where technological cohesion is not es-
sential but merely desirable, since our 
findings indicate that workers who are 
not provided with enough technologi-
cal flexibility may resort to tedious 
workarounds or even sabotaging for-
mal work systems.

Flexible work takes place in a hy-
brid space shaped by both work sys-
tems and PDIs (see Figure 2). Flexibil-
ity inexorably creates complexity, and 
a higher need for negotiation and 
transparency. In an optimal approach, 
employers and workers negotiate the 
top-down influence of work systems 
against the bottom-up force of PDIs. 
Through these negotiations, organiza-
tions can assure their goals are ful-
filled and workers can meet their 
needs. PDIs enable workers to draw 
on systems that can be generative to 
diverse and flexible uses. Platform de-
signers and managers of systems for 
work need to recognize PDIs as infra-
structure of flexible work. As workers 
strive to bring in their own personal 
technologies, firms will seek to bal-
ance these uses against the need for 
an integrated and secure system that 
is the backbone of organizational pro-
cesses and meets regulatory and com-
pliance rules. Via negotiations, expec-
tations of both parties should be made 
clear. For example, workers need to 
know the boundaries for flexibility 
and non-negotiable areas so they can 
act upon it in enacting PDIs.

Tools that facilitate a more cohesive 

technological requirements of multi-
ple client organizations, projects, and 
collaborators. These workers are often 
cognizant of organizational con-
straints as they directly impact their 
technology practices, and they make 
sure their PDIs also connect with oth-
ers to support collaborative informa-
tion sharing, serving not just as indi-
vidual resources but also collective 
infrastructures. A couple of partici-
pants highlighted restricted access to 
clients’ enterprise information based 
only on specific IP addresses (in cli-
ents’ offices or predetermined loca-
tions). They, however, often used 
workarounds, such as emailing the 
documents to themselves so they had 
the flexibility to work on information 
resources outside of the designated 
locations.

PDIs are also locally adaptive. Flexi-
ble workers may work from different 
places or even on the move. Therefore, 
an awareness of local infrastructures 
enables workers to ensure digital con-
nectivity, which is a central element of 
digital work. Spatial mobility may 
sometimes require physical effort and 
planning for technological use across 
different spaces. For example, a highly 
mobile worker in our sample leveraged 
Wi-Fi analyzer applications to gauge 
the available networks in a neighbor-
hood and assess their relative signal 
strength before choosing a public 
place to work. Others would carry as-
semblages of devices, such as external 
batteries, a power splitter, or USB-pow-
ered firewall (that provides a secure use 
of Wi-Fi), to create reliable mobile digi-
tal offices in different locations.

Implications
In what follows, we detail ways that or-
ganizational system design and man-
agement can help redress the precarity 
of flexible work by reinforcing benefits 
of flexible work and ameliorating its 
challenges. In doing so, we emphasize 
the need for better integration and fa-
cilitation of PDIs. This helps organiza-
tions, workers, and platforms navigate 
the consequences of flexibility and bet-
ter support the PDIs that underlie ef-
fective and sustainable contingent 
work arrangements.

Integration of PDIs in work systems. 
Flexible workers, across different ca-
pacities, must dynamically relate their 

Tools that facilitate 
a more cohesive 
integration of PDIs 
into work systems 
help both workers 
and organizations 
control and manage 
projects while 
relating personal, 
flexible routines.
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challenges of flexibility. To avoid ex-
ploitative forms of precarious work, 
PDIs must provide adequate benefits 
for employees and employers while 
mitigating the risks. Yet, by helping 
organizations and workers navigate 
the conflicting consequences of flex-
ibility, the design and management of 
digital infrastructure can support the 
emergence of new, effective, sustain-
able work arrangements and PDIs that 
undergird these arrangements. 
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integration of PDIs into work systems 
help both workers and organizations 
control and manage projects while relat-
ing personal flexible routines. Integra-
tive management platforms, for exam-
ple, can help flexible workers smoothly 
navigate and work across personal data 
and enterprise resources. Such a plat-
form provides versatile privacy configu-
rations by dynamically learning what 
data should be shared with the organiza-
tion for effectively managing work proj-
ects or kept on the worker’s personal 
storage systems (locally or personal 
clouds) to provide the worker certain 
freedoms and autonomy.

Beyond the integration of flexible 
PDIs, enterprises must also facilitate 
flexible participation. Even though 
flexible workers occupy a dynamic re-
lationship with enterprises and enter-
prise work systems, many of these sys-
tems are designed for standard, 
full-time employees, and evidence 
still points to the invisibility of this 
workforce.11 The design of these sys-
tems must be mindful of a contingent, 
agile workforce that can scale up on 
demand and dynamically facilitate 
plug-and-play-type participation (for 
example, connecting with or discon-
necting from certain enterprise re-
sources). In addition, these systems 
must provide greater flexibility for re-
mote, flexible access, something that 
has become even more paramount 
during the COVID-19 pandemic.

Facilitating construction and uses 
of PDIs by flexible workers. Flexible 
work is a largely independent pursuit 
and constructing complex PDIs is of-
ten done by each individual worker. 
However, community support and col-
lective learning can complement cen-
trally provisioned organizational sup-
port (for example, help desk support). 
Organizations can expand the scope 
of support toward a hybrid model by 
encouraging community-based sup-
port, which works in concert with for-
mal IT support. Traditional firms, as 
well as digital on-demand platforms, 
can contribute to building collabora-
tive structures through which workers 
help each other. Furthermore, the de-
sign and management of systems can 
promulgate community-based learn-
ing, which stands in contrast to the 
implicit design of many on-demand 
platforms that discourage workers’ 

community-building activities. Flexi-
ble workers can greatly benefit from 
connecting with other workers who go 
through similar challenges (for exam-
ple, securing the most profitable hits 
on Amazon Mechanical Turk or deter-
mining the most effective ways to 
present skills on Upwork profiles). 
One example of this type of communi-
ty-based system is turkopticon,a a 
browser plug-in that enables MTurk-
ers to share reviews of individual em-
ployers with each other.

Another key challenge to PDIs is 
spatial constraints. Workers often 
must go to great lengths to make PDIs 
locally adaptive. Spatial flexibility of-
ten requires workers to grapple with 
spatial constraints, such as a lack of ac-
cess to information, centrally held 
tools, or the need to navigate multiple 
contextual barriers that stem from 
their work over unfamiliar territories. 
System design therefore needs to be 
mobility-sensitive and strive to miti-
gate these challenges in the creation 
and use of PDIs. One example would 
be a Firewall and VPN that provides se-
cure Wi-Fi connections in public loca-
tions. Non-technological strategies 
that facilitate mobilizing the work-
force can focus on providing local re-
sources for more geographically mo-
bile workers by, for example, partner-
ing with local co-working spaces across 
different cities to ensure productive 
work environments and reliable infra-
structural access.

Conclusion
PDIs are of growing importance to 
all workers, but especially those who 
must adopt and adapt practices to 
enable multi-axial modes of flexibil-
ity. The state of research and practice 
relative to the design and manage-
ment of ICT for work largely focuses 
on one of the two extremes—either 
the organizationally embedded work 
technologies or the individually used 
consumer technologies. Addressing 
the needs of flexible workers and or-
ganizations using flexible work ar-
rangements will necessarily require 
research, development, and deploy-
ment of PDIs to bring these two mod-
els together in a way that helps all 
parties realize the opportunities and 
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HUMAN INTERACTIONS WITH the physical environment 
are often mediated through information services, and 
sometimes depend on them. These human 
interactions with their environment relate to a range 
of scales,28 in the scenario here from the “west of the 
city” to the “back of the store,” or beyond the 
scenario to “the cat is under the sofa.” These 
interactions go far beyond references to places that  
are recorded in geographic gazetteers,37 both in scale 
(the place where the cat is) and conceptualization  
(the place that forms the west of the city29), or that fit to 

the classical coordinate-based repre-
sentations of digital maps. And yet, 
these kinds of services have to use such 
digital representations of environ-
ments, such as digital maps, building 
information models, knowledge bases, 
or just text/documents. Also, their abil-
ities to interact are limited to either 
fusing with the environment,44 or us-
ing media such as maps, photos, aug-
mented reality, or voice. These inter-
actions also happen in a vast range of 
real-world contexts, or in situ, in which 
conversation partners typically adapt 
their conversational strategies to their 
interlocutor, based on mutual infor-
mation, activities, and the shared situ-
ation.2 Verbal information sharing and 
conversations about places may also 
be more suitable when visual commu-
nication through maps or imagery is 
inaccessible, distracting, or irrelevant, 
such as when navigating in a familiar 
shopping mall.

Much of human conversation is 
about places without well-known names 
or with only local significance, such as 
the cinemas (see the scenario). They are 
often identified not by names at all, but 
by qualities (the rear car park; more ex-
amples are depicted in the accompany-
ing table). Sometimes, places lack a well-
established location or extent, such as 
the West of the city, or are characterized 
in their location just by spatial relations 
(the elevators at the cinema).

Thus, we highlight here to broader 
concept of place we are confronted 

Spatial 
Concepts 
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Computer
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Conversing about places with a computer 
poses a range of challenges to current AI.
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 key insights
 ˽ Conversing about places challenges 

machine-understanding due to the 
flexibility, ambiguity, and context-
dependency of place references, and the 
vagueness of the nature of places. 

 ˽ Conversing about places assumes an 
understanding of the structural and 
hierarchical knowledge of the world in 
order to use and interpret qualitative 
spatial prepositions. 

 ˽ Yet, discourse patterns about places  
can be modeled or learned, and 
translated into formal interactive 
conversation patterns, thus supporting 
the development of intelligent 
assistance systems.
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with. Borrowing from the core con-
cepts,24 we say that every object (in the 
core concepts) is located. And places 
are objects.32 To be more precise, refer-
ences to objects make them places if 
the conversation is about localiza-
tion—in contrast to other object prop-
erties. But localization of an object can 
happen in a variety of ways, and geo-
metric localization—that is, in a spa-
tial reference frame—is only one of 
them. Another one is the one by quali-
tative spatial relations. In this article 
we focus on the latter.

But while vital for human informa-
tion sharing, decision-making, and co-

ordination, conversations about places 
are still poorly supported by informa-
tion services and situated robotic assis-
tants such as self-driving vehicles, or, in 
our scenario, by Marvin. Typical conver-
sational contexts about places include:

 ˲ Partners establishing a shared situ-
ation awareness, such as in command 
and control10 for emergency response 
(Point the firehose more to the right), in 
defense (The sniper must be on the roof of 
the building next to the tree), and in col-
laborative scenarios in games.

 ˲ Conversational location-aware ser-
vices used as recommender systems 
(Where can I buy these sneakers?) or self-

driving vehicles (Go to the car park be-
hind the cinemas).

 ˲ Services that obfuscate or aban-
don geometric descriptions in favor of 
vague and qualitative descriptions to 
protect private or sensitive information 
(Kim lives in the city’s East is protecting 
the exact home address by referring to 
a vague and coarser place).

The wide-ranging opportunities to 
engage users in a verbal information 
exchange when seeking and providing 
place information extend beyond pure 
information seeking, and include com-
mands as well the provision of explana-
tions to machines. Here, we outline the 

SCENARIO
Kim, who is shopping for comfortable shoes, turns to her intelligent  
conversational agent Marvin. 

Compare this conversation to the maps or to the step-by-step route descriptions provided 
by current location-based services: this conversation is concise, situated, and person-
alized. More importantly, it is a conversation about ‘where’ that does not rely on well-
known toponyms, points-of-interest, or on coordinates. It uses places and their relations. 
This is precisely what current AI is not capable of.

Kim, looking at an advertisement:

Marvin:

She connects Marvin to a self-driving vehicle … 

Where can I buy these sneakers? It 
needs to be a physical store because 
I’m not sure of my size in that brand.

OK, then take me to the  
rear one, behind the cinemas.  

But I’ve never entered the  
shopping center from the back. 

The main car park is full.

OK, let’s drive there.

Hype in the Imperial Shopping 
Centre, in the west of the city, 
currently has the best price.
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are usually referring expressions—ex-
pressions uniquely identifying a refer-
ent in a set of possibilities—they are 
typically as specific as necessary.40 This 
specificity is given not by coordinates—
that is, neither by crisp nor by fuzzy 
geometric descriptors (for example, 
Derungs et al.8)—but by contrast.45 For 
example, the location of the West of the 
city29,33 is sufficiently described as in 
contrast to the East, South, or North, 
and the back of the store is sufficiently 
specified in contrast to its front. Vague-
ness also applies to the qualities of 
places (the full car park), and to the rela-
tions between places (elevators at the 
cinema), each with an intent to be only 
as distinctive as necessary to be rele-
vant in the given context.

Ambiguity. Most references to plac-
es are ambiguous. For example, while 
country names are globally unique, 
the same is already no longer true for 
city names (Paris) or landscape names 
(Alps). The sneakers shop on the second 
floor is not a globally unique refer-
ence. Disambiguation requires fur-
ther locative discriminators, which 
are enabling the popular cluster-
based disambiguation, further non-
locative discriminators, which are en-
abling iterative identification such as 
through dialogue, and references to 
spatial relations, which are enabling 
disambiguation by spatial reasoning. 
Popular spatial relations are contain-
ment hierarchies, emphasizing the 
importance of scale (the sneakers shop 
in the Imperial Shopping Centre [in this 
city, in this country]), but may also be a 
relation with a local landmark (the 
sneakers shop near the food court). Dia-
log-based disambiguation methods46 
still require intense research, as they 
flip the roles of the computer and the 
human user, in that the human user 
becomes the source of information 
provided to the computer. Verbal dis-
ambiguation by all three approaches is 
easier for a situated than for a non-sit-
uated conversational agent.

Scale, or containment, is an intrin-
sic property of places that is impacting 
on spatial reasoning and enabling to 
adapt to spatial context. The question 
Where can I buy those sneakers can be 
answered correctly but of varying rele-
vance by in the West of the city (for ex-
ample, telling Kim the general direc-
tion), at the shopping mall (for example, 

underlying challenges of conversing 
about places with computers, and re-
port on recent progress in this space. 
We also identify salient areas for im-
mediate and longer-term future work.

Scope and Challenges
Communication about our physical 
environment—small scale and large 
scale—is  special and difficult: the 
content of the communication strong-
ly depends on the personal perspec-
tives and preferences of the individu-
als engaged in the conversation, and 
may contain high levels of ambiguity 
that can only be resolved via mutual 
information and local context. Yet, 
this communication needs to enable 
physical interaction with the environ-
ment and others in it, such as coordi-
nation or planning of movement.5 In 
conversations with a computer, ref-
erences to both places and their rela-
tions are difficult to parse and repre-
sent formally for a variety of reasons, 
among them the inherent flexibility, 
vagueness, and ambiguity of language 
(see the table), the context-dependen-
cy impacting on language grounding 
and disambiguation, and the interpre-
tation of part-of relations (scale) and 
other spatial relations.

Language and facets of place. When 
conversing about places, the expres-
sions used in linguistic strategies con-
vey place qualities (the beautiful beach), 
relations between places (the river 
crossing Austria and Slovakia) and rela-
tions between people and places, or 
roles of places. Such functional, social, 
and operational roles of places are im-
posed by individuals, or groups. A func-
tion of a place can be tied to what it af-
fords to an individual. The social role 
is derived from ownership. And the 
operational role is derived from inten-
tion (and spatial configuration). A re-

cent comprehensive review,15 using 
facet theory,3 categorized these means of 
expression into three top-level categories 
of facets of places. Anthropocentric facets 
relate to the relations between people 
and places. They include the affor-
dances of places and activities linked 
to them, as well as emotive facets that 
cover the sense of place and cultural at-
tachment. Geographic facets describe 
the spatial and physical properties of 
places. Spatial facets enable localiza-
tion of a place in space and describe 
the meaning of the place in relation to 
space and other places, while physical 
facets capture the structure, material, 
or form of a place. And finally, linguistic 
facets present a distinct category, cap-
turing purely linguistic manifestations 
of place through place-names and 
identifiers. Linguistic facets can pick 
up anthropocentric facets (the sneaker 
store) or geographic facets (the Lower 
Eastside), but do not have to (Hype).

While the bulk of research and de-
velopment in assistance systems thus 
far has focused only on linguistic facets 
(for example, place names), it falls short 
in the interpretation of references to 
place in natural language conversa-
tions. Situated assistants that are able 
to interact with the physical environ-
ment such as self-driving vehicles will 
require richer support for multifaceted 
natural language interaction about 
places. In this direction points already 
work in controlling robots by spatial 
references, for example identifying ob-
jects in an environment that can be re-
ferred to on the basis of a range of spa-
tial reference systems,30,41 or reflecting 
on deductive human reasoning with 
preferred models instead of formal 
qualitative spatial reasoning.34

Vagueness. References to places are 
inherently vague in their specification 
of a location.32 Since place descriptions 

Illustrations of additional complexities in references to places.

Example Places referred to through … Scale

under the sofa a qualitative spatial preposition with a located object hyperlocal

This place to sit down an affordance facet hyperlocal

The beautiful beach a quality facet and a generic noun local

The West of the city a vague and ambiguous place description city

The capital of Slovakia through a function of a place within another gazetted place city

The Newer Volcanic 
Province 

a vague region with a gazetted placename regional

River crossing Austria  
and Slovakia 

a qualitative spatial relation with gazetted placenames country
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if Kim is in the neighborhood), on the 
second floor (if Kim is in the car park), 
or by in the back of the shop (if Kim is 
entering the shop). These descriptions 
range between scales, and benefit 
from containment hierarchies that al-
low zooming and reasoning between 
levels of granularity.36

Context. Conversational context 
provides implicit information taken 
into account when generating or inter-
preting place references. While this 
elementary function of context is well 
understood and undisputed, the con-
cept of context itself is still ill-defined.9 
Context is broader than the immediate 
perceptual cues of a situated agent, 
such as positioning,39 orientation and 
vista analysis for meaningful salient 
features. It includes a consideration of 
the human communication partner, 
of the physical environment beyond 
the vista, and of social and technical 
aspects.19 Despite of this common 
broader understanding, and in tacit 
recognition of the ill-defined chal-
lenge, existing research on context-
aware computing often links context 
only to position or any semantically 
richer notion of location. For example, 
some work matches a position with 
points-of-interest and the activities 
they afford (for example, Horvitz et 
al.16 and Schilit et al.38), and on the 
smaller scales of smart environments 
sensors are used for activity recogni-
tion, which links to location,1 or a 
broader notion of location is intro-
duced to deal with positioning uncer-
tainty in these smart environments.4 
Semantically richer notions of loca-
tion can enable assuming semantical-
ly meaningful places, including their 
relative description by selecting salient 
facets.36 It also includes the choice of a 
degree of specificity that is sufficient 
for the communication purpose. It re-
quires selection of relevant facets to 
avoid unnecessary ambiguity. And it 
requires a choice of scale that relates to 
the current decision making. Human 
conversation partners naturally adapt 
to context even when they are physi-
cally removed (for example, speaking 
on the phone, a form of co-presence47).

Descriptions can be personalized 
for familiarity (in contrast to Kim, a 
newcomer to the shopping mall would 
also need instructions on how to get to 
the second floor); ability (a person in a 

wheelchair might require nuanced in-
structions on how to access the second 
floor); role (a cleaner might have ac-
cess to staff-only entrances); and 
adapted to environmental characteris-
tics (a complex environment will gen-
erally require a more detailed descrip-
tion) and dynamics (think of the full 
car park). This context-dependency in 
question-answering is currently avoid-
ed in most route direction services 
that maximally enrich instructions by 
a few personalized landmarks selected 
from the user’s history.

Similarly, the nearness relation is 
known to be context-dependent and 
occasionally even asymmetric. For ex-
ample, the sneaker shop near the food 
court and the airport near the city cen-
tre require different handling of the 
proximal relation. The interpretation 
of proximity prepositions is a persist-
ing challenge.

Anatomy of a Place Assistance System
In order to converse about place, an as-
sistance system needs to manage the 
challenges in handling place informa-
tion along the four interleaved tasks of 
capturing an individual’s expression 
as it refers to places (covering the pars-
ing of natural language), modelling 
extracted knowledge about places in 
some representation, processing such 
knowledge, and, thus, finally, interact-
ing with the individual.

Capture. Place knowledge expressed 
in common language—questions or 
answers, commands, or explana-
tions—can be parsed, and place refer-
ences extracted and interpreted within 
their conversational context. This nec-
essarily includes the ability to parse 
and interpret the rich means of refer-
ring to the various facets of place, in-
cluding but not limited to toponym 
resolution and disambiguation.

The intricacies of handling context, 
scale, and vagueness become salient 
when locative expressions from natural 
language interactions are matched 
against the content of a knowledge 
base, with the main challenge of re-
solving ambiguities. When these 
knowledge bases are geometric ones 
(spatial databases) this matching is 
called geocoding.12,13,27 The knowledge 
base can also be a qualitative one; see 
next section.

Some challenges in this matching 

Since natural 
language uses 
predominantly 
qualitative relations,  
the preferred 
reasoning  
is qualitative 
reasoning.
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qualitative relations, the preferred rea-
soning is qualitative reasoning. For ex-
ample, if the sneakers shop is inside the 
shopping center, and the shoes are inside 
the sneakers shop, it is possible to infer 
with certainty that the shoes are also inside 
the shopping center. This kind of composi-
tional transitive reasoning relies on for-
malisms that precisely define vague spa-
tial relations between entities.26

Yet, individuals may have their own 
vague conceptualizations of common 
spatial relations,22,23 and a richer set of 
spatial prepositions than a formal 
model of relations provides.30 They 
also can flexibly choose spatial refer-
ence frames.21,25,41 For example, telling 
Kim to the right can refer to the walk-
ing direction, the actual body orienta-
tion, or the shop layout. The interpre-
tation of those projective prepositions 
requires access to viewpoints, and 
hence a situated assistant. Its reason-
ing has to carry the reference frame 
explicitly, and the determination 
whether new information is consis-
tent with previous information re-
mains a challenging problem.

While reasoning with predefined 
sets of relations with well-described 
compositions is relatively simple, rea-

process concern the unification be-
tween different references to the same 
place (for example, finding out that the 
sneakers shop and Hype are actually one 
and the same place in particular con-
texts), and the disambiguation where the 
same term refers to different places (for 
example, finding out that Hype in one con-
versation is a different place to a  Hype 
store in another context). A related chal-
lenge is to establish that such a reference 
refers to an object missing in the knowl-
edge base (for example, if the mall is in the 
knowledge base, but no Hype), or to a 
changed one (for example, if Hype is refer-
ring to the place that is stored in the 
knowledge base still as Pens&Paper).6,33,35

Modeling. Place knowledge is inher-
ently relational, structured by encod-
ing primarily qualitative relations be-
tween places encoded in place 
references, instead of coordinate-based 
grounding. The representation of such 
relational place knowledge—whether  
inherent in the questions, captured in 
knowledge bases or encoded in an-
swers—requires  relational data structures 
adapted for place reasoning. Such a 
representation is by so-called place 
graphs43—as illustrated in the figure 
here—an application of the concept of 

property graphs. Property graphs have 
recently received intensive attention in 
the database community, and are the 
basis of the first new query language 
standard considered by ISO in 35 years 
(https://www.gqlstandards.org/resources/ 
committees-and-processes). Place graphs 
also provide the means to support the 
capture of conversational context, 
scale and rich facets of place.7

Place graph structures enable the 
capture of knowledge about relations 
between places, even in cases where 
places have vague extents. As place 
graphs do not need to be anchored 
into a geographical coordinate refer-
ence system, the knowledge captured 
enables the reasoning flexibility ob-
served when humans reason about 
places.6 In particular, the matching of 
the place knowledge against the 
knowledge gathered from additional 
utterances during conversations en-
ables local consistency checking, 
without requirements for perfect 
matching against a globally consis-
tent place knowledge base.

Reasoning. Reasoning refers to the 
task of inferring unknown information 
from known or given information. Since 
natural language uses predominantly 

A graph of the place knowledge extracted from the conversation in the scenario.
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soning between different types of spa-
tial relations (for example, a direction 
relation and a distance relation) is still 
an open problem. Furthermore, in cer-
tain place-related assistance tasks, the 
standard way of doing spatial reason-
ing is not applicable. For example, if 
the food court is left from the elevator, 
and Hype is left from the food court, for 
formal reasoning it remains ambigu-
ous what the relation between Hype 
and the elevator is (left or back). But 
even if it were known, the composition 
is typically not helpful since Kim has to 
pass the food court first in this example 
and cannot walk directly in the direc-
tion of Hype. Instead, a valid inference 
needs to concatenate the two paths. In 
order to deal with the problem of con-
text and user location, we have devel-
oped a unified representation of direc-
tion relations that allows us to 
disambiguate relative direction terms 
and to reason about them uniformly.18

User interaction. The initial—and 
still dominant—focus of place assis-
tance systems about places.20 This is 
now mostly happening ubiquitously 
and pervasively, including through con-
versational assistants such as Cortana 
and Siri. Yet, with the nearing commod-
ification of autonomous systems, users 
will no longer only serve as consumers 
of knowledge served by computers, but 
will increasingly also communicate 
knowledge to computers that will act 
on it, including statements about pref-
erences and refined specifications (Get 
me to the shopping center—Which en-
trance would you prefer?).

This transition to bidirectional in-
teraction will pose new challenges to 
context handling and language ground-
ing, personalization and privacy,42 and 
consideration of the physical affor-
dances of the places as experienced by 
the combined user-machine system 
(The rear entrance, please. Sorry, we lack 
after-hours access to the rear car park). 
Also, language grounding and ques-
tion-answering systems have thus far 
focused only on supporting the verbal 
interaction of users and machines ei-
ther at the rlocal scale (vista space),5,30 

or conversely, the global geographical 
scale with relatively coarse place 
knowledge,31 while place assistance as 
in our scenario interacts across all 
scales in an integrated manner. Fur-
thermore, while situated interaction 

offers significant contextual clues for 
refined interpretations of questions, 
the modalities for machines to cap-
ture the situation and to seek addi-
tional feedback from users are still in 
their infancy. This is related to the 
ability to converse in dialogue as well 
as to capture facets of the environ-
ment that go beyond location and per-
sonalization of the user. In particular, 
the ability of machines to reflect on 
vague and multifaceted place knowl-
edge is thus far weak both in construc-
tion (West of the city) and in reasoning 
(behind the cinemas).

A Roadmap
The challenges of conversing about 
place have not been resolved by artifi-
cial intelligence so far, neither concep-
tually nor technologically. This is pri-
marily caused by:

 ˲ Spatial databases (aka geographic 
information systems) remain strongly 
grounded in geometry and therefore 
lack capabilities to handle either the 
above challenges of capturing infor-
mation about places (instead enforc-
ing a crisp, scale-dependent, geom-
etry-grounded spatial extent), or for 
computing and reasoning with qualita-
tive spatial relations.

 ˲ Qualitative spatial representations 
and reasoning26 capture some of the 
qualitative spatial relations referred to 
in language, but in formal interpreta-
tions that are not designed to directly 
cope with the flexibility of language 
and the embedding of the relations in 
conversational context. For example, 
we can reason with near yet we lack the 
ability to ground its meaning.

 ˲ Machine learning methods are nei-
ther suited to disambiguate places nor 
to interpret spatial relations. Due to the 
cross-cutting factors described above 
(context-dependence, scale, facets, 
vagueness, and ambiguity), statistical 
models often fail to detect significant 
correlations, or conversely, find spu-
rious correlations—the challenge to 
interpret the meaning of near remains 
an excellent example.

In this situation, the anatomy of an 
idealised place-based assistance sys-
tem as sketched in our scenario is in-
tended to inspire a vision of a true 
conversational interaction with a 
computational assistant that can act in 
the physical environment, and interact 

with the user in a natural manner. This 
vision also enabled us to review some 
of the progress toward this vision, and 
to demonstrate that the state-of-the-art 
approaches are neither sufficient nor 
have we sufficiently tried to integrate 
the wide field of research involved.

A first, and enabling stepping stone 
is the establishment of a knowledge 
base of place knowledge. The obvious 
choice for a gold-standard of place 
knowledge is human verbal expres-
sions—they are qualitative, contextu-
alized (hence, sufficiently disambigu-
ated), and independent from 
geometric descriptions, from com-
monly agreed collections of places 
such as gazetteers, or from named en-
tities in general. Instead, the knowl-
edge base is set up by places commit-
ting to an ontology of objects used to 
refer to (abstract) locations. Note that 
others have pointed to the contested 
nature of such extraction.11

The next step is extending qualita-
tive spatial representations and rea-
soning models to enable the handling 
of context. For example, Hua et al.17 
have shown that reasoning with rela-
tive directions (left, right) involves a 
non-trivial ternary relation of two ex-
plicit referents and a third, possibly 
implicit anchor point which has to be 
identified from the context of the con-
versation.

A third critical step toward the vi-
sion presented here is the ability to ef-
fectively query place knowledge bases 
in natural language. This step profits 
from learning human answering pat-
terns on place-related questions.14 The 
translation of natural language ques-
tions into queries (for example, Geo-
SPARQL) can already be achieved. 
Thus, the only unresolved dependency 
for this last step is knowledge bases 
that contain place knowledge includ-
ing qualitative spatial relations, which 
cannot be computed from geometry 
without context.

More importantly even, this paper 
makes a case that it is the integration 
of these areas that will be required to 
make real progress. In that sense we 
encourage work on the intersection be-
tween spatial databases and machine 
learning, or natural language process-
ing, in the construction of knowledge 
bases such as place graphs, and then 
further between spatial databases, ma-
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chine learning, and qualitative spatial 
reasoning for approaching contextual-
ized reasoning.

In summary, situated conversa-
tions about places require the ma-
chine to understand verbal place-
based expressions (commands, 
descriptions, or questions) and to re-
spond adequately, accessing place 
knowledge bases. We will soon no lon-
ger just ask conversational assistants 
about well-known place knowledge 
(What is the capital of Slovakia?), but 
will require systems to understand 
complex interactions about places, en-
able machines to seek additional spec-
ifications to resolve uncertainty or am-
biguity, and have the facility to add 
new facts extracted from such conver-
sations to its knowledge base. To 
achieve this, however, a concerted re-
search effort in spatial information 
science, natural language processing, 
database management, qualitative 
spatial reasoning, and AI is necessary.
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between the length of the pendulum 
and its time of oscillation. A more so-
phisticated and general approach uses 
the derived dimensionless parameters 
as input features to train machine 
learning models on the observed data. 
This approach compares quite favor-
ably to other off-the-shelf approaches.

Thus, the authors present an el-
egant approach to inferring models 
from data that incorporate some of 
the known relationships between 
the quantities being modeled using 
dimensional analysis. Elsewhere, di-
mensional analysis has been shown to 
be quite effective in detecting defects 
in robotic software using dimensions 
as type annotations that can be derived 
using program analysis techniques.2 
Furthermore, dimensions provide a 
type system for physical quantities. 
Such type systems are quite useful in 
machine learning models wherein we 
often seek to avoid overfitting by im-
posing constraints such as monotonic-
ity on the models.3 I see the proposed 
dimensional consistency approach as 
a precursor to strongly typed machine 
learning models that can leverage the 
power of dependent type systems to 
specify more sophisticated properties 
including monotonicity.1 
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W E  H AV E  E N C O U N T E R E D  units and el-
ementary dimensional analysis in 
our high school science classes. For 
instance, the mass of an object is ex-
pressed in kilograms (kg). Likewise, 
length is expressed using meters (m) 
and time in seconds (s). Other physi-
cal quantities such as acceleration 
has dimensions m s−2 (derived from its 
definition), whereas force has dimen-
sions kg m s−2. The latter arises from 
Newton’s second law that states that 
force (F) is equal to the mass (m) times 
the acceleration (a). Thus, the dimen-
sional units of quantities reflect im-
portant relationships between them.

Suppose we are onboard an air-
craft with an array of sensors that are 
independently measuring, among 
other things, the values of force, 
mass and acceleration. We could use 
the equation F = ma to check, for in-
stance, that a single sensor has not 
failed. However, in many cases, deriv-
ing such laws from “first principles” 
may be quite cumbersome, if not out-
right impossible.

Imagine a system running by a pa-
tient’s bedside in the intensive care 
unit of a hospital with a continuous 
stream of data that includes the pa-
tient’s blood pressure BP (kg m−1 s−2), 
lung volume V (m3), pulse P (s−1), and 
body weight W (kg). In this situation, 
it is unclear whether there are “pre-
cise” equations derivable from first 
principles, or even “approximate” 
empirical equations that may hold un-
der some situations. Be they exact or 
approximate, these relationships are 
useful in numerous applications such 
as the run-time monitoring of safety 
critical systems.

Discovering possible relationships 
between various quantities given ob-
servational data suffers from the 
classic “needle in the haystack” prob-
lem. The number of possible hypoth-
eses is astronomically large whereas,  
in practice, very few of these hypo-
theses will survive empirical tests. 

The following paper addresses the key 
problem of discovering relationships 
that hold between physical quantities 
from data using dimensional analysis 
to drastically narrow down the space of 
hypotheses.

Machine learning provides many 
powerful approaches for regression 
using neural network models to detect 
relationships between quantities. 
However, many of the existing ap-
proaches do not consider the dimen-
sions of the quantities being mod-
eled. The authors propose a simple, 
yet elegant approach based on the 
idea of dimensional analysis in phys-
ics: a powerful approach that can 
postulate possible physical relation-
ships by examining the dimensions 
of the quantities being related. The 
“Buckingham π” theorem, which for-
malizes earlier methods going back 
to the 19th century, provides an ele-
gant recipe for generating such rela-
tionships by finding dimensionless 
parameters. Using this, given the di-
mensions of the quantities measured, 
we may setup a system of linear equa-
tions to discover such products. For 
instance, F × m−1 × a−1 is seen to be di-
mensionless using this approach, from 
the dimensions of F, m, and a. Similar-
ly, for the ICU bedside monitor de-
scribed earlier, the quantity BP × V 

1
3 × 

P−2 × W−1 is dimensionless. However, 
unlike Newton’s second law, the rela-
tionship between blood pressure and 
pulse is much more complex and vari-
able. Thus, suitable statistical tests on 
the data are used to further classify the 
relationships obtained from the infer-
ence approach presented in the paper.

The authors demonstrate their 
approach to effectively derive physi-
cal relationships from observational 
data for systems such as an unpow-
ered glider and a pendulum. Their 
approach empirically discovers New-
ton’s equa tions, which are then used 
to accurately predict the altitude of 
the glider or the familiar relationship 
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Abstract
We present a new method for deriving functions that model 
the relationship between multiple signals in a physical sys-
tem. The method, which we call dimensional function syn-
thesis, applies to data streams where the dimensions of 
the signals (e.g., length, mass, etc.) are known. The method 
comprises two phases: a compile-time synthesis phase and 
a subsequent calibration using sensor data. We implement 
dimensional function synthesis and use the implementa-
tion to demonstrate efficiently summarizing multimodal 
sensor data for two physical systems using 90 laboratory 
experiments and 10,000 synthetic idealized measurements. 
The results show that our technique can generate models 
in less than 300 ms on average across all the physical sys-
tems we evaluated. This is a marked improvement when 
compared to an average of 16 s for training neural networks 
of comparable accuracy on the same computing platform. 
When calibrated with sensor data, our models outperform 
traditional regression and neural network models in infer-
ence accuracy in all the cases we evaluated. In addition, 
our models perform better in training latency (up to 1096× 
improvement) and required arithmetic operations in infer-
ence (up to 34× improvement). These significant gains are 
largely the result of exploiting information on the physics of 
signals that has hitherto been ignored.

1. INTRODUCTION
Physical systems instrumented with sensors can generate 
large volumes of data. These data are useful in understand-
ing previous behaviors of the systems that generate them 
(e.g., monitoring properties of components in aircraft) 
as well as in predicting future behaviors of those systems 
(e.g., predicting failures of components in machinery). 
Unlike data sources such as speech or text, data from sen-
sors of physical phenomena must obey the laws of phys-
ics. Existing methods for constructing predictive models 
from sensor data however do not fully exploit prior knowl-
edge of the physical interpretation of sensor data. In this 
work, we use information about physical dimensions of 
sensor signals to synthesize compact predictive models 
from sensor data. In keeping with the convention in phys-
ics, we use the term dimensions to refer to quantities such 
as length or time and we use the term units to refer to a 
value in a standardized system for quantifying values of a 
given dimension, such as centimeters or miles for length 
and Pascals or mmHg for pressure. The state of the art in 
deriving models from such data streams is to apply some 

The original version of this paper was published in 
ACM Transactions on Embedded Computing Systems, 
October 2019.

form of machine learning.11, 19 Blindly applying machine 
learning to data from physical systems however ignores 
important prior knowledge about the physical implica-
tions of the signals.

1.1. Contemporary methods ignore physics
Despite its use in programming languages for tasks such 
as extending type systems with units of measure,1, 2, 3, 5, 8, 12, 10, 14, 

17, 23 physical information in the form of dimensions (e.g., 
time, temperature, etc.) has seen limited use in building 
models of physical systems from data. Physical constraints 
can be viewed as a form of Bayesian prior.4 Kalman filters 
incorporate information about the physical constraints of 
systems but use this information primarily to guide their 
state update equations. Today, no principled techniques 
exist which learn models from sensor data by exploiting 
the requirements of dimensional consistency of sensors 
to learn more compact models.

1.2. Dimensional function synthesis
Dimensional function synthesis is a new method to effi-
ciently derive functions relating the values from multiple 
streams of data from physical systems with known physi-
cal dimensions. The insight behind the method is that any 
equation relating physical quantities must obey the princi-
ple of dimensional homogeneity from dimensional analysis6: 
the two sides of an equation, an addition, or a subtraction, 
must have the same physical dimensions.

Figure 1. Dimensional function synthesis uses information about 
physical dimensions to generate a family of candidate equations. It 
then uses sensor measurements to calibrate the set of candidate 
equations.

Signal A

dimensions
(e.g., LMT-2)

Compile-time analysis

Signal N

dimensions
(e.g., L2)

A ∝ (B/C), 

A ∝ (D/E),

signal A, signal B, ..., signal N

signal A, signal B, ..., signal N

Dimensional function synthesis

Run-time calibration

Multi-modal sensor data values1 2
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force F applied to a mass m and its resulting acceleration, 
a, we have Ssymbols = {F, m, a}, Qi = F, Q2 = m, and Q3 = a. The 
dimensions of the members of Ssymbols are D(Q1) = MLT−2,  
D (Q2) = M, and D (Q3) = LT−2. Table 1 shows additional exam-
ples of parameters and their dimensions for data from 
sensors in physical systems that can be instrumented with 
sensors to monitor their behavior. For example, the altim-
eter subsystem of a fitness tracker uses changes in atmo-
spheric pressure to estimate changes in elevation and 
hence to estimate the number of flights of stairs climbed.

The key idea in the mathematical formulation of dimen-
sional analysis is that for a set Ssymbols such as in the example 
above, we can often arrange the members Qi of Ssymbols into 
groups of products where the dimensions of the symbols 
in the product cancel out and as a result each monomial is 
dimensionless.6, 7

Why finding dimensionless products is useful: Given 
a set of parameters Ssymbols for a physical system, each of 
the dimensionless products we can form from a subset 
of Ssymbols directly gives us a dimensionally valid equation 
between those parameters: we can equate the dimension-
less product to any dimensionless quantity to obtain a 
dimensionally correct equation; if we then rearrange that 
equation to move one of the parameters to be the only 
term on one side of the equation, we have a dimension-
ally valid equation of that parameter in terms of the other 
parameters in the dimensionless product.

Definition 1. Let i be an index over the set Ssymbols of symbols 
in the description of a physical system, let n be the cardinality of 
Ssymbols, and let m be an index such that m ≤ n. Let ki be a value 
drawn from the set of rational numbers Q. A dimensionless 
product Π of parameters Qi ∈ Ssymbols is a monomial of parameters 
raised to powers such that D (Π) = 1, that is,

 (2)

For a physical system defined by a set of parameters Ssymbols, 
we can define groups of one or more dimensionless products 
based on Definition 1. Because of the form of Equation (2), 
these groups of dimensionless products are often referred 
to as ’ groups.6, 7

Example: for  and the dimensionless product

we can equate the dimensionless product to a constant 
to obtain

In a first offline analysis phase, dimensional func-
tion synthesis forms monomials of physical parameters 
whose dimensions, when combined in a monomial, can-
cel out. Then, in a second run-time stage and using data 
from sensors of the physical parameters in question, the 
method calibrates dimensionally plausible equations 
formed from those monomials to obtain a set of predic-
tive models.

Figure 1 shows a schematic view of the process. The 
inputs to dimensional function synthesis are a list of sig-
nals with known dimensions relevant to the system under 
study and a set of data values corresponding to instances 
of those signals. The outcome is a model relating the 
signals and predicting the expected physical system out-
put. We developed the method of dimensional function 
synthesis with the objective of creating inference mod-
els that can fit within the memory, computation, and 
energy constraints of low-power embedded systems. The 
method may also apply to computing systems that are 
not constrained by compute resources or by energy, but 
which nonetheless need simple models defined over a 
large parameter space.

2. MATHEMATICAL FOUNDATION
Dimensional analysis is often introduced in engineering 
curricula as a simple method for checking the validity 
of computations on physical quantities. It is frequently 
used in engineering, fluid mechanics, and electrodynam-
ics in cases such as deflection of turbine blades in turbo 
machine designs.20 The approach to dimensional analysis 
familiar to most researchers in computing systems and 
computer science involves taking some physical quan-
tity (e.g., acceleration) and expressing it in terms of basic 
dimensions such as length (L) and time (T) to obtain 
its dimensions (LT−2 for acceleration). Dimensional 
analysis, however, has a well- developed mathematical 
framework that combines a few basic principles from 
physics with an analytic formulation based on linear alge-
bra and group theory.6, 9, 16 The remainder of Section 2 pro-
vides a brief overview of this mathematical formalization 
of dimensional analysis.

2.1. Parameters in physical equations and 
dimensionless products
Let i be an index over a set of symbols in a physical equation 
and let Qi be one of those symbols in an equation describing 
a physical system. Typically, these symbols will correspond 
to parameters of some physical model and we will therefore 
use the term parameter and symbol interchangeably. Let D (·) be 
a function from symbols to some product of basic dimen-
sions. For any equation describing a physical system, we 
introduce the set Ssymbols, where

 (1)

For the system described by Ssymbols to be physically plausi-
ble, each member Qi of Ssymbols can be rewritten in terms of a set 
of basic dimensions (e.g., mass, length, time) or is otherwise 
dimensionless. For the example equation F = m · a, relating a 

Table 1. Examples of physical systems and their Ssymbols

Physical  
system

Parameters, 
Ssymbols Parameters Dimensions

Altimeter in a Ssymbols = {p, h} Pressure, p D (p) = ML−1 T−2

fitness tracker Elevation, h D (h) = L

Pendulum Ssymbols = {t, l, g} Period, t D (t) = T

Rod length, l D (l) = L
Gravity, g D (g) = LT−2
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We can then obtain an expression for any of the Qi ∈ 
Ssymbols. For example, for Q1,

This simple idea generalizes to a method for obtaining a 
function relating all the parameters, Qi ∈ Ssymbols, relevant to 
a system, in terms of one or more dimensionless products 
that we can form from Ssymbols.

2.2. Groups of dimensionless products and the 
Buckingham Π theorem
The primary insight exploited in many contemporary 
applications of dimensional analysis18, 21 is that for any 
physical system represented by a set of physical param-
eters Ssymbols, it is often possible to reparametrize the sys-
tem in terms of a smaller number of parameters. This 
basic observation is often used in the engineering and 
design of mechanical systems to reduce the number of 
parameters needed in experimentation. The principle 
behind the observation is what is commonly known as the 
Buckingham Π theorem6:

Theorem 1. Let n be the number of parameters in a description 
of a physical system, that is, n = |Ssymbols|. Let r be the number of 
dimensions from some orthogonal dimensional bases that are 
sufficient to express the dimensions of the parameters in Ssymbols. 
Then, n − r dimensionless products Πi can be formed from the 
parameters.

The n − r dimensionless products Πi are the roots of some 
function Φ, that is,

 (3)

Let Φ′ be a function over the dimensionless products Πi. 
It follows for the i-th product, Πi, that,

 (4)

when n − r equals 1, that is, when there is only one Π prod-
uct in the Π groups, then

 (5)

It follows that there exists some real-valued constant C 
such that

 (6)

There are multiple possible Π groups: for the same 
parameter set  Ssymbols, of cardinality n, there are multiple possi-
ble groups of dimensionless products (i.e., multiple possible 
Π groups).

3. DIMENSIONAL FUNCTION SYNTHESIS
From the set Ssymbols of parameters defining a physical system,  
we can construct a matrix representation of the system, where 
the columns are the parameters that are members of Ssymbols, 
the rows are base dimensions such as length, mass, or time, 
returned by the function D  (Section 2.1), and the elements  
in the matrix are the exponents of the base dimensions.

Dimensional function synthesis consists of a compile-
time step which automatically computes all the valid ’ 
products across all possible ’ groups. Then, a run-time step 
calibrates the functional relationship between the derived 
Π products. Similar to other data-driven techniques, it 
uses sensor measurements as inputs and produces a 
model that maps those measurements to an expected out-
put. Its advantage is the use of dimensional information 
to learn a simpler model than would otherwise be possi-
ble. Because of the small size of the produced model and 
the small amount of data required to calibrate it, dimen-
sional function synthesis is well suited for execution on 
resource-constrained embedded systems. Figure 2 shows 
the steps using the terminology introduced in this section 
and a physical system comprising an unpowered flying 
object (glider) as an example.

3.1. Deriving the dimensionless product groups
Let the set of base dimensions be Sbase dimensions. We assume 
without loss of generality that Sbase dimensions = {I, Θ, T, L, M,  J, N}  
corresponding to the base S.I. dimensions for electric cur-
rent, thermodynamic temperature, time, length, mass, 

Figure 2. A glider of mass m launched with initial velocity v0 moves through space with velocity v under gravitational acceleration g. 
Dimensional function synthesis can derive a set of candidate equations relating its height h to time t. Next, using sensor data, it can calibrate 
that set of candidate equations to obtain the model for height as a function of time and gravity.
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luminous intensity, and amount of matter, respectively.
Let r be the cardinality of Sbase dimensions, let j be an index over 
r, and let qj ∈ Sbase dimensions be one of the base dimensions. As 
in Section 2.1 and Equation (1), let i be an index over the set 
of parameters for a physical system and let Qi be one such 
parameter. Let aij be an exponent of one of the base dimen-
sions of Qi as returned by the function D  from Section 2.1. 
We can express the dimensions of any Qi in terms of the base 
dimensions qj:

 (7)

We can represent the system of n = |Ssymbols| equations, 
one for each of the 1 < i ≤ n instances of Equation (7) with a 
matrix called the dimensional matrix.7, 9, 13

Definition 2. Let n be the number of parameters in Ssymbols 
and let r be the number of fundamental dimensions required to 
express them. Let i be an index over the set of n parameters for a 
physical system and let j be an index over r. Then we define the 
dimensional matrix A, as

 (8)

The products Π from Definition 1 and Equation (2) will 
be dimensionless (i.e., the dimensions in the monomial 
will cancel out) if and only if Ak = 0, where the matrix k con-
tains the exponents of the base dimensions needed to yield 
a dimensionless product. The solution of Ak = 0 is the null 
space N(A).

Physical restrictions on solutions of N(A): because of 
our objective of finding physically plausible dimensionless 
groups that are efficiently computable, we restrict the solu-
tions to the null space computation to rational powers 
of aji as opposed to permitting arbitrary real-valued expo-
nents. As a result of this insight, we compute the rational 
null space of A which will by definition give us aji values that 
are ratios of integers. To compute the rational null space of A, 
we first use Gauss-Jordan elimination to reduce the matrices 
to their reduced row-echelon form (RREF), where all pivots 
equal one, with zeros below each pivot.22 Once the matrix is 
in RREF, we find the special solutions to Ak = 0. If for a spe-
cific A, the only solution is the zero vector, then we conclude 
that no nontrivial null space is available and as a result it is 
not possible to form a dimensionless product with rational 
exponents from the set of parameters in Ssymbols.

The number of linearly independent columns of the 
dimensional matrix A is equal to rank(A). Thus, to find all 
possible solutions to Ak = 0 and hence all possible groups 
of dimensionless products, we can rearrange the n columns 
of A in  ways to yield different null space solutions.6, 13 
Our final set of dimensionless product groups is the union 
of all the unique dimensionless product groups resulting 
from computing the null spaces.

3.2. Calibration: using sensor data to transform Π 
groups to equational models
The dimensionless groups obtained by analyzing a descrip-
tion of the physical system in the form of the set Ssymbols give 
proportionality relations between the parameters in Ssymbols. 

In the general case where more than one of the dimension-
less products are not constant, then, from Equation (4), 
there is a function Φ′ that relates the values of one of the 
Π products to the rest of them. We can use a data-driven 
approach to find the form of Φ′ and we call this step cali-
bration. In this case, we apply the generated Π products to 
transform the data at calibration-time and achieve dimen-
sionality reduction. This allows simpler models to perform 
better, allowing smaller models to be learned with less data 
for a given prediction performance.

When a dimensionless product group contains a single 
item, Equation (6) showed that we can equate the dimen-
sionless product to a constant and obtain a proportionality 
relation between the symbols in the dimensionless prod-
uct. We still need to determine the value of the constant 
of proportionality and we can do so given one or more val-
ues of the parameters in the dimensionless group. When 
a dimensionless product group contains more than one 
dimensionless product, we can still apply this method if 
we can determine that all but one of the products in any of 
the dimensionless groups are effectively constant for the 
range of values of the parameters of interest.

Like any model construction method, dimensional func-
tion synthesis will produce incomplete results if the inputs 
to the method do not fully describe the problem being mod-
eled: an incomplete Ssymbols can result in an empty set of 
dimensionless products.

3.3. Implementation using Newton language
We implemented dimensional function synthesis by 
extracting the set Ssymbols from the intermediate representa-
tion of descriptions of physical systems written in Newton,15 
a domain-specific language for describing physical systems. 
We use Newton solely as a convenient way to obtain the set 
Ssymbols from a human-readable description.

Pendulum example: Figure 3a shows a pendulum 
instrumented with a sensor that measures movement. By 
measuring, for example, angular movement with a gyro-
scope or acceleration with an accelerometer, we can mea-
sure the period of oscillation t by computing the Fourier 
transform of time series data from the sensor. Our goal is 
to obtain a model relating t, the length of the rod l, and the 
component g of the acceleration due to gravity in the plane 
of rotation of the pendulum. The insights from this exam-
ple are applicable to many sensor-instrumented mechani-
cal systems such as ones where the period of oscillation 

Figure 3. (a) A simple pendulum with mass m, rod of length l, period 
of swing t, and with the component of the acceleration due to gravity 
in its plane of motion being g. (b) Physical description for the ideal 
pendulum written in Newton.

(a) Simple pendulum.

include  "NewtonBaseSignals.nt"

Pendulum : invariant ( l : distance, 
g : acceleration, 
m: mass, 
t : time) = 

{
# Empty invariant body to force 
# Newton compiler to use only 
# units/dimensions of parameters

}

(b) Newton description.

mg mg

tl l
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 (9)

Given sensor measurements for different values of l, g, 
and t, we can determine the value of the constant C.

4. MODEL EVALUATION
To demonstrate the potential of dimensional function 
synthesis, we compare it against black-box data-driven 
approaches for the characterization of a physical system. 
The fundamental idea is that a scientist has assembled 
a physical system and is able to measure a subset of its 
parameters either by inspection (e.g., measuring the length 
of a component) or by using sensors (e.g., accelerometers, 
tachometers, etc.). Given that a complex physical system 
requires effort and expertise to be analytically defined, 
its data-driven characterization is a promising idea. The 
designer can collect a large dataset of observations from 
the physical system and then use regression and machine 
learning to derive a model that fits the measured param-
eters to an expected output.

However, deriving an effective data driven model 
requires good sampling of the physical system’s param-
eters and extensive exploration of the design space of 
available data fitting models. In practice, both these 
requirements are hard or impossible to meet, especially 
in the case of complex, multiparametric systems. On the 
contrary, the outcome of dimensional function synthesis 
can either fully characterize the system or act as a starting 
point for targeted data-driven analysis. In addition, simple 
dimensional functions have significantly less computa-
tional requirements compared to the majority of data-
driven characterization techniques.

might be affected when lengths of system parts expand 
or contract with temperature, or when the component of 
gravitational acceleration affecting the system changes 
due to the system being tilted at an angle. Figure 3b shows 
a physical description for the ideal pendulum written in 
Newton. Dimensional function synthesis, implemented 
as a new backend for the Newton compiler, takes this 
description as input and performs the following steps.

Step 1: Dimensional matrix construction. For the system 
in Figure 3a, the parameter set is Ssymbols = {l, g, m, t}. The last 
row of Table 2 shows the dimensions of the members of the 
parameter set Ssymbols along with the dimensionless group 
computed by the method described above in Section 3.1. 
Following the formulation in Section 3.1, the dimensional 
matrix A for the pendulum’s parameter set Ssymbols is

Step 2: Dimensional matrix column permutation and Π 
group computation. The total number of parameters is n = 
|Ssymbols| = 4. From Definition 1 (Section 2.2), the pendulum 
system has n = 4 physical quantities and r = 3 base dimensions. 
Consequently, n − r = 1 and there is a single unique Π product:

From Equation (6) (Section 2.2), it follows that we can 
equate the corresponding monomial to some constant C:

Table 2. Examples of physical system descriptions (Ssymbols) and the dimensionless groups our technique generates for them. Our implementa-
tion generates the LATEX for the equations shown in the last column. 

Physical system Input to our technique Dimensions

Example of one dimensionless 
group generated by our automated 
method

Vibrating string Ssymbols =

{t, L, µ, f, ρ, θ}

String tension, t 

String length, L

String mass per unit length, µ

String vibration frequency, f

Thermal expansion coefficient, ρ

String temperature, θ

D  (t) = MLT−2 

D  (L) = L 

D  (µ) = ML−1 

D  (f) = T−1 

D  (ρ) = Θ−1 

D  (θ) = Θ

Unpowered flying 
object

Ssymbols = 

{h, v0, v, m, g, t}

Object elevation, h 

Object initial velocity, v0

Object velocity, v

Object mass, m

Acceleration due to gravity, g

Time, t

D  (h) = L

D  (v0) = LT−1

D  (v) = LT−1

D  (m) = M

D  (g) = LT−2

D  (t) = T
Pendulum Ssymbols = 

{l, g, m, t}

Rod length l 

Acceleration due to gravity, g

Mass, m

Oscillation period, t

D  (l) = L

D  (g) = LT−2

D  (m) = M

D  (t) = T
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4.1. Evaluation for synthetic data
We first compare dimensional function synthesis to regres-
sion and neural networks using synthetic idealized data. 
We examine several neural network topologies from the 
FitNet family of curve-fitting neural network architec-
tures, which are optimized for equation fitting. We target 
an unpowered flying vehicle (glider) with initial velocity v0, 
mass m, acceleration due to gravity g, and, trajectory height 
h at time t, similar to the example of Figure 2. We exam-
ine the ability of our method to find the relation between 
trajectory height and the rest of the physical parameters 
of the glider. The parameters used to describe the glider 
result in multiple Π groups, each of which includes mul-
tiple Π products. In this case, the form of the function Φ′ 
for combining the Π products into an equational model is 
unknown and we must use a data-driven approach to find 
its form. Dimensional function synthesis provides two 
options for the calibration phase: (1) performing calibra-
tion on the target embedded system; and (2) performing 
calibration offline on a computing system that is not con-
strained by resources. In both cases, the calibrated models 
target the embedded platform, so final model complexity is 
still a key restriction.

In contrast to Φ and Φ′, which are functions of dimen-
sionless products, let Ψ be a function directly relating the 
parameters of a system. For the glider example, we compare 
our approach to a data-driven approach for fitting the fea-
ture vector <v0, m, g, t> to a predicted height h through the 
function Ψ:

 (10)

The ideal trajectory equation of a glider is h = v0 ⋅ t − 0.5 ⋅ (t2 ⋅ g). 
Using the ideal trajectory equation, we synthesize a dataset 
by uniformly sampling the initial velocity of the glider (v0) in 
the range of 1 m/s to 10 m/s, with a step size of 0.5 m/s. We 
considered acceleration due to gravity (g) from 6.0 m/s2 to 9.5 
m/s2, with 0.5 m/s2 step size, and a time window for gliding (t) 
ranging from 0.1 to 100 s, with a step of 0.1 s.

Using dimensional function synthesis, the chosen 
description of the system leads to three Π groups, each  
with two Π products, that is, Π group 0 = {Π1 = t ⋅ g/v0,  
Π2 = h/t ⋅ v0}, , Π group 
2 = {Π1 = t2 ⋅ g/h, Π2 = h/t ⋅ v0}. In Π group 0, h appears only 

in Π2, thus according to Equation (4), we can express h as a 
function Φ′ of Π1:

 (11)

In contrast to traditional methods that must learn 
a function over a four-dimensional space 〈v0, m, g, t〉, 
dimensional function synthesis only needs to use data to 
learn the single-variable function Φ′ of Equation (11). This 
simpler form is particularly valuable when our goal is to 
perform the final calibration on a resource-constrained 
embedded system. Figure 4 shows the comparative perfor-
mance of using linear regression to find the dimensionally 
reduced Φ′, against linear, quadratic, and neural network-
based regression to find Ψ. Linear regression on Φ′ out-
performs the same technique on Ψ by more than 12%, 
although having similar computational requirements. 
Neural networks are capable of minimizing the prediction 
error, at the expense of over 80× greater required compu-
tation. We quantify the computational requirements of 
each network as the total number of floating-point oper-
ations (additions, multiplications) that it requires per 
inference instance. Overall, the neural network models 
require between 0.3 and 50 s training per model for 5-fold 
cross-validation, with an average of 16 s. The total training 
latency was approximately 240 minutes on an Intel Core 
i7-7820X CPU at 3.60 GHz, with 32 GB RAM. This is 1096× 
slower than our approach which requires 1.5 ms on aver-
age for the examined physical system running on the same 
workstation. We have examined a total of 16 physical sys-
tems of increasing complexity and our method requires 
less than 300 ms on average to generate the dimensional 
functions, with a maximum of 3428.7 ms.

Figure 5 shows model approximation performed by neu-
ral networks trained against 20 data points, with (Figure 5b) 
and without (Figure 5a) dimensionally reducing the num-
ber of input parameters by making use of dimensional 
function synthesis. The most accurate neural network for 

Figure 5. Prediction error versus computational requirements for 
predicting the trajectory of a glider. Subfigure (a) corresponds to the 
straightforward application of neural networks for fitting function 
Ψ of Equation (10). Subfigure (b) corresponds to our approach 
using a neural network for fitting function Φ′ of Equation (11). We 
train all models against a set of 20 input data points. Our method 
achieves prediction error of 0.17% via an approximately 2.5× less 
computationally demanding model.
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Figure 4. Prediction error versus computational requirements 
for predicting the trajectory of a glider. Our model uses linear 
regression for fitting function Φ′ of Equation (11) (denoted as “our 
model” in the lower left corner). It Pareto-dominates all the neural 
network variants (891 different network topologies), which are used 
for fitting function Ψ of Equation (10).
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windows of recorded data. Figure 6d shows the oscillation 
period over the duration of one 1-minute experiment, esti-
mated using the DFT.

Figure 7 shows the ability of our method to generate 
a model that accurately predicts the period of oscillation 
of the variable-g pendulum. The calibration step of our 
method takes as input the periods estimated from the 
actual experiment. Our method requires minimal calibra-
tion data. For pendulum lengths greater than 20 cm, the 
prediction error is always less than 15% even though each 
prediction requires only four floating-point operations.

For pendulum lengths less than 20 cm, the error in the 
model increases due to nonidealities, such as friction, 
that are not captured by the form of the proportionality 
relation generated by our technique. The accuracy of the 
synthesized dimensional function is limited by the num-
ber of utilized parameters that describe the physical sys-
tem. A richer choice in the set of parameters (e.g., such as 
the friction of the pivot and mass of the rod) is a possible 
solution to derive more accurate dimensional functions.

We also applied the black-box data-driven techniques 
on the assembled data of the pendulum experiment. Of 
this dataset, 75% was randomly sampled to act as train-
ing data, whereas the rest was used as testing samples. We 
used a 5-fold cross-validation policy to train the models. 
Figure 8 summarizes the prediction error of the period of 

fitting the function Φ′ over the four-dimensional space  
〈v0, m, g, t〉 has prediction error of 0.17%. It consists of two 
layers with 2 and 5 neurons, whereas the most accurate for 
fitting function Ψ is composed of two layers of 6 neurons 
each. This highlights dimensional function synthesis as 
a tool for training models in situations where there are 
insufficient data to train more complex models.

The simpler models and higher prediction accuracy 
of dimensional function synthesis are the result of its 
ability to use the physical information available. This 
enables better training of simpler models with less data. 
Most importantly, these reductions are not based on ad-
hoc assumptions or approximations, but are dictated by 
physical laws. Models from dimensional function synthe-
sis are more efficient for resource-constrained embedded 
systems as they require fewer computations during infer-
ence and less data for their training.

4.2. Evaluation on a physical pendulum
We evaluate our method in the presence of nonsynthetic 
data where the underlying relationship is more complex 
than a simple closed-form equation. We perform a series 
of experiments in our laboratory using an apparatus 
known as a variable-g pendulum (Figure 6a). This appa-
ratus uses a mass on a stiff rod swinging about a pivot 
which is at an angle that is not perpendicular to the hori-
zon. We instrument this apparatus with a wireless sen-
sor containing a 3-axis accelerometer at the “bob” end 
of the pendulum to provide a data stream from which we 
automate measuring the period of oscillation, t. We run 
90 physical experiments on this apparatus for different 
values of the pendulum rod length l in the range of 3–33 
cm in steps of 3 cm and for a range of effective gravi-
tational acceleration g resulting from pendulum pivot 
angles of 0°–80°, in 10° increments.

Figure 6b shows an example of the sensor data over 1 
minute of pendulum oscillation. We recorded a time series 
of pendulum swing data such as that in Figure 6b for each of 
the 90 experiments we performed. We then used these time 
series data to calculate the oscillation period via its discrete 
Fourier transform (DFT). Figure 6c shows the resulting DFT 
output for one experiment, for four different processing 

Figure 6. (a) Our experimental setup for the variable-g pendulum. (b) Data collected from the 3-axis accelerometer over time using the 
wireless sensor on the pendulum. The largest component of oscillation is due to the motion of the pendulum. (c) Discrete Fourier Transform 
(DFT) of 10 s windows of the sampled acceleration data. Despite the variation of signal properties over time, the dominating frequency 
remains around 2 Hz. (d) The time period of the pendulum, calculated according to the dominating frequency in each time window of DFT, 
exhibits a small variation of about 20 ms over a 1-minute interval.
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of Π groups. We have implemented a Verilog register trans-
fer level (RTL) synthesis backend in Newton, which uses 
the information of the calculated Π groups of dimensional 
function synthesis and generates the RTL description of 
hardware modules, each of which computes a Π monomial 
(Equation (2)) of a selected Π group. The hardware modules 
take sensor signals as input and perform the pre-inference 
processing of the calibrated predictive module that we 
derive from dimensional function synthesis. An on-device 
(in-sensor) inference engine will integrate the synthesized 
dimensional circuits with the module that executes the 
calibrated predictive model using, for example, a neural 
network. This inference module can either be a custom RTL 
component or a programmable core. Figure 9 shows an in-
sensor inference hardware system generated using dimen-
sional function synthesis and dimensional circuit synthesis.

We evaluated the hardware generated by the dimensional 
circuit synthesis backend using a Lattice Semiconductor 
iCE40 FPGA. The iCE40 is a low-power miniature FPGA in a 
wafer-scale WLCSP package of 2.15 × 2.50 mm, which targets 
sensor interfacing tasks and on-device machine learning. 
We used a fully open-source FPGA design flow, comprising 
the YoSys synthesis tool (version 0.8+456) for synthesis 
and NextPNR (version git SHA1 5344bc3) for placing, 
routing, and timing analysis.

We performed our measurements on an iCE40 Mobile 
Development Kit (MDK) which includes a 1Ω current 
sense resistor in series with each of the supply rails of 
the FPGA (core, PLL, I/O banks). We measure the current 
drawn by the FPGA core by measuring the voltage drop 
across the FPGA core supply rail (1.2 V) resistor using a 
Keithley DM7510, a laboratory-grade 7½ digital multime-
ter that can measure voltages down to 10 nV. Using these 
voltage drop measurements, we computed the power dis-
sipated by the FPGA core for each configured RTL design. 
We used a pseudorandom number generator to feed the 
Π monomials computation circuit modules under evalu-
ation with random input data.

We evaluated dimensional circuit synthesis on seven 
different physical systems described in Newton. Table 3 
presents the total FPGA resource utilization for all the 
generated Π product computation modules, expressed 
in terms of the number of four-input lookup tables 
(LUT4 cells) required for their synthesis. These resource 
utilization values also include the required resources 
for the synthesis of the fixed-point arithmetic modules, 

pendulum oscillation averaged for all models in the case 
of the testing dataset. Regression models have prediction 
error comparable to our method, but our method outper-
forms regression models in the zoomed area of Figure 7b. 
Neural networks exhibit a wide distribution of prediction 
error, but simple networks are able to achieve very high 
accuracy within the same range as our proposed model. 
Because we train the black-box models against data points 
derived from the entire range of the pendulum experi-
ments, they can effectively capture the nonideal charac-
teristics of the oscillation, thus achieving high accuracy.

5. SCOPE, LIMITATIONS, AND EXTENSIONS
Dimensional function synthesis uses information on the 
physical dimensions and units of measure of the signals rele-
vant to a physical system to derive a set of candidate equations 
relating those signals. Such as many existing approaches for 
constructing models based on human-chosen parameters, it 
depends on a valid set of parameters in the set Ssymbols (intro-
duced in Section 2.1) for describing the system to be mod-
eled. When provided with a set of parameters insufficient 
to generate a model that captures a system’s behavior, the 
method will unsurprisingly generate a model that is, at best, 
only an approximation to the true behavior. Exciting areas 
of further development include automating the process of 
identifying parameters in Ssymbols rather than extracting them 
from a human-written description and incorporating inte-
grals and derivatives in formulations for Φ functions.

For physical parameters that cannot be directly measured, 
dimensional function synthesis faces the same challenges 
faced by traditional modeling approaches. In practice, for 
parameters that cannot be measured, designers measure 
surrogates that correlate to the missing parameters, for 
example, measuring acceleration and elapsed time instead 
of velocity. In this case, dimensional function synthesis has 
the net effect of exploiting information on the physical units 
of the parameters in question, whereas traditional model-
ing techniques have no option but to attempt to fit data with 
ever more complex nonlinear models. Dimensional func-
tion synthesis enables the combination of both approaches 
in the case of multiple Π groups as examined in Section 4.1.

5.1. Dimensional circuit synthesis
Dimensional circuit synthesis is an extension of dimen-
sional function synthesis that provides a compile-time 
method to generate digital logic circuits for the calculation 

Figure 9. The hardware generated by dimensional circuit synthesis 
preprocesses k sensor signals to calculate N < k dimensionless 
products Π1… ΠN. A predictive model takes the calculated product 
values as input and generates an inference output.
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which we integrated in the computation module of each 
Π product.

The execution latency column lists the required cycles 
for completing the calculations of the critical path of each 
of the generated RTL modules. We obtained the number 
of cycles by simulating the execution of the RTL modules 
for pseudorandom inputs generated by linear feedback 
shift registers (LFSRs). In each RTL module, we parallelize 
the calculation of different Π products but the required 
operations per Π product are executed serially. 

The last column of Table 3 shows the measured power dis-
sipation of each design configured in the iCE40 FPGA. In all 
cases, the power dissipation is less than 6 mW and as low as 
1 mW, demonstrating the suitability of our method for small-
form-factor, battery-operated on-device inference at the edge.

6. CONCLUSION
Existing methods for constructing retrospective or pre-
dictive models for data from physical systems do not fully 
exploit information about the physics of the systems in 
question. In this work, we present an automated method 
for generating the family of functions from which to learn 
a model, based on information about the physical dimen-
sions of the signals in the system. The method, which we call 
dimensional function synthesis, applies to data streams where 
the dimensions of the signals are known.

We implement dimensional function synthesis and 
evaluate the execution cost and accuracy of the mod-
els our method generates compared against regression 
models and neural networks. When calibrated with sen-
sor data, our models outperform traditional regression 
and neural network models in inference accuracy in all 
the cases we evaluated. In addition, our models perform 
better in training latency (up to 1096× improvement) and 
required arithmetic operations in inference (up to 34× 
improvement). These  significant gains are largely the 
result of exploiting information on the physics of signals 
that has hitherto been ignored.
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Table 3. Experimental evaluation on iCE40 FPGA of dimensional circuit modules generated from descriptions of physical systems.

Name LUT4 cells
Maximum  
frequency

Execution  
latency

Avg. power  
at 12 MHz

Avg. power  
at 6 MHz

Beam 2958 16.88 Mhz 115 cycles 3.5 mW 1.8 mW
Pendulum, static 1402 17.07 Mhz 115 cycles 2.0 mW 1.1 mW
Fluid in pipe 4258 15.65 Mhz 188 cycles 5.8 mW 3.0 mW
Unpowered flight 1930 16.44 Mhz 81 cycles 2.3 mW 1.2 mW
Vibrating string 2183 16.67 Mhz 183 cycles 2.5 mW 1.3 mW
Warm vibrating string 3137 16.77 Mhz 269 cycles 1.9 mW 1.0 mW
Spring-mass system 1419 16.67 Mhz 115 cycles 3.4 mW 1.8 mW
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markably robust to the shifts in de-
mand, the experiences of the past 
year offer valuable lessons for the fu-
ture, including:

 ˲ The “digital divide” is more pro-
nounced than ever, now that good In-
ternet connectivity is critical for work, 
education, and medical information.

 ˲ Interactive applications, like vid-
eo conferencing, are incredibly sen-
sitive to even small fluctuations in 
network reliability and performance, 
leaving users frustrated.

 ˲ The enduring problems of Inter-
net security and privacy become even 
more serious as attackers exploit vul-
nerabilities in popular applications 
as well as people’s growing depen-
dence on the Internet.

As the computer science communi-
ty continues the important work of ad-
dressing these challenges, we should 
also redouble our efforts to collect 
and analyze the measurement data 
needed to understand Internet traffic, 
performance, and applications. With 
the Internet such an essential part 
of our daily lives, we can easily forget 
that no one person, company, coun-
try, or organization is truly in charge 
of making this “network of networks” 
hold together as one global infrastruc-
ture. We can only understand, and 
therefore improve, the Internet by 
observing how it responds under pres-
sure from many locations. 

Jennifer Rexford is the Gordon Y.S. Wu Professor 
in Engineering and chair of the Computer Science  
Department at Princeton University, Princeton, NJ, USA.

Copyright held by author.

THE INTERNET IS a research experiment 
that “escaped from the lab” to become 
a critical global communications in-
frastructure during our lifetimes. Over 
the past year of the COVID-19 pandem-
ic, the Internet has supported friends 
and families staying in touch and sup-
porting each other, remote work and 
learning, and the global collaboration 
of experts designing much-needed 
treatments and vaccines. As challeng-
ing as the past year (and more) has 
been, the Internet has made it possi-
ble for many important aspects of life, 
work, and culture to continue.

In March 2020, the Internet sud-
denly became a lifeline for people all 
over the world. Designed to withstand 
failures, attacks, and fluctuations 
in traffic, the Internet proved up to 
the task. Almost overnight, demand 
for Internet services grew dramati-
cally, and shifted in both time and 
space. Many Internet service provid-
ers (ISPs) had network designs with 
spare capacity, deployed more band-

width in critical locations, and re-
laxed bandwidth caps on low-income 
households. The Internet protocols, 
designed to adapt to changing condi-
tions, were able to deliver reasonable 
service to many users by sharing the 
available resources dynamically.

The following paper offers a detailed 
look at how Internet traffic changed 
during the COVID-19 pandemic. The 
paper is distinctive in analyzing traf-
fic measurements from multiple net-
works—ISPs, three major Internet 
eXchange points (IXPs), a mobile pro-
vider, and a university network—across 
a long period of time. The combination 
of longitudinal data from multiple, di-
verse vantage points is truly unusual, 
and a testament to the large group of 
authors who worked with each other, 
their home institutions, and other 
stakeholders to acquire the measure-
ment data.

The study shows how, as the spring 
2020 lockdowns began, traffic surged 
for ISPs and IXPs while decreasing 
for mobile providers and university 
campuses. Residential traffic shifted 
quickly to having high loads during 
normal business hours. Normally 
dominated by download traffic, the 
volume of upstream traffic (from 
residential users to the Internet) in-
creased even more dramatically due 
to interactive applications like vid-
eoconferencing. Other applications 
like video-on-demand streaming and 
online gaming increased, as users 
sought sources of news, education, 
and entertainment. People working 
from home also increased their use 
of Virtual Private Network (VPN) tech-
nologies for remote access to online 
resources within their companies and 
universities. The study also shows that 
traffic patterns changed throughout 
the year, with fluctuations caused by 
shifts in national lockdown strategies, 
vacation and holiday seasons, bouts of 
bad winter weather, and more.

While the Internet has been re-
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Abstract
In March 2020, the World Health Organization declared the 
Corona Virus 2019 (COVID-19) outbreak a global pandemic. 
As a result, billions of people were either encouraged or 
forced by their governments to stay home to reduce the 
spread of the virus. This caused many to turn to the Internet 
for work, education, social interaction, and entertainment. 
With the Internet demand rising at an unprecedented rate, 
the question of whether the Internet could sustain this addi-
tional load emerged. To answer this question, this paper will 
review the impact of the first year of the COVID-19 pandemic 
on Internet traffic in order to analyze its performance. In 
order to keep our study broad, we collect and analyze 
Internet traffic data from multiple locations at the core and 
edge of the Internet. From this, we characterize how traffic 
and application demands change, to describe the “new nor-
mal,” and explain how the Internet reacted during these 
unprecedented times.

1. INTRODUCTION
The worldwide pandemic caused by the Corona Virus 
2019 (COVID-19) is a once-in-a-generation global phe-
nomenon that changed the lives of billions of people and 
destabilized the interconnected world economy. What 
started as a local health emergency in Asia at the end of 
2019, turned into a global event at the beginning of 2020 
when the first cases appeared on other continents. By 
March 2020, the World Health Organization (WHO) 
declared COVID-19 as a pandemic, causing many govern-
ments around the globe to impose strict lockdowns of 
economic and social activities to reduce the spread of 
COVID-19. These measures changed the habits of a large 
fraction of the global population, who now depend on 
residential Internet connectivity for work, education, 
social interaction, and entertainment.

Changes in Internet user behavior are common, but 
they normally occur gradually and over long periods of 
time. Notable examples of such changes are the increase 
in demand for peer-to-peer applications that happened in 
the early 2000s; the increase of traffic served by content 
delivery networks—such as an increase in streaming—
that took place in the 2010s; and, more recently, the ele-
vated demand for mobile applications. In all of these 
cases, the telecommunications industry and network 
operator community reacted by increasing the investment 
on network infrastructure. However, the changes in 

An earlier version of this paper was published in 
the Proceedings of the 20th ACM Internet Measurement 
Conference (IMC’20).9

Internet user behavior during the pandemic have been 
unique because the shifts took place within weeks, leaving 
hardly any time to react. This raised questions of whether 
user behavior changes yield to changes in Internet traffic 
and, more importantly, concerns if the Internet is able to 
sustain this additional load.

In this paper, we investigate the impact of the COVID-
19 pandemic on the Internet traffic by analyzing more 
than two years of Internet traffic data including the first 
year of the pandemic. More specifically, we characterize 
the overall traffic shifts and the changes in demand for 
particular applications that became very popular in a 
short amount of time. During the process, we try to 
understand if there is a “new normal” in Internet traffic 
and to see how the Internet reacted in these unprece-
dented times. We summarize our observations for the 
spring 2020 wave (February 2020 to June 2020) and then 
extend our study for the falla 2020 wave (September 2020 
to February 2021). To that end, we collect and analyze 
network traffic data from multiple vantage points, such 
as a large Internet Service Provider (ISP) in Europe, three 
Internet Exchange Points (IXPs) in Europe and the US, as 
well as a mobile operator and a metropolitan academic 
network in Europe (REDIMadrid).

Our main observations can be summarized as follows:

• Changes in traffic volume follow demand changes, 
causing a traffic surge of 15–20% during the fall 2020 
lockdown for the ISP/IXPs in our study. In summer 
2020, after the reopening of the economy, an increase 
of about 20% at one IXP, but only 6% at the Tier-1 ISP, is 
still visible. The fall 2020 wave also had an impact, with 
the annual traffic increase in 2020 being higher than in 
a typical year.

• The observed traffic increase mostly takes place during 
nontraditional peak hours. Daily traffic patterns are 
moving to weekend-like patterns, especially during the 
spring 2020 lockdown.

a We use “spring” and “fall” from the viewpoint of the Northern hemi-
sphere, where our vantage points are located. Exchange both terms for 
the Southern hemisphere.
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REDIMadrid university network. We collect and analyze 
data from the REDIMadrid academic network, which 
interconnects 16 independent universities and research 
centers in the region of Madrid. It serves nearly 290,000 
users such as students, faculty, researchers, student halls, 
WiFi networks (such as eduroam), and administrative and 
support staff.

Mobile operator: A European mobile provider with more 
than 40 million customers.

At each vantage point, we collect and analyze traffic flows 
before and during the pandemic. This allows us to reason 
about the impact of the COVID-19 pandemic on Internet 
traffic and discuss related traffic shifts. In order to guaran-
tee user privacy, we only analyze anonymized or aggregated 
datasets. For additional details on our measurement meth-
odology, we refer to Feldmann et al.9

3. NETWORK TRAFFIC SHIFTS
To understand traffic changes during the COVID-19 pan-
demic, we first look for overall changes in well-established 
traffic patterns before, during, and after the strictest lock-
down periods for both the spring and fall 2020 waves. 
Because all data sources exhibit very different traffic charac-
teristics and volumes, we normalize the data to make it com-
parable. In Figure 1, we show the normalized aggregated 
traffic of the ISP, IXPs, and mobile operator vantage points 
from January 2019 until the end of February 2021. We nor-
malize this by using the traffic of the first week of January 
2020 for each corresponding vantage point.

3.1. Macroscopic observations
In Figure 1, we annotate the week of the initial lockdowns in 
the countries that host the ISP and IXPs in Central and 
Southern Europe, and the mobile operator. Although the 
exact dates of when the lockdown was imposed differ across 
Europe, these dates are very close to each other and fol-
lowed the declaration of COVID-19 as a pandemic by the 
WHO. A first observation is that the ISP and IXPs in Central 
and Southern Europe show a more than 20% traffic increase 
within a week after the official announcement of the 

• Traffic related to remote working applications, such as 
VPN connectivity applications and video-conferencing 
applications, surges by more than 200%. VPN traffic 
seems to remain at elevated levels even during the fall 
2020 wave.

• Traffic changes across networks differ. For example, in 
the REDIMadrid campus network, there was a signifi-
cant drop (by up to 55%) in traffic volume on workdays 
after the spring 2020 lockdown as most people were not 
on campus, but an increase during the fall 2020 lock-
down. Traffic at the IXP and the ISP also varies depend-
ing on the mandated lockdown policy and due to the 
different customer profiles.

2. DATASETS
The Internet is formed by a network of networks. Depending 
on their size and position, networks may act as large traffic 
hubs forwarding network traffic between up to hundreds or 
even thousands of other networks (backbone/core). In other 
cases, they are interconnected weakly and closer to the con-
sumer at the edge of the topology.

To obtain a broad perspective on the impact of the pan-
demic on the Internet, we observe the Internet from multiple 
and diverse vantage points. They are located at the backbone 
and peering points of a major Tier-1 Internet Service Provider 
(ISP), at the core of the Internet—namely three Internet 
Exchange Points (IXPs) around the globe—and at the edge (a 
metropolitan university network and a mobile operator).

ISP. A large Central European ISP that provides service to 
more than 15 million fixed line subscribers and also oper-
ates a transit network (Tier-1).

IXPs. An IXP is an interconnection facility where networks 
become members to exchange traffic with other members 
across the IXP’s infrastructure. In our study, we consider 
three major IXPs. The largest IXP, namely IXP-CE, is located 
in Central Europe. It has more than 900 members and a 
peak traffic of more than 9 Tbps. The second IXP, namely 
IXP-SE, is located in Southern Europe and has more than 
170 members. The third IXP, namely IXP-US, is located at 
the US East Coast and has more than 250 members.
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Figure 1. Traffic changes during the COVID-19 pandemic’s spring and fall waves at our Internet vantage points.
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lockdown. This could be perceived as a “moderate” surge in 
traffic. However, in Internet reality, this is a substantial 
increase in traffic in only a short period of time. To put it 
into perspective, the figure shows that the annual increase 
of 2019 was around 30%, which is similar to the annual 
increase in previous years. This means that the expected 
traffic increase in one year happened only within a couple 
of weeks in March 2020 following the spring 2020 lock-
down. Well-provisioned networks, such as the ones we mea-
sured for our study, could cope with this surge. However, 
networks that “ran hot” may have faced problems as this 
increase is significant and takes place in a relatively short 
period of time. In sharp contrast, the traffic of the European 
mobile operator decreased as users switched to WiFi and 
reduced their commute and traveling. This aligns with 
reports in other studies.15 It is worth noting that, during the 
same period, the traffic at the IXP at the U.S. East Coast 
surged only by 2% as there was no announcement of strict 
lockdowns in the U.S. at that time.

The impact of the spring wave was significant as the traf-
fic levels remain at same elevated level during the lockdown. 
The traffic of the IXP at the U.S. East Coast increased signifi-
cantly when lockdown measures took place by the state 
authorities. However, when the economy opened again after 
June 2020, we observe a slight decrease of ISP and IXPs traf-
fic as well as an increase of the mobile operator’s traffic.

The impact of the fall wave is clearly visible in traffic pat-
terns beginning in September 2020. The traffic at the ISP 
and all IXPs surged again, whereas the traffic of the mobile 
operator declined, except for the holiday period at the end 
of 2020. Although the lockdowns in the fall of 2020 differ 
significantly from country to country, and in some cases 
there were lockdowns with on-off periods, the impact of 
the fall wave was significant. The 2020 annual increase for 
the ISP and the IXPs varied between 35% and 50%, that is, 
higher than the expected annual increase. The mobile 
operator showed an annual increase of around 20%, which 
is lower than expected. As the fall wave of COVID-19 contin-
ues into 2021, we observe similar trends until February 
2021. It is also worth noting that in some countries, the fall 
wave was a superposition of multiple waves of COVID-19 
and its mutations, which were faced with harder lockdown 
restrictions. Additionally, the severe weather conditions in 
Southern Europe with historic snow volumes in January 
and February 2021 may have also played an additional role 
in keeping people at home and the corresponding increase 
of Internet traffic at the ISP and IXPs.

Figure 2 focuses on the ISP, where we show the normal-
ized aggregated traffic for each month for the years 2018–
2021. Although during the years 2018–2019 the traffic 
increase was around 30% compared to the same month in 
the previous year, there was a dramatic change after March 
2020. To understand this, we annotate the increase between 
a given month and the one in the previous year for 2019, 
2020 until February 2021 above the bars in the figure. 
During the spring 2020 wave, the traffic in each month 
increased by around 45% compared to the traffic in 2019; 
the peak was in April 2020 with about 50%. Between August 
and October 2020, the traffic increase was similar to 

previous years. This aligns well with good weather condi-
tions and the relaxation of lockdown policies. However, this 
period was followed by stronger lockdown policies, and 
there is again a surge that continues until the end of our 
observation period, that is, February 2021.

The traffic increases we have seen across vantage points 
can arise unexpectedly and may create a need for capacity 
increases by network operators. We observed capacity 
increases in the order of 1,500 Gbps (3%) across many IXP 
members at the IXP-CE alone. Beyond our datasets, some 
networks publicly reported that traffic shifts due to the pan-
demic resulted in partial connectivity issues and required 
new interconnections.8, 20 The vantage points in this paper 
range from extremely large to moderate sizes with sufficient 
resources and a lot of experience in network provisioning 
and resilience. In general, smaller networks with limited 
resources may not be able to plan with sufficient spare 
capacities and fast enough reaction times to compensate for 
such sudden changes in demand. In fact, performance deg-
radation issues have been reported in less developed 
regions,1 which also highlights the digital divide.

3.2. Drastic shifts in Internet usage patterns
Beyond the macroscopic observations, our analysis sheds 
light on the shifts in Internet usage patterns that are also rel-
evant to network operation and management. The Internet’s 
regular workday traffic patterns are significantly different 
from weekend patterns.13 On workdays, traffic peaks are 
concentrated in the evening, typically between 18:00 and 
midnight, also referred to as “peak hours.” During the week-
end, the activity is more distributed also in the nonpeak 
hours as more people are at home and using the Internet.

With the pandemic lockdown in March, this workday 
traffic pattern shifts toward a continuous weekend-like pat-
tern. More specifically, we call a traffic pattern a workday 
pattern if the traffic spikes in the evening hours and a week-
end pattern if its main activity gains significant momentum 
from approximately 9:00 to 10:00 am. Figure 3a and b shows 
the normalized traffic for days classified as weekend-like on 
the top and for workday-like on the bottom. If the classifica-
tion is in line with the actual day (workday or weekend) the 
bars are colored in blue, otherwise they are colored in 
orange. We find that up to mid-March, most days are classi-
fied correctly. The only exception is the holiday period at the 
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beginning of the year in Figure 3b. This pattern changes 
drastically once the lockdown measures are implemented. 
Indeed, almost all days are classified as weekend-like. This 
change persists in Figure 3b until the end of August due to 
the vacation period, which is consistent with the behavior 
observed in 2019 (not shown). By contrast, Figure 3a shows 
that the shift toward a weekend-like pattern becomes less 
dominant as countermeasures were relaxed in mid-May, but 
in August, the pattern resembles again the weekend-pattern 
due to the vacation period.

During the period of August 2020–December 2020, the 
patterns both at the ISP and the IXP are back to the usual 
weekday and weekend pattern. When the first lockdown of 
the fall COVID-19 wave was imposed in December 2020, this 
pattern was disrupted, more noticeably at the IXP. In the 
first two months of 2021, there was a mixed pattern for both 
the ISP and the IXP. We conclude that we still observe a tran-
sient behavior in 2021 and it is unclear whether the changes 
of daily usage patterns are here to stay.

3.3. Effect on the traffic asymmetry
As we discussed in the previous sections, residential traffic 
surged both during the spring and fall COVID-19 waves. In 
this section, we take a closer look on the directionality of the 
traffic and comment on new patterns in upstream and down-
stream traffic. Recall that residential traffic is asymmetric in 
nature, that is, downstream traffic is typically many times 
higher than the upstream one. This is to be expected as users 
send less traffic than they receive when using applications 
such as video streaming and browsing. In Figure 4 (top), we 
show the aggregated upstream traffic from October 2019 to 
end of February 2021. There is a slight increase in upstream 
traffic after the first lockdown in mid-March 2020. This trend 
manifests itself in the following months: The minimum, but 
more noticeably the maximum upstream level increase 
across the rest of the observation period.

As a result of the general elevated traffic levels, the down-
stream traffic also increases during this period. To assess if 
there is a change in the established ratio between upstream 
and downstream traffic, in Figure 4 (bottom), we plot the 
ratio of upstream versus downstream traffic. Before the 

COVID-19 pandemic, typical values of this ratio were 
around 9.8 with some noticeable variation. After the initial 
lockdown in the beginning of March 2020 and until the end 
of February 2021, this pattern changes. Indeed, the ratio of 
upstream versus downstream traffic decreases signifi-
cantly, with typical values around 9 and very high variation. 
During the weekdays, this ratio is as low as 8.1. This shows 
that the relative increase of the upstream traffic is up to 18% 
higher than that of the increase of the downstream traffic. 
An independent study that analyzes traffic data from U.S. 
ISPs reported even higher upstream versus downstream 
traffic ratios during the pandemic.2 We attribute this to the 
increase in remote working and teleconferencing applica-
tions that utilize user upstream bandwidth much more 
than other popular user applications, for example, video 
streaming and browsing. This is an important observation 
as ISPs in general allocate way less upstream than down-
stream capacity to end users. If we see a persistent change 
in demand from end users to push more traffic toward the 
Internet, ISPs may need to adapt their handling of sub-
scriber lines. This is a notable result, because last mile 
capacity is notoriously expensive for ISPs and hard to 
replace with new technology.

4. APPLICATION TRAFFIC SHIFTS
We now turn our attention toward the traffic shifts for differ-
ent application classes that were expected to be affected by 
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at weekends. This indicates that not only work life has 
moved online but private social activities did as well.

Video-on-demand. Video streaming applications’ 
usage shows high growth both in the Spring and Fall 
waves. Interestingly, the ISP only sees a moderate growth 
during the lockdown in the first half of March followed by 
a reduction of volume in the second half of March below 
the pre-COVID-19 reference time frame. We attribute this 
to major streaming companies reducing their streaming 
resolution in Europe by mid-March for 30 days.18 In the 
case of the IXP, a similar but not that much pronounced 
trend can be observed in March. However, there is a sig-
nificant increase of the traffic related to Video-on-Demand 
in June, December and January, which exceeds 200% (IXP) 
and 100% (ISP) for some days, especially on weekends 
indicating that more people stayed at home during leisure 
time instead of going outside.

Gaming. The strong growth of gaming applications is 
more coherent at the IXP vantage point, especially during the 
day. Although the ISP shows a significant increase during 
morning hours, it generally leans toward declining in the 
Spring wave. Note that this effect is mainly caused by unusu-
ally high traffic levels in this category during our baseline 
week in February 2020. The initial download of a game nowa-
days supersedes the amount of data transferred although 
playing these high levels may relate to new releases or 
updates of popular games. Gaming applications, typically 
used in the evening or at weekends, are now used at any time. 

the COVID-19 pandemic, namely Web conferencing applica-
tions, Video-on-Demand streaming, online gaming, and 
traffic that originates from university service networks. We 
refer to Feldmann et al.9 for technical details on how we clas-
sified traffic in any of these categories.

4.1. Application classes’ traffic shift
In Figure 5, we visualize two weeks in the Spring and Fall 
waves, namely the second week in March 2020, June 2020, 
December 2020, and January 2021, as the difference of the 
respective week. We compare them to a base week before the 
initial lockdowns began, that is, February 20–26, 2020. As the 
traffic classes we are considering show growth way beyond the 
expected natural increase over one year, we do not factor out 
that increase. Each column represents one hour of a day. This 
approach enables quick visual identification of increased/
decreased application class usage compared to pre-COVID-19 
times. We focus on the observations gathered at the ISP and 
the IXP in Central Europe (IXP-CE) vantage points.

Web conferencing. Web conferencing applications have 
seen a dramatic surge during the lockdown periods. In this 
category, the ISP and IXP-CE experience a large traffic 
growth in March—right after the first lockdown began—
spanning across all hours of the day, especially during week-
days. This trend accelerates in June and culminates in 
December and January, with an increase exceeding 300% 
compared to the base week at both vantage points. Notably, 
in December and January, the extreme growth also persists 

Figure 5. ISP (top), IXP-CE (bottom) heatmaps of application classes’ traffic at the ISP, and IXPs during COVID-19 pandemic: spring and fall 
waves. Each subplot shows the change in the aggregated traffic volume per hour for the respective class compared to the base week in 
February 2020. White areas mark missing data.
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The trend starts to flatten in June—this may in relation with 
people going on vacation or spending more time outside. 
The ISP sees an increase up to 300% in gaming-related traffic 
during the fall wave across all weekdays, but with emphasis 
to the first half of the day. A similar pattern unfolds at the IXP, 
but with smaller increases. One explanation for the strong 
increase at both vantage points in the morning hours is that 
schools were closed during the fall wave.

University networks. Traffic that originates from such net-
works behaves similar at both vantage points with the ISP showing 
a more pronounced trend. Both vantage points see a high 
increase in traffic especially during the fall wave with a growth 
of 100% and more. This growth could be attributed to some 
European educational networks providing video conferencing 
solutions, which are now being used by customers of the ISP/
IXP. In December 2020 and January 2021, most academic col-
laboration and teaching activities moved to an online setting. 
This is in line with the smaller surge of activity at weekends.

4.2. VPN traffic shift
Working from home leads to a higher demand for Virtual 
Private Network (VPN) solutions as employees need to access 
firewall-protected resources hosted in internal company net-
works. We identify VPN traffic using a novel technique based 
on transport port data as well as DNS data.9 In Figure 6, we 
show the changes in VPN traffic during the spring and fall 
COVID-19 waves in 2020. We use five weeks of data from the 
IXP in Central Europe from February 2020 to January 2021, 
each in different months, to highlight the differences. 
February 2020 serves as a baseline, that is, to show the state 
of VPN traffic before COVID-19 restrictions were enforced.

In March 2020—after the first lockdown restrictions were 
authorized in Europe—we notice a large increase in VPN traffic 
during working hours. This growth partially recedes in June 2020 
as lockdown restrictions are relaxed again and employees could 
return to their workplaces. Nevertheless, VPN traffic volume 
is still over the February 2020 baseline levels. In the Fall wave, 
VPN traffic increases again but not as high as in March 2020.

We also investigate the share of VPN traffic among the 
total volume across waves. We find that the VPN traffic share 
remains stable from February to March 2020. This suggests 
that overall traffic volumes increase, regardless of the appli-
cation. However, in June 2020, VPN traffic share increases, 
whereas overall traffic volume decreases. Toward December 
2020 and January 2021, we see a slight decrease in the VPN 
traffic share as the overall traffic gains traction again after 
the summer holiday.

In summary, we see that VPN traffic increases during 
working hours since the first lockdown measures were 

implemented. The increase is higher in the spring wave than 
in the fall one. This finding aligns with reports indicating 
that more people in Central Europe were working from 
home in the Spring wave compared to the fall wave.23

4.3. A view from REDIMadrid
In addition to investigating changes at ISPs, IXPs, and 
mobile networks, we analyze changes at a special type of net-
work: REDIMadrid, a large European academic network. As 
a large portion of traffic is generated by students and staff 
being physically on the campus, we expect to see quite dras-
tic changes after lockdown measures are imposed. As a 
response to the COVID-19 pandemic, the regional govern-
ment of Madrid announced the closure of the educational 
system from March 11, 2020 onward for the 2019–2020 aca-
demic year. By the end of April, most universities had fully 
transitioned toward an online-lecturing model. The 2020–
2021 academic year followed a semipresence model, allow-
ing for some lectures to take place on campus.

Traffic volume. Figure 7 shows the normalized traffic vol-
ume for six different weeks ranging from February 2020 (one 
week before announcing that the academic system would be 
closed down) to January 2021. We observe a significant drop 
in the traffic volume on working days right after the lock-
down, with a maximum decrease of up to 55% on Tuesday and 
Wednesday. This is expected because users no longer use the 
network from within the campus. Traffic on weekends sees 
increments of up to 14% on Saturday. Similar to what we see at 
the IXP-CE and the ISP (cf. Section 3.1), traffic patterns on 
working days and weekends become more similar in terms of 
total volume. The traffic volume observed in September and 
December 2020 reveals an increase with respect to the Spring 
regime, though the pre-COVID-19 levels are not reached. We 
observe how traffic on weekends continues to increase, and 
the difference with work days vanishes even further. We note 
that the week from January 14, 2021 to January 21, 2021 con-
stitutes an interesting anomaly caused by the Filomena snow 
storm that brought heavy snow to Madrid for over a week. The 
effects caused severe mobility limitations for more than two 
weeks, during which campuses were inaccessible and all lec-
tures were canceled. The effect is noticeable as minimum 
traffic levels across all categories because the lockdown mea-
sures were implemented in February 2020.

Traffic in/out ratio. In the days before the lockdown, 
incoming traffic was up to 15× the volume of outgoing traffic 
during workdays. This ratio dropped to around 2× or 3× dur-
ing lockdown, where traditional weekend versus workday pat-
terns also disappeared. This change of traffic asymmetry 
might be explained by the nature of remote lecturing and 
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created substantial shifts within only a few days. As a result, 
ISPs either needed to benefit from over-provisioned capac-
ity—for example, to handle unexpected traffic spikes such as 
attacks or flash-crowd events—or add capacity very quickly. 
The latter was possible due to the adoption of best practices 
on designing, operating, and provisioning networks which 
contributed to the smooth transition to the new normal. 
Due to the advances in network automation and deploy-
ment, for example, automated configuration management 
and robots installing cross connects at IXPs without human 
involvement, it was possible to cope with the increased 
demand. For example, DE-CIX, Dubai, managed to quickly 
enable new ports within a week for Microsoft, which was 
selected as the country’s remote teaching solution for high 
schools.7

6. CONCLUSION
Despite the disruption due to COVID-19, life continued 
thanks to the increased digitization and resilience of our soci-
ety, with the Internet playing a critical support role for busi-
nesses, education, entertainment, purchases, and social 
interactions. In this paper, we analyze Internet flow data from 
multiple vantage points in several developed countries. 
Together, they allow us to gain a good understanding of the 
impact that the COVID-19 waves and the lockdown measures 
caused on Internet traffic. One year after the first lockdown 
measures were enforced, the aggregated traffic volume 
increased by around 40%, well above the typical expected 
annual growth. Additionally, workday traffic patterns have 
rapidly changed and the relative difference to weekend pat-
terns has almost disappeared during lockdowns. Applications 
for remote working and education, such as VPN and video 
conferencing, experienced traffic increases beyond 200%.

Our study reveals the importance of covering different 
lenses to gain a complete picture of these phenomena. 
Additionally, our observations highlight the importance of 
approaching traffic engineering with a focus that looks 
beyond Hypergiant traffic and popular traffic classes to con-
sider “essential” applications for remote working. In fact, 
our study demonstrates that over-provisioning, proactive 
network management and automation are key to provide 
resilient networks that can sustain drastic and unexpected 
shifts in demand such as those experienced during the 
COVID-19 pandemic. Yet, as the pandemic is still ongoing, it 
is critical to continue studying the traffic activity to under-
stand usage shifts during these unprecedented times.
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remote working: students and research staff connect to the 
services hosted at universities to access teaching resources, 
hence the increase in outgoing traffic. On the other hand, as 
students and staff no longer access the Internet from the uni-
versities, incoming traffic decreases. The semipresence 
teaching model implemented for the 2020–2021 academic 
year has resulted in a new intermediary scenario compared to 
the first COVID-19 wave and the pre-COVID-19 regime. This 
observation is corroborated at the connection level. Incoming 
VPN, email, and Web traffic connections remain at high levels 
compared to February 27, 2020 (5×, 2.3×, 2.4× growth on aver-
age, respectively) due to online lecturing and remote working. 
Outgoing Web traffic and push notification traffic—tightly 
related to mobile devices—have doubled compared to April 
2020 in 2020–2021. However, their overall values are still con-
siderably lower compared to the pre-COVID-19 regime.

5. DISCUSSION
Internet operation during the pandemic: A success story. The 
COVID-19 pandemic “underscored humanity’s growing reli-
ance on digital networks for business continuity, employ-
ment, education, commerce, banking, healthcare, and a 
whole host of other essential services.”10 At the beginning of 
the pandemic and the first lockdown measures to control its 
spread, sudden changes in user demand for online services 
raised concerns for network operators. In fact, the pandemic 
increased the demand for applications supporting remote 
teaching and working to guarantee social distancing which 
manifests itself in our analysis across all vantage points. The 
Internet could handle this increased load thanks to its origi-
nal design concept to find efficient routes,22 the flexibility 
and elasticity that cloud services offer, and the increasing 
connectivity of cloud providers.3, 4, 12, 21, 24 Our results confirm 
that most of the applications with the highest absolute and 
relative increases are cloud-based.

Taming the traffic increase. In this paper, we report a traf-
fic increase of more than 20% a week after the lockdown 
began. This is in line with reports of ISPs and CDNs6, 11, 16, 17 as 
well as IXPs.19 Typically, ISPs and CDNs are prepared for a 
traffic increase of 30% in a single year period.3, 5, 14 Although 
networks perform yearly plannings, the pandemic has 
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Professor rank to begin August 1, 2022. Candi-
dates must have a Ph.D. in Computer Science or a 
closely related field, and all areas of specialty will 
be considered. The position requires a demon-
strated potential for superb teaching, including 
the ability to work with a diverse population of 
students, excellence in scholarly and profession-
al activity involving undergraduates with a broad 
spectrum of backgrounds and abilities, effective 
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with colleagues across disciplines.
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or planned to promote these ideals, including: his-
toric projects, dialogue initiatives, the Center for 
Inclusive Communities, and a proposed major in 
Africana Studies. The University aspires to create 
a community of people representing a multiplicity 
of identities including gender, race, religion, spir-
itual belief, sexual orientation, geographic origin, 
socioeconomic background, ideology, world view, 
and varied abilities. In keeping with our commit-
ment to equity and inclusion, domestic partners 
of employees are eligible for comprehensive ben-
efits and faculty/staff affinity groups exist to offer 
support for faculty/staff that identify as LGBTQIA+ 
and /or Black /African-American.

The successful candidate will have the ability 
to work with historically underrepresented stu-
dents, including students of color, and be com-
mitted to assisting the university in its continuing 
efforts to become a model of inclusive excellence.

Applicants should submit a curriculum vitae, 
cover letter, statement of teaching philosophy and 
experience, statement of research interests, an offi-
cial copy of most recent transcripts, and a diversity 
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The University of Tartu is an outstanding centre of 
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last byte

tinue. So, Player 1 puts in C, yielding
A B C A A C C
This forces Player 2 to append B al-

lowing Player 1 to append A, yielding
A B C A A C C B A
Player 2 cannot extend this further, 

so Player 1 wins.
You are ready for the upstarts.
Upstart 1: Is there a three-complete 

string on A, B, and C of length 10 or less?
Upstart 2: Given k letters and some 

j, what is the longest j-complete string 
one can get and what is the shortest?

Upstart 3: Is there a forced winning 
strategy for either player for j = 2 for  
k >= 2 letters?

Upstart 4: Is there a forced winning 
strategy for general j and k?

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New York, 
NY, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco.

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/faculty/
shasha/papers/cacmpuzzles.html

Copyright held by author.

string on A, B, C of length 11 or less.
Solution: Here is one of length 11.
A B C A B B A B A A B
The reason this is complete is that 

A B has already been followed by C, 
B, and A. Note that you might think, 
based on the same reasoning, that

A B C A B B A B A B
is three-complete, but it is not be-

cause B A B appears twice so it has a 
three-repetition already.

This last challenge suggests a game 
in which players alternate adding let-
ters to the string without causing j-
repetitions. If some player cannot do 
so, then that player loses.

Challenge: Suppose that in some 
game, the string so far is

A B C A A C
It is the Player 1’s move now. Can 

either player force the other to cause a 
two-repetition?

Solution: Player 1 should not ap-
pend A next because C A is already pres-
ent. Player 1 could append B or C, but 
appending B would be foolish because 
then Player 2 could put in A next and 
then Player 1 would not be able to con-

CONSID E R  THE  F OLLOWING  solitaire or 
multiperson game that will be called 
“String Me Along.” You are given a collec-
tion of k distinct letters, for example, A, B, 
C, and a number j. A well-formed string  
has no repeats of any substrings of length 
j. Such repeats would be called j-repeats.

For example, A B C A C C A B has a 
two-repeat of A B, but

A B C A C C B A has no two-repeat.
If the string is free of j-repetitions, 

but adding any letter from the collec-
tion would cause a j-repetition, the 
string is said to be j-complete.

For example, let’s say that j = 2 and 
the collection is A, B, C. Here is a two-
complete string.

A A B B C C B A C A
It is not possible to extend this fur-

ther because A has already been fol-
lowed by A, B, and C.

Warm-Up: The two-complete string 
above for A, B, and C was of length 10. 
Is it possible to get a shorter two-com-
plete string for A, B, and C?

Solution to Warm-Up: Here is one 
example: A B B A C C A A.

Question: What is the length of the 
shortest two-complete string on A, B, C?

Solution: The shortest length is six. 
Here is an example: A A B A C A. As in 
the example, it is not possible to ex-
tend this further because A has already 
been followed by A, B, and C. Further, 
any two-complete string in which it is 
impossible to follow A must both end 
with an A and must include A B, A C, as 
well as A A so cannot be shorter than 6.

End of Solution to Warm-Up.
A larger j gives more possibilities, so 

the shortest possible string could get 
longer. But how much longer?

Challenge: Find a three-complete 

A two-complete string is one in which no two-letter subsequence is present more than 
once, but appending any letter would violate that condition. Would adding the A make this 
string two-complete?

Upstart Puzzles  
String Me Along 
Seeking the ever-elusive shortest path.
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 See if you can add any 
A, B, or C after this 
without repeating a 
two-letter pattern.

http://dx.doi.org/10.1145/3466564
mailto:dennisshasha@yahoo.com
mailto:upstartpuzzles@cacm.acm.org
http://cs.nyu.edu/cs/faculty/shasha/papers/cacmpuzzles.html
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With MATLAB® you can use clustering, 
regression, classification, and deep  
learning to build predictive models 
and put them into production. 
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