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cerf’s up

rules and from which semantic con-
tent can be derived. The alien might 
not have any a priori clue as to how hu-
man languages are expressed, parsed, 
and give rise to semantic meaning. If 
the alien itself has language, it might 
adopt a protocol for human language 
discovery, starting, for example, with 
self-identification. 

This made me wonder whether 
some of our unsupervised pattern- 
detection mechanisms used in ma-
chine learning could be used to dis-
cover plausible phonemes in bird 
songs without making arbitrary 
judgments as to how to segment the 
patterns by pitch, duration, and rep-
etition. In another lecture by Con 
Slobodchikoff, the warning signals 
of prairie dogs were analyzed and 
correlated with the arrival of identifi-
able predators. Evidence was offered 
from which we could infer the signals 
had sufficient descriptive capacity 
to distinguish among various preda-
tors, their size, location (for example, 
ground direction or airborne), and 
possibly other characteristics. 

Other efforts analyzing gray parrots 

At the heart of the 
interspecies Internet 
effort lies the 
question: “Can we 
discover language in 
the vocalizations  
and/or gestures of 
non-human species?”

A
S I  W R ITE  this, summer is 
upon us in the Northern 
Hemisphere. I have just 
attended an online lec-
ture about non-human 

species communication, sponsored 
by the Interspecies Internet project 
(interspecies.io). While the primary 
objective of the project is to deter-
mine experimentally whether it is pos-
sible to demonstrate communication 
between non-human species, there is 
also considerable interest in under-
standing the nature of intraspecies 
communication. The lecturer, Ofer 
Tchernichovski, explored years of ex-
perience with zebra finches. Of partic-
ular interest were their songs and how 
they propagated through generations 
of “tutors” and “pupils” among fami-
lies of finches. Among the interesting 
observations he made was a concern 
that we sometimes bring precon-
ceived but unwarranted notions to sci-
ence. For example, consider the way 
in which we might analyze bird songs. 
We make audio recordings and spec-
tral Fourier diagrams of the songs. We 
segment these vocalizations as if they 
might represent phonemes, but our 
segmentation could be inappropri-
ately influenced by what we know of 
human speech.

Linguists have learned a great deal 
about human speech, how it is pro-
duced, and how the phonemes give 
structure to utterances. Whether we 
can apply such structural assump-
tions to bird songs is a matter for 
research. Tchernichovski points out 
that an alien arriving on planet Earth, 
even if it is capable of sensing human 
speech, might not have any idea how 
to segment sounds into phonemes 
and words. Language is a concept 
that organizes sound into phonemes, 
words, and sentences representing 
structures that follow grammatical 

(Irene Pepperberg), dolphins (Di-
ana Reiss), and whale songs, (Roger 
Payne), among others, are also seek-
ing to discover the structure and  
semantics of these species’ signals. 
What is particularly interesting to me 
is whether any of these vocalizations 
or other signals (gestures, postures) 
can bridge the species gap and be 
understood by unlike species. That it 
is possible seems not to be in doubt. 
One has only to speak with a happy 
dog owner to be convinced the owner 
is fairly certain the dog has a signifi-
cant ability to respond to a vocabulary 
of commands or queries. I was certain 
our beagle knew what “walk” and “ice 
cream” meant. 

At the heart of the interspecies In-
ternet effort lies the question: “Can 
we discover language in the vocaliza-
tions and/or gestures of non-human 
species?” And within that question 
lies another question: whether rich 
machine learning methods can dem-
onstrate that interspecies communi-
cation is possible. Of course, this pre-
supposes there is a sharable semantics 
between two or more species. There is 
some evidence that the warning calls 
of one species may be understood and 
even propagated to others. To go be-
tween species, the information might 
have to be transduced into new vocal-
izations, gestures, or visible displays. 
What I find most exciting about this 
exploration is the power and diversity 
that computing brings to the problem. 
We can imagine using a wide range of 
computational tools, statistics, ma-
chine learning, and perhaps newer 
methods to analyze intraspecies sig-
nals and to use them to facilitate inter-
species communication.	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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letters to the editor

ACM can and must do better than 
this. There are many outstanding 
Black, Indian, Asian, Latinx, female, 
non-binary, and other computation pi-
oneers, deserving of this award, who 
continue to not be represented here. 
What message is ACM giving to youth? 
Would Turing himself, who was prose-
cuted and subjected to chemical cas-
tration because he was homosexual, be 
proud to see such overt bias perpetuat-
ed, year after year after year by the ACM 
in his name? I think not.

So, if you are intent upon giving out 
two Turing Awards each year, going 
forward, then the rule must be that 
only one of them can be given to a Cau-
casian male. You can start by making 
sure that your nominating committee 
has a preponderance of non-Cauca-
sian non-males doing the search and 
selection of awardees. Perhaps you 
should have a hiatus of five years 
where zero Caucasian males can be el-
igible to receive the Turing Award, so 
that the other races and genders have 
a chance to catch up. Just look harder. 
There are plenty of highly qualified 
candidates in the world that would fit 
these expansive demographics.

I hope you will seriously consider 
this suggestion.

�Rebecca Mercuri,  
Senior Life Member of ACM 
Hamilton, NJ, USA

Editor-in Chief’s response:
Its great to see that thoughtful and 
provocative responses that my proposal 
to have two Turing Awards evoked! There 
really are many reasons why increasing the 
number of Turing Awards would advance 
computing as a field, community, and 
recognize more of our remarkable leaders. 
Keep the letters coming!

Andrew A. Chien, Chicago, IL, USA

Getting Down to Basics
I was thrilled when I opened my email 
weeks ago to discover Aho and Ullman 
were the ACM A.M. Turing Award 2020 
recipients, and I was delighted to see 

I
N  THE  J UN E  issue of Communi-
cations, Editor-in-Chief Andrew 
A. Chien suggested in his Edi-
tor’s Letter (p. 5) that ACM con-
sider bestowing two A.M. Tur-

ing Awards per year. Reader reactions 
to his idea included the following:

Immediately upon reading your June 
Editor’s letter, my reaction was “No!” 
because I thought two annual awards 
would reduce the stature of each and 
minimize the honor to recipients and 
even to Alan Turing. But I was hasty in 
forming my opinion. I reread your argu-
ment and changed my opinion—I now 
believe we need to think even bigger.

The number “two” suggests a divi-
sion between hardware and software. 
But our discipline, as you note, has 
grown far and wide. It is more complex 
than this dichotomy. I propose four cat-
egories, understanding that not all 
need be awarded in a given year. These 
are: hardware design or fabrication; 
software languages or algorithms; net-
works or communications; and ethical 
or sustainable practices. The last cate-
gory may appear out of place. With re-
spect, here is where I disagree with 
your interpretation that the A.M. Tur-
ing Award is for contributions by lead-
ing researchers [my emphasis.]

The published criterion for the Award 
states: “The contributions should be of 
lasting and major technical importance 
to the computer field.” There is no men-
tion of academia vs. industry. ACM has 
for a long time recognized the practice 
of computer science as well as pure re-
search. An excellent example is Charlie 
Bachman, industry practitioner, and the 
1973 Turing recipient.

Applications of ethics and the prac-
tice of sustainable methods can still 
meet the “major technical importance” 
criterion while encouraging meaning-
ful contributions by practitioners and 
researchers alike. (I would include in 
this contributions to teaching and ad-
vancing knowledge, as evidenced by 
Aho and Ullman.)

Additionally, ethical and sustainabil-
ity dilemmas are rapidly appearing with 

the rise of AI and ML, resource scarcity, 
manufacturing practices, and crypto-
currency mining. We, the ACM, should 
encourage practical solutions to these 
global issues that affect humankind.

I welcome dialogue, discussion, and 
debate of these ideas. Thank you for 
initiating the process.

Gary Rector, Cave Creek, AZ, USA

Very bad idea to have two Turing 
awards. That award is for truly out-
standing computer scientists. Do not 
cheapen it.

Alexander Simonelis, Montreal, Canada

Perhaps it would be a good idea to take 
all the other ACM awards and make 
them all Turing Awards. The Turing 
Award could be more like the Oscars, 
and given by Category at a big event.

Maurice van Swaaij, Brooklyn, NY, USA

I think the award is not truly interna-
tional at this point and efforts should 
be made in that direction.

Alex Thomasian, Pleasantville, NY, USA

You asked for input about it being 
time for “two annual Turing Awards” 
each year. I feel very dubious about this 
change. Why, you may ask? Because, 
unless something is done to dramati-
cally alter the way that the Awardees are 
selected, ACM will likely just be dou-
bling the number of Caucasian males 
who have overwhelmingly received the 
Association’s highest honor.

Certainly Aho and Ullman were 
long-deserving of this award. Indeed 
their colleague, John Hopcroft, re-
ceived his in 1986. As for myself, as 
someone who both studied from and 
later taught from the AHU collection of 
books, I was glad to see the remaining 
duo’s pioneering efforts take their 
place this year alongside many other 
notable gurus and graybeards over the 
decades. I am not intending to dispar-
age the work of anyone on the Turing 
Award list. But, as a female computer 
scientist, it is yet another disappoint-
ment to see two more white guys get 
selected for this recognition.

Tales of Two Turings
DOI:10.1145/3469876		

http://dx.doi.org/10.1145/3469876
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important sources in establishing a 
valid workforce composition “start-
ing point.” The article looks at SHARE 
(IBM “scientific” users), CDC Coop 
(CDC 1604 “scientific” users), UNIVAC 
USE (UNIVAC 1100-series “scientific” 
users), Burroughs CUBE (mostly Bur-
roughs 5000 “scientific” users) and 
Mark IV (Informatics Mark IV util-
ity users of IBM “business-oriented” 
machines) user groups as a basis for 
estimating the proportion of wom-
en programmers in the program-
ming workforce. Even after assigning 
weights to these numbers according 
to installed computer base, the great 
weight given “scientific” installations 
invalidates their use as a representa-
tion of the total work force. If user 
groups are a valid source, IBM GUIDE 
and COMMON for “business-oriented” 
users must be included. There were 
far more “business-oriented” instal-
lations than “scientific” installations. 
Installed computer base was reported 
monthly in the early days of Datama-
tion magazine and issues are available 
at the Computer History Museum.

Civilian and military “business-ori-
ented” data processing departments al-
ready existed in significant numbers 
before the first computers were sold. 
They were filled with—mostly IBM—
CAMs (punched card accounting ma-
chines), programmed with wired plug-
boards. Programming was complex; in 
1955 I took an intensive six-week intro-
ductory course in the Air Force. In mili-
tary and civilian businesses these ma-
chines were handled and programmed 
by male high school graduates. They 
were as skilled as automobile mechan-

Al Aho and Jeff Ullman on the cover of 
June Communications when it came in 
the mail today.

But I was dismayed when reading 
the article by Neil Savage, which con-
tains two glaring mistakes.

Ullman joined the faculty of Prince-
ton, not Columbia, from Bell Labs. I 
know because I had the great fortune to 
learn from Professor Ullman at Prince-
ton—he broke open the palace gates of 
computer science for his students, and 
sparked a lifelong passion for CS.

The article states that Aho and Ull-
man are being awarded for their con-
tribution to both the theory and practice 
of computer languages, but it is for so 
much more than that—they were also 
instrumental in the foundations of 
the Analysis of Algorithms, as the Tur-
ing citation indicates. As students at 
Princeton, we enjoyed the inherent 
beauty of a gorgeous and complex 
subject explicated by some of the fin-
est minds and authors, using the sem-
inal text The Design and Analysis of 
Computer Algorithms by Aho, Hop-
croft, and Ullman, known affection-
ately as AHU. In addition, Ullman was 
also instrumental in advancing data-
base theory, as well as codifying VLSI 
theory, as his textbooks and courses at 
Stanford University will attest.

Also noteworthy, Ullman was able to 
bring Unix 6th edition to Princeton—in 
1975, we were set up in a small lab in 
the Engineering Quad on a PDP-11/45. 
With great support from Bell Labs, Pe-
ter Eichenberger, Tom Lyon, Eric 
Schmidt, and I started a port of Unix to 
the IBM 370 architecture. None of that 
would have been possible without JDU.

It is fitting that Aho and Ullman are 
recognized for their many seminal con-
tributions—let’s appreciate all the 
great work they did—it is a lot more 
than “just compilers.”

�Joseph P. Skudlarek,  
ACM Senior Member 
Lake Oswego, OR, USA

Who Programmed the Early 
Generations of Commercially 
Available Computers in the U.S.?
Thomas J. Misa’s “Dynamics of Gen-
der Bias in Computing” (June 2021), 
judging that the composition of the 
programming workforce before 1970 
has been mischaracterized, overlooks 
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any liability for software errors and 
provides unlimited access to your in-
formation generated with the software.

Congress could eliminate the EULA 
providing instead consumer protec-
tion like those for medical equipment 
and automobiles. Those agreements 
say if these devices do not work, the 
manufacturer will recall them and 
make them work.

Think how much more bulletproof 
software would be if the engineers and 
managers of software companies were 
personally liable for the safety of their 
products. Sure the tech companies 
would whine about how much more ex-
pensive their products would be. Then 
think about how your personal identity 
and bank account would be protected 
without all the virus checkers and fire-
walls you have to buy to make up for the 
lack of safety in software.

BTW, there is no technology or con-
sumer protection for stupidity or inat-
tention. When you are lured by phish-
ing to click on something that loads 
hacking software into your computer, 
it’s on you. There could be however 
congressional protection from the 
spam email and phone calls we get.

�Bert Laurence, Life Member of ACM 
Palo Alto, CA, USA

Editor-in Chief’s response:
Thanks for the observation, particularly 
timely as governments around the world 
are reconsidering what are appropriate 
responsibilities and regulations for “tech 
companies” both big and small.

�Andrew A. Chien, Chicago, IL, USA

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less, and send to letters@cacm.acm.org

© 2021 ACM 0001-0782/21/8 $15.00

ics but happened, upon graduation, to 
take their first job in an office rather 
than a repair shop. “Business-oriented” 
computers were usually introduced into 
shops that already had PCAM-based 
data processing departments. The natu-
ral source of programmers was the pool 
of plugboard wirers who understood 
the existing applications and their 
PCAM process, and understood their 
old machines and were not in awe of 
their new ones.

An interesting study of “business-
oriented” first-generation computers 
and their programming would look at 
USAF Air Materiel Command, head-
quartered at Wright-Patterson AFB, 
Dayton. AMC was probably the biggest 
single user of first-generation comput-
ers in the U.S. Their larger depots used 
large-scale IBM 702s and 705s. Smaller 
depots used IBM 650/RAMACs, which 
were complex configurations for their 
time. The depots were staffed mostly 
by civilians who, I assume, fit the pro-
file of “business-oriented” program-
mers I described.

Ben Schwartz, Brooklyn, NY, USA

Author’s response:
Thanks to Ben Schwartz for pointing out IBM 
GUIDE and COMMON to fill out “business-
oriented” users. Additional diverse user 
groups would enrich our understanding. I 
now believe researchers should sum gender 
probabilities and not merely tally men’s 
and women’s names, since names change 
gender. See names in Mattauch et al.1: 
‘Johnnie’ born in 1925 has 0.39 probability of 
being female; but 0.17 if born in 1975 (Social 
Security Administration data). Same years, 
‘Leslie’ switches from p(F)=0.08 to 0.86. 
There are plenty of accomplished computer 
science Leslie’s, both genders, that should be 
accurately identified.

Reference
1.	 Mattauch, S. et al. A bibliometric approach for 

detecting the gender gap in computer science. 
Commun. ACM 63, 5 (May 2020), 74–80; https://doi.
org/10.1145/3376901

Thomas J. Misa, Lopez Island, WA, USA

Keying Users
As a UX professional, I read the article 
“AZERTY amélioré: Computational 
Design on a National Scale” (Commu-
nications, Feb. 2021) with interest. I 
compliment the authors on thorough 

research and excellent use of graphics 
and summaries in the article. The au-
thors focus on translating goals such 
as “facilitate typing and learning” into 
quantifiable objective functions. I miss 
objective information about how the 
redesign affected real users’ perfor-
mance and satisfaction. I would also 
have liked to know what the authors 
learned from usability tests of the key-
board, which are unavoidable in user-
centered design. In my interpretation 
of user-centered design, users should 
not just be involved in a public com-
ment phase but throughout develop-
ment. I welcome algorithmic optimi-
zation of usability, but I recommend 
that algorithms never replace real user 
involvement.

Rolf Molich, Denmark

Authors’ response:
We agree that user involvement is 
important. As we describe, different 
stakeholders were involved in the design 
process, painstakingly and throughout. 
Moreover, rigorous empirical research is 
the very foundation of the models that our 
objective functions utilize. Keyboards are 
not traditionally evaluated in “usability 
tests,” but in carefully controlled 
transcription tasks. Historically, predictions 
made by predictive models—such as the 
one that is the basis of our optimizer—
have agreed very well with empirical 
measurements (see Zhai et al.1).

Reference
1.	 Zhai, S. et al. Performance optimization of virtual 

keyboards. Human-Computer Interaction 17, 2–3 
(2002), 229–269.

�Antti Oulasvirta, on behalf of co-authors, 
Denmark

Rewriting the Fine Print
As covered in many recent Communica-
tions articles and commentary, there 
has been much handwringing about 
recent ransomware attacks. The current 
solutions turn to sanctions, govern-
ment-public partnerships, and the new 
defense agency—the Cyber Command. 
Lost in all this is the simplest, most  
effective defense—the EULA.

What is the EULA? It is the End User 
License Agreement we must accept 
when we install software. That “agree-
ment” absolves the software creator of 

There is no 
technology or 
consumer protection 
for stupidity or 
inattention.
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science education. This journal, howev-
er, still holds the statistics perspective 
and targets the statistician community. 

In other words, no journal exists 
today that deals exclusively with data 
science education, let alone highlights 
data science education from an inter-
disciplinary perspective. 

In this blog post, we describe our vi-
sion for a journal that would focus on 
data science education from the inter-
disciplinarity perspective. In this blog, 
we will call it The Interdisciplinary Jour-
nal of Data Science Education (IJDSE).

Motivation
Data science is a new interdisciplinary 
field of research focused on extracting 
value from data and integrating knowl-
edge and methods from computer sci-
ence, mathematics and statistics, and 
the domain knowledge of the data. As 
an interdisciplinary field, it receives at-
tention from each of the disciplines that 
comprise it, so the potential of its inter-
disciplinary nature has not been fully 
exhausted and should be explored more 
deeply. We suggest this applies also to 
the educational aspect of data science.

Accordingly, IJDSE would aim to ex-
plore the interdisciplinarity of data sci-
ence from the education perspective. 
Such an examination would educate 
future learners better and more effec-
tively than when the educational per-
spective is taken up separately by each 
of the disciplines that make up data sci-
ence. This statement relies on the work-
ing assumption that when data science 
education is explored from each angle 
separately, learners are not exposed 
to the comprehensive picture and in-
terdisciplinary nature of data science 
needed to use it meaningfully in their 
personal and professional lives.

Target Audience
We anticipate professionals and re-
searchers from all disciplines would 
be interested in the subjects the jour-
nal would cover. In addition, since 
data science is relevant to all indus-
tries today and they all need to edu-
cate all their employees on how to 
use data to add value to the firm, they 
probably would find IJDSE relevant for 
their growth.

We anticipate a data science educa-
tion community would form and grow 
in the coming years, a trend reflected, 
for example, by the growing number of 
data science programs recently estab-
lished in K–12. 

Accordingly, IJDSE would:
	˲ Target the three communities that 

comprise data science: computer sci-
ence, math and statistics, and the vari-
ous data domains (the natural sciences, 
social science, and digital humanities), 
and within these communities, scholars 

Orit Hazzan and Koby Mike 
An Open Call to Establish  
an Interdisciplinary Data Science 
Education Journal
https://bit.ly/3eBrHgk
April 26, 2021
If your research is in data science and 
you wish to present your insights and 
research about the teaching of data sci-
ence, you probably have no choice but 
to try submitting your manuscript to a 
journal that deals with a data science-
related topic and is dedicating a spe-
cial issue to data science education, 
or to an educational conference on a 
topic related to data science. 

One exception is the Journal of Statis-
tics Education published by The Ameri-
can Statistical Association, which in 
January changed its name to the Journal 
of Statistics and Data Science Education. 
The change reflects the growing atten-
tion and importance attributed to data 

A Journal for 
Interdisciplinary Data 
Science Education 
Orit Hazzan and Koby Mike on the need for a journal  
to cover data science education exclusively. 
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interested in data science education.
	˲ Explore data science education for 

all levels” from K–12, through under-
graduate and graduate programs, to 
academic scholars and industry pro-
fessionals.

Scope and Topics 
To capture the interdisciplinarity of data 
science education, IJDSE would encom-
pass a broad topic list and welcome all 
research methods. It would publish re-
search papers, case study reports, opin-
ion papers, work-in-progress papers, and 
commentaries on the following topics:

	˲ Data science education for all levels: 
K–12, undergraduate as major or minor, 
graduate, research, and industry.

	˴ Data science curriculum and 
study programs.

	˴ Design of data science study pro-
grams.

	˴ The structure of data science 
study programs:

	̀ Connections between data sci-
ence education and education in math-
ematics, statistics, computer science, 
and the domain of the data.

	˲ Data science education pedagogy.
	˴ Pedagogies and approaches to 

teaching data science to diverse popu-
lations.

	˴ Pedagogy of interdisciplinary edu-
cation bridging the humanities, social 
sciences, sciences, and other disciplines.

	˴ Teaching methods, tools, and 
practices of data science education:

	̀ Assignments and tutorials.
	̀ Class activities.
	̀ Data visualization and anima-

tion tools.
	̀ Data science project manage-

ment.
	̀ Assessment.
	̀ Applications in various domains.
	̀ Pedagogical challenges, oppor-

tunities, and risks.
	˲ Learners’ cognitive and social pro-

cesses.
	˴ Cognitive and behavioral per-

spective on data science education.
	˴ Cognitive and social biases in 

data science.
	˴ Metacognition.
	˴ Learner difficulties.
	˴ Learning styles and models.
	˴ Diversity, representation, and 

equality; recruitment and reten-
tion of underrepresented groups 
in data science.

	˲ Teacher preparation for data sci-
ence.

	˴ Teacher training programs.
	˴ Communities of data science 

educators.
	˲ The essence of data science edu-

cation .
	˴ Is data science education differ-

ent from other educational fields?
	˴ Policy: Data science for all; 

Should everyone take an introductory 
data science course?

	˴ The interdisciplinary challenges 
of data science education.

	˴ Characteristics of data scien-
tists.

	˴ Ethical issues of data science.
	˴ Connection between data litera-

cy, data science education, and related 
topics.

	˴ University/public/for-profit and 
non-profit collaborations in data sci-
ence education.

	˲ Specific topics in data science edu-
cation – representative list .

	˴ Machine learning.
	˴ Artificial intelligence.
	˴ Data mining.
	˴ Bayesian statistics.
	˴ Historical perspective.
	˴ The data science cycle.

In her 2020 article1, Jeannette M. 
Wing asks, “What will data science be 
in 10 or 50 years? The answer to this 
question is in the hands of the next-gen-
eration researchers and educators.”a

In this post, we addressed the educa-
tional aspect of Wing’s answer by pro-
posing our vision for a journal dedicat-
ed to data science education that would 
highlight the interdisciplinary nature of 
data science and address the growing 
community of data science educators 
from a wide range of disciplines, orga-
nizations, and fields of research. IJDSE 
would be a place where such scholars 
would be able to share their practice 
and research-based expertise in data 
science education. Thus, beyond con-
tributing to the creation of a new in-
terdisciplinary field of research, IJDSE 
would support the creation of an impor-
tant, influential worldwide community 
of data science education researchers.

As an interdisciplinary journal, 

1	 Wing, J.M. Ten research challenge areas in data sci-

ence. Harvard Data Science Review 2, 3 (Sept. 2020); 
https://bit.ly/3znFnna

IJDSE would enable scholars from dif-
ferent fields of research to learn from 
each other, improve their professional 
work, and educate 21st-century profes-
sional data scientists and non-scientist 
citizens to use data in a responsible, 
ethical, meaningful way. Furthermore, 
since potential contributors to IJDSE are 
the pioneers of data science education, 
they would have the potential to influ-
ence the creation of new curricula and 
study programs.

We note IJDSE would aim to address 
challenges of data science education we 
identified in our post “Ten Challenges 
of Data Science Education” (https://bit.
ly/2R2c9cu), including the interdisci-
plinary nature of data science and its di-
verse body of learners and teachers.

We suggest it is urgent to establish 
an educational journal for data sci-
ence that approaches data science 
education from the interdisciplin-
ary perspective. To that end, we call 
on all potential stakeholders to take 
up the gauntlet and establish such a 
platform for all data science educa-
tors. We would be happy to assist in 
any such initiative in its establish-
ment process and to offer our com-
prehensive perspective on data sci-
ence education.

Further Reading
1.	 Anderson, P. et al. An undergraduate degree in data 

science: Curriculum and a decade of implementation 
experience. In SIGCSE 2014 - Proceedings of the 
45th ACM Technical Symposium on Computer Science 
Education (2014), pp. 145–150; https://bit.ly/2SsJLAP

2.	 Gould, R. Mobilize: a Data Science Curriculum for 
16-Year-Old Students. (2018); https://bit.ly/3gqW2xx

3.	 Heinemann, B. et al. Drafting a data science 
curriculum for secondary schools. In Proceedings of 
the ACM Int. Conf. Proceeding Ser. (Nov. 2018), 1–5; 
https://bit.ly/3wgv6Yb

4.	 Havill, J. Embracing the liberal arts in an 
interdisciplinary data analytics program. SIGCSE 
2019—Proceedings of the 50th ACM Tech. Symp. 
Comput. Sci. Educ., (2019), 9–14; https://bit.ly/3xelSf5

5.	 Khuri, S., Vanhoven, M., and Khuri, N. Increasing the 
capacity of STEM workforce: Minor in bioinformatics. 
In Proceedings of the Conference on Integrating 
Technology into Computer Science Education, ITiCSE 
(Mar. 2017), 315–320; https://bit.ly/3gfzVv4.

6.	 Mike, K., Hazan, T., and Hazzan, O. Equalizing Data 
Science Curriculum for Computer Science Pupils.
Koli Calling—International Conference on Computing 
Education Research 20 (Nov. 2020), 1–5; https://bit.
ly/35emPYJ

7.	 Tartaro, A., and Chosed, R.J. Computer scientists at 
the biology lab bench. In SIGCSE 2015—Proceedings 
of the 46th ACM Tech. Symp. Comput. Sci. Educ. 
(2015), 120–125; https://bit.ly/3xd6wre.

Orit Hazzan is a professor at the Technion’s Department 
of Education in Science and Technology, whose research 
focuses on computer science, software engineering, and 
data science education. Koby Mike is a Ph.D. student in 
the Technion’s Department of Education in Science and 
Technology under the supervision of Orit Hazzan. 
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School of Engineering and Applied Sci-
ences at Harvard University, and co-au-
thor of the 2001 paper on VBB.

Whatever its utility, for more than 
a decade iO seemed to be out of reach. 
A major breakthrough came in 2013, 
when a team came up with a candidate 
construction and described a function-
al-encryption protocol that could be 
built on top of it. This was quickly fol-

L
A ST Y E A R ,  THREE mathema-
ticians published a viable 
method for hiding the inner 
workings of software. The 
paper was a culmination of 

close to two decades of work by mul-
tiple teams around the world to show 
that concept could work. The quest 
now is to find a way to make indistin-
guishability obfuscation (iO) efficient 
enough to become a practical reality. 

When it was first proposed, the 
value of iO was uncertain. Mathemati-
cians had originally tried to find a way 
to implement a more intuitive form of 
obfuscation intended to prevent reverse 
engineering. If achievable, virtual black 
box (VBB) obfuscation would prevent a 
program from leaking any information 
other than the data it delivers from its 
outputs. Unfortunately, a seminal paper 
published in 2001 showed that it is im-
possible to guarantee VBB obfuscation 
for every possible type of program.

In the same paper, though, the au-
thors showed that a weaker form they 
called iO was feasible. While iO does 
not promise to hide all the details of a 
logic circuit, as long as they are scram-
bled using iO, different circuits that 
perform the same function will leak 
the same information as each other; an 
attacker would not be able to tell which 

implementation is being used to pro-
vide the results they obtain. 

“Our motivation in defining the no-
tion of iO was that it escaped the impos-
sibility result for VBB. However, we had 
no idea if iO could be constructed, and 
even if it could be constructed, would it 
be useful for applications,” says Boaz 
Barak, George McKay professor of com-
puter science in the John A. Paulson 

Better Security 
Through Obfuscation 
The quest to find greater security through obscurity.

Science  |  DOI:10.1145/3469283	 Chris Edwards
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lowed by a slew of proposals for appli-
cations that could make use of iO.

One possible application is function-
al encryption, which makes it possible 
to selectively hide parts of the same 
program or data from different users 
through the use of different decryp-
tion keys. This could provide far more 
fine-grained protection than conven-
tional encryption, where a single key 
unlocks everything encrypted with it. 
Other more exotic forms of encryption 
enabled by iO include deniable encryp-
tion, where a user could provide a false 
key that appears to work but does not re-
veal information secured by a true key. 

Huijia Lin, associate professor in 
the Paul G. Allen School of Computer 
Science and Engineering at the Univer-
sity of Washington, points to the pos-
sibility of efficient secure multiparty 
communication, which is difficult to 
implement using conventional cryp-
tography. “We want multiparty com-
munications, where the overhead to 
achieve security is so small that it’s as 
easy as insecure communication. In 
principle, with iO, you can come up 
with versions where this is possible.”

The 2013 paper demonstrated a 
plausible technique for delivering iO, 
but the novel techniques it employed to 
obfuscate programs could not guaran-
tee they would not leak too much infor-
mation. Similar to cryptography, mathe-
matically guaranteed obfuscation relies 
on mathematical constructs, such as 
one-way functions, that are practically 
impossible to reverse without knowl-
edge of the keys used to encode them. 
An ongoing problem for iO implemen-
tors is finding constructs considered 
secure that, at the same time, provide 
enough expressive power to transform 
real-world programs into a form that 
does not leak information unexpect-
edly. It was an uphill struggle that took 
another seven years of work by multiple 
groups. Often a paper would present 
a plausible mixture of techniques that 
would almost as quickly be demonstrat-
ed as insufficient to the task.

Amit Sahai, Symantec Chair profes-
sor of computer science and director 
of the Center for Encrypted Function-
alities at the University of California 
at Los Angeles (UCLA), who worked 
on the 2001 and 2013 papers, says the 

cat-and-mouse game of iO construc-
tions being presented and then broken 
paved the way to a solution. “The pro-
cess was very important in building our 
understanding,” he says.

A key breakthrough came last year 
with the publication of a paper that 
was the result of a collaboration be-
tween Lin, Sahai, and UCLA Ph.D. stu-
dent Aayush Jain, which was based on 
assumptions they consider to be well-
founded, though some of them are 
novel in the field of cryptography. “We 
showed how to construct iO from prob-
lems that have been around for at least 
a decade,” Sahai says.

The paper rests on the assumed 
security of four mathematical prob-
lems that the authors claim have well-
established histories. Some, such as 
problems based on the elliptic curves 
used in cryptography, have been widely 
used. They also found a technique that 
has not been heavily explored crypto-
graphically, but which seems to offer 
a high degree of protection against 
information leakage. Mathematician 
Richard Hamming proposed the idea 
of random linear codes for error cor-

IBM, Google, and Microsoft all 
are poised to release semantic 
engines (algorithms using the 
meaning of words) to supplement 
their current syntax engines 
(using the spelling of words). 
Their common goal is to extend 
their natural language processing 
(NLP) capabilities into engines 
that rival human semantics (our 
understanding of what language, 
words/sentences, mean).

Today’s syntax-only engines 
are blind to the meaning of 
keywords used to ascertain 
results. A human understands 
that “where Alan Turing was 
born” means the same as “the 
birthplace of Alan Turing” and 
“the town where Alan Turing 
was delivered as a baby.” Their 
syntax differs, but each phrase’s 
meaning, or semantics, are 
identical (“London” is the 
answer to all three). People 
understand this immediately, but 
computers—not so much.

Consequently, all three 
companies are developing 
algorithms that understand the 

meaning of words. Google and 
Microsoft are both building 
semantic engines that add 
metadata to sentences (Google) 
or words (Microsoft) using 
clusters of processors running 
multiple deep neural networks 
(called transformers, which use 
massive parallelization).

IBM
For its semantic engine, IBM 
chose to augment neural 
networks with symbolic logic, 
reducing the number of examples 
it requires to learn. Said Forrester 
Research principal analyst Kjell 
Carlsson, “IBM’s semantics uses 
a much more efficient encoding 
of knowledge, enabling high 
performing enterprise use-cases 
to be built with significantly 
smaller training examples.” 

In addition, said Carlsson, 
“IBM’s neuro-symbolic approach 
enables higher accuracy with less 
training data, plus it also enables 
engineers to ‘teach’ a model 
logical relationships that domain 
experts know to be true, which 

is far more efficient than having 
these relationships be learned by 
transformers.”

Google
Google and Microsoft have both 
released free test versions of their 
semantic transformers. Google’s, 
called Semantic Experiences, 
tackles four separate application 
domains, plus a roll-your-own 
capability.

Google’s demos include 
“Verse-by-Verse,” a semantic 
“experience” that composes 
poetry; “Talk-to-Books,” which 
answers queries based on 
statements found in current 
books; “Semantris,” a word-
association game, and the free-
form “Create Your Own Semantic 
Experience” tool.

Microsoft
Microsoft aims to release the 
first semantic-based commercial 
product. Using word-level 
granularity in meaning encoding 
works best, according to 
Microsoft’s Luis Cabrera-Cordon, 

a group program manager for 
Azure, who describes Microsoft’s 
“semantic search on Azure [as 
offering] the best combination 
of search relevance, developer 
experience, and cloud service 
capabilities.”

Forrester Research’s 
Carlsson said, “The biggest 
recent advancements in AI 
have been in (deep) learning, 
which has opened up the world 
of unstructured data (vision, 
text, voice, logs) for analysis at 
scale, but what we really want is 
both learning and knowledge. 
Learning enables us to update 
and acquire new knowledge, 
and knowledge makes learning 
more efficient, governable, and 
valuable. What makes these new 
deep learning-infused semantic 
methods exciting is their potential 
to deliver both, dramatically 
expanding not just NLP, but all 
machine learning use-cases.”

—R. Colin Johnson is a Kyoto 
Prize Fellow who has worked  
as a technology journalist for  
two decades.
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conceptually simpler.
“Often you go back and realize you 

didn’t need certain steps. We are in 
that tightening mode, and also alterna-
tive-finding mode,” Sahai says. “But we 
just don’t know how long it will take.” 

The main question to be answered 
in future constructions is which as-
sumptions will provide a way forward 
for reducing complexity and overhead 
while ensuring acceptance of iO is on a 
firm footing. 

One approach that has been taken 
by multiple groups over the past couple 
of years is to try to let an iO construc-
tion rest on a single-core mathematical 
problem. A major candidate for that is 
the Learning With Errors (LWE) prob-
lem developed by computer scientist 
and mathematician Oded Regev more 
than a decade ago, for which he was 
awarded the 2018 Gödel Prize.

LWE already forms the basis for lat-
tice-based cryptographic systems and 
is being actively pursued because it is 
generally considered to be safe from 
attack by quantum computing. Barak 
says LWE has conceptual similarities 
to the random linear codes used in the 
work published by Jain, Lin, and Sahai, 
which makes it seem a viable approach. 

Yet that is not necessarily the path 
iO will take.

Jain says the direction taken in work 
following the 2020 paper has led him 
and his colleagues to focus instead on 
building iO without LWE. Lin points 
out that noise that helps LWE maintain 
security in conventional cryptography 
leaks information that could compro-
mise iO. Lin says the assumption that 

underpins the random linear codes 
seems to have peculiar properties that 
are worth exploring further. 

Though there may be skepticism in 
the cryptographic community about 
the more-novel assumptions that iO 
seems to rely on, at least for the time be-
ing, some of that may simply be attrib-
uted to their relative novelty. Lin points 
to the way that papers from several de-
cades ago used to justify why they used 
Diffie-Hellman key exchange, whereas 
today it is widely accepted.

“People’s confidence in an assump-
tion tends to grow over time, and with 
the number of papers that use the as-
sumption,” Lin says.

Sahai believes further work may re-
vive the concept of VBB obfuscation. 
“The impossibility result was overinter-
preted by the community at large,” he 
says, on the basis that though the 2001 
paper ruled out VBB obfuscation for 
all software, many common forms of 
software could yet be candidates. That 
could in turn make it possible to run 
software on untrusted machines with-
out fear of the code being reverse-engi-
neered from its code. 

Such applications, including those 
of iO, likely lie some distance into the 
future. 	

Further Reading

Barak, B., Goldreich, O., Impagliazzo, R.,  
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Jain, A., Lin, H., and Sahai, A.
Indistinguishability Obfuscation  
from Well-Founded Assumptions
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rection 70 years ago, in which a mes-
sage is encoded using a matrix of val-
ues that are generated randomly. Since 
then, scientists have searched unsuc-
cessfully for an efficient way to reverse 
the process without knowledge of how 
the data was encoded. That, in turn, led 
to the conjecture that performing such 
decoding efficiently is hard, and that 
the constructs could be employed to 
help build iO implementations. Sahai 
stresses that to defeat this conjecture, 
it would take a mathematical break-
through that has eluded communica-
tion scientists for decades. 

Though it rests on assumptions 
that are on firm footing, a stumbling 
block of the Jain, Lin, and Sahai pro-
posal is the complexity of the construc-
tion. “This is just the first construction 
where the pieces finally connected to 
form a secure scheme. But we have all 
these steps, all these transformations 
we have to make to the program to ob-
fuscate it,” says Sahai. “Each step intro-
duces a huge overhead.”

Estimates of some older work on iO 
illustrate the computational complex-
ity gap that researchers need to bridge. 
One paper published in 2016 based on 
techniques now considered insecure 
showed that even a simple 80-bit point 
function that is zero for all inputs ex-
cept one would consume more than 
10GB of memory and take three min-
utes to execute. Sahai says the overhead 
of their current scheme is so high, it is 
not practical to even estimate it. 

Barak says the computational over-
head is unlikely to be insurmount-
able. “In cryptography, we’ve had 
examples, such as multiparty secure 
computation and probabilistically 
checkable proofs, where the initial 
constructions were almost comically 
inefficient, but over time people have 
improved them by 20 or so orders of 
magnitude,” he says.

Though computational overhead 
is an issue and may mean practical 
applications will not appear for over 
a decade, Lin says it is equally impor-
tant to create a construction using 
fewer or simpler assumptions. A more 
compact approach would improve 
confidence in iO as a building block 
for secure computation. Numerous 
groups are now looking to see what 
can be distilled out of the existing 
work to create a construction that is 

“Often you go back 
and realize you 
didn’t need certain 
steps. We are in that 
tightening mode, 
and also alternative-
finding mode, but we 
just don’t know how 
long it will take.”

https://www.boazbarak.org/Papers/obfuscate.pdf
https://eprint.iacr.org/2020/1003
https://eprint.iacr.org/2020/394
https://www.boazbarak.org/Papers/obfuscate.pdf
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stealing personal, business, or finan-
cial information, or launching cyber-
attacks from that hijacked IP address. 
Further, because the base BGP protocol 
accepts all route advertisements as le-
gitimate, traffic to those legitimate IP 
prefixes can be routed through to that 
malicious actor’s site until someone 
notices and fixes the error.

BGP has been updated to include 
tools to validate the originator of these 
routing messages, as well as filter out 
known malevolent IP addresses, but not 
every network operator is using those 
tools. Just as a tiny, undetected hole 
can sink an entire ship, a single security 
lapse used in an attack can shut down 
entire networks. In fact, BGP hijacks 
such as that described here are frequent, 
with an average of 14 attacks per day be-
tween mid-January and June 2020, ac-
cording to the Internet Society.

Leading the charge to increase the 
focus on routing security is the Inter-
net Society’s Mutually Agreed Norms 
for Routing Security (MANRS) working 
group. MANRS announced in Decem-
ber 2020 a new task force charged with 
defining and publishing an updated 
set of actions and metrics to measure 
the progress of networks adopting the 
more-robust routing security tools 
and practices.

Siddiqui, who serves as the MANRS 
project lead, says that while the number 
of autonomous systems or networks has 
swelled to more than 70,000 worldwide, 
the baseline BGP protocol is still work-
ing, thanks to its ability to grow as the 
number of networks rises. “BGP is very 
scalable, so nobody wants to make any 
changes in the baseline of the protocol, 
because it works perfectly fine, except for 
the trust issue,” Siddiqui says. He adds 
that additional processes have been put 
into place to make routing more secure, 
but networks need to use them.

While MANRS has more than 500 net-
work-operator participants, many more 
are simply not using the tools. “That’s 
why we started this initiative, to engage 
with the network community,” Siddiqui 

F
E W  P E O P L E  PAY  much atten-
tion to how the electrical grid 
works until there is an outage. 
The same is often true for the 
Internet.

Yet unlike the electrical grid, where 
direct attacks are infrequent, vulner-
abilities and security issues with the 
Internet’s routing protocol have led to 
numerous, frequent malicious attacks 
that have resulted in widespread ser-
vice outages, intercepted and stolen 
personal data, and the use of seemingly 
legitimate Web sites to launch massive 
spam campaigns.

The Internet is an interconnected 
global network of autonomous systems 
or network operators, like Internet 
service providers (ISPs), corporate net-
works, content delivery networks (such 
as Hulu or Netflix), and cloud comput-
ing companies such as Google and Mi-
crosoft Cloud. The Border Gateway Pro-
tocol (BGP) is used to ensure data can 
be directed between networks along the 
most efficient path, similar to how a GPS 
navigation system maintains a database 
of street addresses and can assess dis-
tance and congestion when selecting 
the optimal route to a destination.

Each autonomous system connected 
to the Internet has an Internet Proto-
col (IP) address, which is its network 
interface, and provides the location of 
the host within the network; this allows 
other networks to establish a path to 
that host. BGP routers managed by an 
ISP control the flow of data packets con-
taining content between networks, and 
maintains a standard routing table used 
to direct packets in transit. BGP makes 
routing decisions based on paths, rules, 
or network policies configured by each 
network’s administrator.

BGP was first described in a docu-
ment assembled by the Internet Soci-
ety’s Network Working Group in June 
1989 and was first put into use in 1994. 
BGP is extremely scalable, allowing tens 
of thousands of networks around the 
world to be connected together, and if 
a router or path becomes unavailable, 

it can quickly adapt to send packets 
through another reconnection. How-
ever, because the protocol was designed 
and still operates on a trust model that 
accepts that any information exchanged 
by networks is always valid, it remains 
susceptible to issues such as informa-
tion exchange failures due to improper-
ly formatted or incorrect data. BGP can 
also be at the mercy of routers too slow 
to respond to updates, or that run out of 
memory or storage, situations that can 
cause network timeouts, bad routing re-
quests, and processing problems.

Aftab Siddiqui, senior manager of 
Internet technology at the Internet So-

ciety, says the initial BGP protocol was 
conceived by experts at research institu-
tions, defense organizations, and equip-
ment vendors. “When they designed 
[BGP], it was based on the premise that 
everybody trusts each other,” Siddiqui 
says. “Fast-forward 30 years, I’m pretty 
sure we cannot claim that anymore.”

As such, BGP is also vulnerable to 
BGP hijacks or inadvertent IP address 
leaks, in which route and IP address 
information can be deliberately inter-
cepted, redirected, or dropped, simply 
by the advertisement of incorrect or 
corrupted routes via the BGP proto-
col. All a malicious actor needs to do is 
announce a route to IP prefixes that it 
doesn’t own, thereby funneling traffic 
to its own servers where it can do what-
ever it pleases with that data, including 

Fixing the Internet 
Internet security was once based on trust and needs to be updated. 

Technology  |  DOI:10.1145/3469287	 Keith Kirkpatrick
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explains, noting that the message to all 
network operators is to “be sure that you 
implement the best practices to secure 
the global routing tables.”

A key tool that has been implement-
ed is Resource Public Key Infrastructure 
(RPKI), instead of solely relying on Inter-
net Routing Registries (IRRs), where net-
work operators store information about 
their routing policies and routed prefix-
es. While filtering rules are still useful in 
ensuring only valid routes are accepted 
from neighboring networks, the need to 
constantly maintain and update records 
is both labor- and time-intensive, often 
requiring networks to reach out to other 
networks to validate information.

On the other hand, RPKI, a distrib-
uted public database of cryptographi-
cally signed records containing routing 
information supplied by autonomous 
systems or networks, is considered to be 
the ultimate “truth” for network infor-
mation, according to Siddiqui. RPKI is 
carried out by a process known as route 
origin validation (ROV), which uses route 
origin authorizations (ROAs)—digitally 
signed objects that fix an IP address to 
a specific network or autonomous sys-
tem—to establish the list of prefixes a 
network is authorized to announce.

To conduct the validation of network 
prefixes, a third-party validation soft-
ware is run to establish an RPKI-to-BGP 
router session, which downloads the 
ROAs in the various repositories, verifies 
their digital signatures, and then makes 
the results available for use in the BGP 
workflow. Once validated, an ROA can 
be used to generate route filters, and 
other networks are then able to access 
these records and use them to validate 
BGP announcements they receive as ac-
curately identifying their origins.

While RPKI use has grown over the 
past few years, most of that adoption has 
been by large ISPs such as AT&T, NTT, 
and Cogent, announcing they are per-
forming origin validation. But in order 
to ensure complete protection, all op-
erational networks will need to register 
their routes to enable hijack protection. 
A key member of the initiative is Google 
which, to date, has registered more than 
99% of its routes in the RPKI, and has an-
nounced plans to deploy ROV this year 
to ensure any invalid routes are rejected.

Google is among the large networks 
that has participated in MANRS-led task 
forces to incorporate better security 

practices, to ensure BGP can continue to 
serve as a secure routing protocol. “We 
can keep tackling this [within Google], 
but why don’t we make it easier for these 
other players who are now emerging and 
have more interdependence on the BGP 
infrastructure than they realize,” says 
Royal Hansen, vice president of secu-
rity at Google. “So it was a chance to use 
Google’s position in the market and our 
experience in these kinds of problems 
to see what we could do to make it easier 
for others so that we close those final 
gaps in the way BGP routing works.”

Another way Google is helping to 
promote stronger RPKI and other BGP 
security controls is via its peering por-
tal, which is a way for Google to assess 
how well its peers (other networks that 
have shared BGP routing information 
with Google to let traffic flow in a more 
efficient, stable way) are implementing 
BGP best practices. The peering por-
tal provides Google with a way to share 
potentially invalid route information, 
show peers their RPKI status, and also 
flag peers when they are not applying 
the proper filtering or other safeguards 
to routes shared with Google.

Google’s lead-by-example approach 
is helpful in raising awareness of the 
steps needed to ensure BGP can be used 
securely; it may be able to coerce other 
large ISPs and networks to adopt these 
best practices simply because so much 
traffic flows through Google’s networks.

“If we did not participate in this ini-
tiative, the probability of its success 
would be pretty low,” says Bikash Koley, 
vice president of Google Global Net-
working (GGN). Koley said that in order 
to truly close the holes inherent in BGP, 
there is still a significant amount of en-
gineering work required, which means 
small ISPs must dedicate resources to 

these types of initiatives, and that may 
be difficult to achieve quickly. That is 
one reason why Google has been work-
ing with MANRS to publish informa-
tion about how it implements route 
filtering, which should make it easier 
for smaller networks that want to peer 
with Google to simply piggyback on an 
established approach.

However, it is not just Google that is 
working to implement better practices, 
such as moving to RPKI or implement-
ing ROV. “There’s Netflix, Akamai, Mi-
crosoft, Cloudflare, and other top pro-
viders,” Siddiqui says. “So, if you want to 
pair with them, then [smaller] operators 
will need to fix their registry informa-
tion, and only then will they be able to 
talk to [the large content delivery net-
works and cloud providers].”

While getting the majority of the 
70,000+ global networks on board with 
using RPKI and other best practices for 
network routing is a high bar to clear 
(and one that likely will take years to 
achieve), Hansen says it is imperative to 
close this loophole.

“Sometimes we do say the attacker 
only has to get it right once, and the de-
fender has to be right all the time,” Han-
sen says, noting the challenges faced 
by security systems and professionals. 
Further, the distributed ownership and 
management of Internet networks adds 
to the challenge.

“One of the challenges with the In-
ternet is that you have ISPs of all sizes,” 
Koley says. “You have really tiny ones, as 
well as really large ones, and they are lo-
cated all around the world. And I would 
say that this system is as strong or as 
weak as the weakest link.”	

Further Reading

BGP4 (Currently adopted version;  
IETF RFC 4271)
https://www.rfc-archive.org/getrfc.
php?rfc=4271#gsc.tab=0

MANRS for Network Operators
https://www.manrs.org/isps/

A Border Gateway Protocol, Network 
Working Group RFC 1105, The Internet 
Society, https://tools.ietf.org/html/rfc1105

What is Border Gateway Protocol?
https://www.youtube.com/
watch?v=A1KXPpqlNZ4

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in New York, NY, USA.
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Just as a tiny hole 
can sink an entire 
ship, a single security 
lapse used in an 
attack can shut down 
entire networks. 
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sents only a fraction of employees, and 
lobbies for them across a range of issues.

“Our long-term goals are to build and 
consolidate power for workers,” says Pa-
rul Kohl, executive chair of the union. 
“We want to ensure workers can push for 
real, sustainable, structural changes at 
the company and actually win them, 
whether it is about the kinds of contracts 
Google accepts, issues around employee 
classification, wages and compensation, 
or sexism and racism in the workplace.”

For instance, Kohl says the union re-
cently filed an Unfair Labor Practice 
complaint on the behalf of a Google 
datacenter contractor who was sus-
pended for discussing pay with her co-
workers. The contractor was brought 
back to work within a week.

While Alphabet is the highest pro-
file tech firm to have its own union, it 
may soon have company.

The Alphabet Workers Union 
sprung out of a larger campaign by the 
Communications Workers of America 
(CWA), an affiliated union of the AFL-
CIO, to organize workers in technolo-

I
N  L AT E  2 0 1 8 ,  thousands of 
workers walked out of Google 
offices around the globe to pro-
test the company’s handling of 
sexual harassment accusations 

against prominent executives.
The same year, hundreds of Sales-

force employees signed a letter to CEO 
Marc Benioff protesting the fact the 
company sold products to U.S. Cus-
toms and Border Protection.

Also in the headlines was an effort by 
some Microsoft employees to protest the 
company’s bid for work on the U.S. De-
partment of Defense’s Joint Enterprise 
Defense Infrastructure (JEDI) project. In 
a letter to Microsoft CEO Satya Nadella, 
the employees wrote, “many Microsoft 
employees don’t believe that what we 
build should be used for waging war.”

Tech employee activism is nothing 
new, but the momentum generated by 
the 2018 wave of protests was. Three 
years later, the momentum from that 
activism has resulted in the first formal 
technology unions.

Technology unions are new labor or-
ganizations that full-time and contract 
employees at major tech companies 
are attempting to form or have success-
fully formed. These unions fight for tra-
ditional issues that unions in other in-
dustries fight for, like better wages, 
hours, and working conditions. Yet 
given the high number of well-paid 
tech workers, they also engage in a new 
type of activism around the morality of 
tech companies’ operating practices 
and business relationships.

Tech unions represent a new twist 
on an existing form of worker organiza-
tion, and they’re looking to disrupt the 
status quo of major tech companies 
like Google.

“The time and energy of working 
people have built tech companies into 
some of the most valuable entities on 
the planet,” says Liz Shuler, Secretary-

Treasurer at the AFL-CIO, the largest 
federation of unions in the U.S.

“Tech workers have produced inno-
vations that are changing the course of 
history—and made their bosses rich in 
the process. They deserve to take home 
a fair share of the enormous value they 
create everyday, and they deserve to be 
treated with dignity on the job.”

A New Phenomenon
One of the most significant early tech 
unionization successes happened in 
January of this year. That is when the 
Alphabet Workers Union was an-
nounced, with the mission to protect 
workers at Google’s parent company.

The union was organized in secret for 
a year before the announcement, and 
has more than 800 members as of this-
writing, including full-time employees, 
temps, vendors, and contractors. Typi-
cally, unions negotiate with a company 
over a contract or a single issue for the 
majority of employees at a company. The 
Alphabet Workers Union, in contrast, is a 
minority union, which means it repre-

The Unionization of 
Technology Companies
New unions could change how tech giants  
engage with their employees.

Society  |  DOI:10.1145/3469285	 Logan Kugler

Tech workers at the May Day March in San Francisco, CA, USA.

http://dx.doi.org/10.1145/3469285


AUGUST 2021  |   VOL.  64  |   NO.  8  |   COMMUNICATIONS OF THE ACM     19

news

gy, gaming, and digital sectors.
That effort, the Campaign to Orga-

nize Digital Employees (CODE), also 
spurred employees at Medium, a pub-
lishing platform created by Twitter co-
founder Evan Williams, to unionize. 
More than 70% of employees at the 
company have expressed their support. 
Like the Alphabet Workers Union, the 
Medium Workers Union is organizing 
around broad support and protections 
for workers, rather than a single issue 
or list of demands.

“Our affiliated unions have been 
making enormous inroads across the 
tech sector,” says Shuler.

However, that is not the case at every 
tech firm. A unionization effort earlier 
this year by workers at an Amazon ware-
house in Bessemer, AL, drew attention 
from labor groups, tech companies, 
and even the president of the United 
States. Workers at the warehouse voted 
overwhelmingly against joining the Re-
tail, Wholesale, and Department Store 
Union (RWDSU). The final vote result 
was 1,798 workers against unionizing, 
and just 738 in favor.

Uncertain Effectiveness
Tech union effectiveness over time 
could depend on a number of factors, 
says Jerry Davis, a professor of man-
agement and organizations at the 
University of Michigan who studies 
corporate power.

One factor is an individual union’s 
focus. The Amazon union was focused 
on more traditional union issues such 
as wages, hours, and working condi-
tions. Membership in traditional 
unions focused on these conditions 
has been in decline for decades. How-
ever, says Davis, efforts like the Alpha-
bet Workers Union have “evolved out of 
concerns with the company not living 
up to its vaunted social values.”

The values-based approach has 
the advantage of riding highly publi-
cized issues around tech company 
practices, policies, and customers, 
which affect wide swaths of employ-
ees based on their beliefs, not their 
economic situation.

“This builds on the momentum of 
the prior three years of activism at 
Google and elsewhere, where workers 
have risen up to demand changes both 
in who their firms do business with, 
and how,” he says.

The controversial 2020 firing of 
Google employee Timnit Gebru offers 
one example of how company decisions 
around values fuel worker activism.

Gebru, an artificial intelligence (AI) 
ethics researcher and co-founder of in-
dustry diversity organization Black in AI, 
worked as a co-lead on Google’s Ethical 
Artificial Intelligence Team. She claims 
she was fired because she refused to 
withdraw a research paper on how 
Google speech technology could create 
disadvantages for marginalized groups. 
Two other engineers quit over the firing.

Gebru’s firing is one of the unfair 
company practices that Parul says the 
Alphabet Workers Union was created 
to fight.

“Some of our co-workers are work-
ing in-person during the pandemic, 
making $15 an hour with no hazard 
pay, AI ethics researchers continue to 
be retaliated against, and Google has 
still not met most of the demands of 
the 2018 walkout,” she says.

“Alphabet Workers Union repre-
sents a counterbalance to those chang-
es—workers at the company recognize 
these harms, and together, we have the 
ability to fight them.”

Being able to lobby both for tradi-
tional employment issues and values-
based issues could create wide appeal 
for tech unions. But the pandemic 
could make it hard to be effective on ei-
ther front, says Davis.

“Before COVID, I would have been 
optimistic that the unions would have 
a strong effect because local tech talent 
is at such a premium,” he says. “But 
with the broad shift to work-from-
home, we might see employment dis-

“With the broad 
shift to work-from-
home, we might 
see employment 
dispersed more 
globally, which makes 
labor organizing 
much harder.”

ACM 
Member 
News
AT THE INTERSECTION OF 
NLP AND CYBERSECURITY

Bonnie Dorr, a 
leading 
researcher in 
the field of 
natural 
language 
processing, is 

associate director and senior 
research scientist at the 
Institute for Human & Machine 
Cognition (IHMC) in Ocala, FL, 
an independent research 
institute of the state university 
system in Florida.

Dorr received her bachelor’s 
degree in computer science 
from Boston University, and 
earned her master’s and Ph.D. 
degrees in computer science at 
the Massachusetts Institute of 
Technology.

She taught at the University 
of Maryland, College Park 
(UMD) for 24 years, and is 
the former associate dean 
of the university’s College of 
Computer, Mathematical and 
Natural Sciences. She continues 
to serve as a professor emerita 
in the Institute for Advanced 
Computer Studies at UMD.

In 2011, Dorr joined the U.S. 
Defense Department’s Defense 
Advanced Research Projects 
Agency (DARPA), and spent 
three years there before joining 
IHMC in 2014.

Dorr’s research focus 
includes deep language 
understanding and semantics, 
large-scale multilingual 
processing, and summarization, 
as well as cross-language 
divergence detection, machine 
translation, paraphrasing, and 
automatic evaluation metrics.

“More recently, I have been 
moving in the direction of 
straddling human language 
technology and cybersecurity,” 
Dorr says. “It’s what I call Cyber-
NLP, which is cybersecurity and 
natural language processing.”

Cyber-NLP will help figure 
out what people’s intentions 
are when they speak or write 
to determine the underlying 
motivation and attitudes toward 
certain issues, she says. “I think 
it’s going to take 5 to 10 years 
to get a machine to understand 
what peoples’ intentions and 
meanings are,” Dorr explains.

“That’s where I am headed.”
—John Delaney
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persed more globally, which makes la-
bor organizing much harder.”

A Murky Future
Given the new forms that tech unions 
are taking, it is difficult to know what 
the future holds for unionization at 
tech firms, given the diversity of condi-
tions and efforts.

On the one hand, companies like 
Amazon clearly have massive leverage 
when it comes to traditional union de-
mands like wages and working condi-
tions at warehouses. As in some tradi-
tional union battles, conflicts over 
physical conditions can result in com-
panies moving the physical location of 
warehouses and infrastructure to more 
business-friendly areas.

On the other, minority unions fo-
cused on advocating for workers across 
a range of issues, like the Alphabet 
Workers Union, could attract broad, di-
verse support from digital workers and 
physical labor alike.

Political pressure could also have an 
impact.

U.S. politicians on both sides of the 
aisle endorsed the Amazon unioniza-
tion effort, including President Joe 
Biden and Republican senator Marco 
Rubio. Though that effort failed, it 
highlighted growing criticism from 
across the political spectrum about the 
size and power of big tech companies.

The AFL-CIO, for one, sees the 
broader unionization effort as just get-
ting started.

“That trend is continuing to acceler-
ate across the industry, and organizers 
from across the labor movement are 

responding to the organic energy tech 
workers have for a collective voice on 
the job,” says Shuler.

In January 2021, the AFL-CIO 
launched its Technology Institute, a 
think tank to help the labor movement 
address the future of work and tackle 
issues created by new technology. The 
Institute is designed to give workers a 
voice in how technological innovation 
is used to augment labor. From a 
unionization perspective, part of the 
Institute’s purpose is to “connect labor 
organizers and workers everywhere in-
novation is happening.”

It is no accident that tech unioniza-
tion efforts are moving fast, planning as 
they go, and are unafraid to break things. 
This is the same playbook tech giants 
used to grow into some of the world’s 
brightest, most successful firms.

“The beauty of unions is that they 
can take on whatever form, priorities, 
and tactics the members choose,” says 
Shuler. “The constant is that they give 
those members a seat at the table.”	
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It is no accident that 
tech unionization 
efforts are moving 
fast, planning as they 
go, and are unafraid 
to break things.

ACM recently recognized five 
individuals for their exemplary 
service to the computing field. 
Working in diverse areas, 
the 2020 award recipients 
were selected by their peers 
for recognition of their long-
standing efforts that have 
strengthened the community. 

Andrew McGettrick, a 
professor at the U.K.’s University 
of Strathclyde, has been awarded 
the Karl V. Karlstrom Outstanding 
Educator Award for his 

scholarship and tireless volunteer 
work and contributions, which 
have fundamentally improved 
rigorous computer science as a 
field of professional practice and 
as an academic pursuit.

Jennifer Tour Chayes, a 
professor at the University of 
California, Berkeley, received 
the ACM Distinguished 
Service Award for her effective 
leadership, mentorship, 
and dedication to diversity 
during her career of computer 

science research, teaching, and 
institution building

Imperial College London 
professor Chris Hankin received 
the Outstanding Contribution to 
ACM Award for his fundamental 
contributions to ACM Europe, 
and for bringing a European 
perspective to critically important 
ACM committees and activities.

Richard Anderson, a professor 
at the University of Washington, 
was awarded the ACM Eugene L. 
Lawler Award for Humanitarian 

Contributions within Computer 
Science and Informatics for 
contributions bridging the fields 
of computer science, education, 
and global health.

Marc Rotenberg, an adjunct 
professor at the Georgetown 
University Law Center, and 
founder and president of the 
nonprofit Center for AI and 
Digital Policy, received the 
ACM Policy Award for his long-
standing, high-impact leadership 
on privacy and technology policy.

Milestones

ACM Recognizes 5 for Service to Computing
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Based on the clear and convinc-
ing evidence that Li flagrantly violated 
several Principles of the Code, ACM 
terminated Li’s involvement with all 
ACM-affiliated or ACM SIG-affiliated 
activities (including conference orga-
nizing or program committees) both in 
person or remotely. He is banned from 
publishing articles in ACM-affiliated 
conference proceedings or journals 
until 2036.

Principle 4.2 of the Code has us 
“[t]reat violations of the Code as in-
consistent with membership in the 
ACM.” The evidence presented by 
the JIC clearly indicated that Li’s be-
havior was not only inconsistent with 
the Code, but that he actively worked 
to attack the core values and ethical 
practice expected for members of the 
ACM. Consequently, COPE further 
recommended that Li’s ACM mem-
bership be revoked, and Council voted 
in agreement to officially cut all ties 
with him.

ACM policy generally prevents 
COPE from commenting publicly on 
cases it reviews, but in this case Coun-
cil directed COPE to make a public 
statement. ACM’s Code indicates that 
“the public good is the paramount 
consideration” in decision making 
and describes key ethical principles 
as essential elements of computing 
professionalism. The ACM is commit-
ted to upholding these Principles. By 
providing some details of this case, we 
hope to prevent future behavior that 
undermines these values. ACM mem-
bers should promote the public good 
through computing and should active-
ly and publicly resist behavior which 
threatens it.	

Marty J. Wolf and Don Gotterbarn serve as co-chairs and 
Michael Kirkpatrick is a member of the ACM Committee 
on Professional Ethics.

Copyright held by authors/owners.

I
N  R E SPON SE  TO serious viola-
tions against ACM’s Code of 
Ethics and Professional Con-
duct, the ACM Council voted 
unanimously to revoke the 

ACM membership of Tao Li, a profes-
sor of computer engineering at the 
University of Florida, at its meeting on 
June 11, 2021. The Committee on Pro-
fessional Ethics (COPE) recommended 
this action to Council after consider-
ing the evidence it received concerning  
Li’s repeated violations of the ACM’s 
Code of Ethics (https://www.acm.org/ 
code-of-ethics). Council’s action dem-
onstrates ACM’s commitment to ad-
vancing computing as a profession 
and as a service to society. ACM is not 
alone in this commitment. Indeed, 
other professional organizations have 
adopted ACM’s Code of Ethics indicat-
ing their support of its values and the 
positive impact its Principles afford 
the computing community.

Both ACM and IEEE received com-
plaints about Li’s actions surround-
ing two computer architecture confer-
ences: The 2019 IEEE International 
Symposium on Computer Architecture 
(ISCA) and the 2017 ACM Architectural 
Support for Programming Languages 
and Operating Systems (ASPLOS). A 
Joint Investigation Committee (JIC) 
was convened in early 2020 and a team 
of professional investigators were 
hired. As a result of the investigation, 
JIC filed an ACM Code of Ethics viola-
tion complaint against Li, submitting 
as evidence the investigators’ final re-
port. COPE reviewed the evidence and 
determined that Li willfully violated 
scientific research integrity standards. 
Quite simply, Li orchestrated an attack 
on the ethical computing values ex-
pressed in the ACM Code of Ethics and 
most other codes of scientific conduct.

In one case, Li’s actions involved a 
paper submitted to ISCA ‘19 authored 

by his graduate student, Huixiang 
Chen. Evidence exposed dozens of 
messages that “make clear that Dr. Li 
intentionally breached the peer review 
process for the paper in multiple ways: 
he repeatedly shared the reviewers’ 
names and their scores of the paper 
with Chen; he manufactured support 
for the paper by asking Chen to draft 
messages for paper reviewers to post 
on the conference’s software platform; 
he then passed those reviews on to the 
reviewers; and, in two instances, the 
reviewers posted the reviews that Chen 
had written at Li’s direction.” Further, 
the evidence showed that Li coerced 
Chen to publish the paper after Chen 
raised concerns that the work con-
tained incorrect or falsified results.

In another case, Li shared his review-
er credentials for the 2017 ASPLOS con-
ference paper submission system with 
some of his students to enable them to 
download confidential draft materials. 
Further, the investigation uncovered 
evidence that Li inappropriately ap-
proached reviewers in connection with 
other conferences.

Throughout the investigation, Li 
knowingly and intentionally proposed 
obvious false theories and spurious pro-
cedural arguments in order to thwart it.

In the end, the evidence showed 
that Li deliberately and repeatedly un-
dermined the peer review process of 
at least three conferences, and he had 
actively encouraged others to engage 
in activities to support and facilitate 
these attacks. Li knowingly interfered 
with efforts to maintain the integrity 
of research and publication processes, 
and he violated the community stan-
dards expressed in ACM’s Code of Eth-
ics. His actions demonstrated a lack 
of respect for, and an unwillingness 
to abide by, the Code’s Principles, and 
he intentionally organized an assault 
on them for his own benefit.

Upholding  
ACM’s Principles 
Repeated ethical violations ends  
with membership revocation and ban.

ACM Statement  |  DOI:10.1145/3473051  Marty J. Wolf, Don Gotterbarn, and Michael Kirkpatrick
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visit online marketplaces where they 
can find variety and quality of supply. 
The largest platforms become gate-
keepers for given Internet activities 
such as online search, social media ex-
change, and e-commerce. They control 
the gates that agents of each side must 
pass through to reach the other side.

To reduce abuse of platforms’ mar-
ket power that allows gatekeepers to 
extract unwarranted rents, regulators 
in Europe have responded through 
antitrust investigations. In the Google 
Shopping case,2 Google Search was 
fined for self-preferencing, because 
by promoting its own services to con-
sumers, it distorted competition by 
making it difficult for competitors to 
reach consumers. The practice of ty-
ing Microsoft’s Internet Explorer to 
the Windows operating system was 
similarly found to be anticompeti-
tive.3 Amazon is currently under in-
vestigation for using non-public busi-
ness data from independent sellers 

T
H E  R I S E  O F  big tech in the 
last two decades is remark-
able. The so-called GAFAM 
(Google, Apple, Facebook, 
Amazon, and Microsoft) 

now top other companies in terms of 
world market capitalization—replac-
ing oil, gas, and financial services. 
Potential abuse of market power has 
prompted European Union (EU) to 
regulate big tech.

The competitive landscape in tech-
nology markets in the 1990s and 2000s 
gave rise to platform markets dominat-
ed by Internet giants.5,6 Concerns have 
grown that big tech firms will abuse 
their market power to protect and im-
prove their market position at the ex-
pense of their competitors, consumer 
choice, and welfare.

Digital platform business models 
rely on the interaction of different user 
characteristics. Business users, adver-
tisers, app developers, and external 
producers of goods and services use 

platform intermediaries’ services to in-
teract with individual users/consumers 
and vice versa. Advertisers are attracted 
by platforms that can efficiently match 
them with many consumers. App de-
velopers design software applications 
for app stores that put them in touch 
with significant demand. Consumers 

Economic and  
Business Dimensions 
A European Union Approach  
to Regulating Big Tech
Considering a new regulatory proposal for  
addressing digital market competition concerns.

• Marshall Van Alstyne, Column Editor 

DOI:10.1145/3469104	 Georgios Petropoulos

The largest platforms 
become gatekeepers 
for given Internet 
activities such as 
online search, social 
media exchange,  
and e-commerce.

http://dx.doi.org/10.1145/3469104
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tion Regulation (GDPR). It aims in this 
way to reduce the great data advantage 
of big platforms and the resulting in-
formation asymmetries.

The DMA also defines a framework 
for authorities to perform their en-
forcement tasks more effectively by ac-
cessing data and information located 
at platforms’ infrastructure, and ex-
amining platforms’ algorithmic sys-
tems. This is an important innovation 
in antitrust enforcement, as investiga-
tions in digital markets, are often in 
“unknown territory” without access to 
vital objective information to properly 
assess the impact of the business prac-
tice under question.

The DMA ultimately makes digital 
markets more contestable, reducing 
entry costs and increasing competition 
and consumer welfare. Incumbent plat-
forms have more incentives to innovate 
and improve the quality of their services 
as they feel more threatened by new 
entrants and smaller competitors that 
find sufficient market space to develop 
their own businesses. They contribute 
to the fair allocation of the created val-
ue, and reduce big platform tendencies 

who sell on its marketplace to ben-
efit Amazon’s own retail business, 
directly competing with those third-
party sellers.a Apple is currently under 
scrutiny for setting disproportionally 
high fees to businesses that seek to 
participate in its App Store.b Abuse 
of market power can also take place 
at the demand side. For example, in a 
controversial case, Germany’s Gener-
al Cartel Office concluded Facebook 
abused its market dominance by har-
vesting information from its users 
and combining user personal data 
from Facebook and WhatsApp with-
out user consent.c

The main regulatory body in the EU 
is the European Commission, the exec-
utive branch of the Union. It is respon-
sible for proposing legislation and im-
plementing decisions and EU treaties. 
It is in charge of the EU market compe-
tition enforcement and it closely coor-

a	 Press release by the European Commission 
(Nov. 10, 2020); https://bit.ly/3zaT0Gd

b	 Press release by the European Commission 
(Apr. 30, 2021); https://bit.ly/3g3wc3E

c	 Press release by the German General Cartel Of-
fice (Feb. 7, 2019); https://bit.ly/2RxSGjU

dinates with national competition au-
thorities at the EU member states that 
have a more country-specific focus on 
their enforcement duties.

The European Commission an-
nounced the Digital Markets Act 
(DMA) in late 2020 to regulate digital 
platforms like GAFAM. This new ap-
proach relies on before-the-fact in-
vestigation of business practices to 
assess wrongdoing. DMA imposes 
general obligations on what platforms 
can and cannot do when interacting 
with users. It prohibits self-prefer-
encing, imposes serious limitations 
on bundling and tying practices, con-
strains platforms from using informa-
tion provided by competitors to their 
own benefit, restricts excessive fees 
for market participants, and limits 
gatekeepers from combining of data 
across platforms without an opt-out 
option. In addition, the DMA also 
specifies the obligation of platforms 
to allow business users and consum-
ers to transport platform-stored data 
to competitor firms in a continuous 
and real-time manner, following the 
principles of the General Data Protec-

https://bit.ly/3zaT0Gd
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to extract disproportional rents.
But, there is room for improvement 

in achieving these goals. First, consum-
er choice and multihoming among on-
line providers require frameworks that 
enable data portability and interoper-
ability in practice. For this to happen, 
complementary rules must provide 
clarity and standards over effective data 
and information sharing. A mechanism 
is needed that allows free flow of data 
across disparate digital ecosystems, in 
keeping with data protection rules.4 The 
DMA must be accompanied by such a 
mechanism to reduce the advantages of 
gatekeepers.

Second, DMA’s obligations could 
consider specifics of the gatekeepers’ 
business models. Business practices 
might incorporate efficiency gains 
for business users and consumers de-
pending on the model in place.1 For 
example, self-preferencing is welcome 
if it helps users quickly reach what they 
are looking for or encourages better 
service. In general, practices associ-
ated with benefits from economies of 
scale and scope might outweigh poten-
tial abuse in specific cases and there-
fore should be allowed.

The EU’s new regulatory proposal 
thoroughly addresses competition con-
cerns in digital markets. It arguably 
leads the way for global platform regula-
tion. Improvements in its current form 
and development of complementary 
instruments can make it the state of the 
art in platform regulation and an exam-
ple for other jurisdictions to follow.	
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can convey very different messages and 
likely have different effects.

Who Says Programming Is Hard?
The belief that programming is hard 
seems to be widespread among teachers 
and researchers.4 Academic papers fre-
quently state that programming is hard 
anecdotally, as if just stating the obvious. 
Yet it is rarely discussed outside of moti-
vating and justifying research. Although 
this approach is rarely challenged, 
when it is, the stakes are high. One cri-
tique points out this stance can lead 
to uncritical teaching practices, poor 

T
HE COMMONLY HELD belief 
that programming is inher-
ently hard lacks sufficient evi-
dence. Stating this belief can 
send influential messages 

that can have serious unintended con-
sequences including inequitable prac-
tices.4 Further, this position is most of-
ten based on incomplete knowledge of 
the world’s learners. More studies need 
to include a greater diversity of all kinds 
including but not limited to ability, eth-
nicity, geographic region, gender iden-
tity, native language, race, and socio-
economic background.

Language is a powerful tool. Stating 
that programming is hard should raise 
several questions but rarely does. Why 
does it seem routinely acceptable—ar-
guably fashionable—to make such a 
general and definitive statement? Why 
are these statements often not accom-
panied by supporting evidence? What 
is the empirical evidence that program-
ming, broadly speaking, is inherently 
hard, or harder than possible analogs 
such as calculus in mathematics? Even 
if that evidence exists, what does it 
mean in practice? In what contexts 
does it hold? To whom does it, and 
does it not, apply?

Computer science has a reputation3 
and this conversation is part of that. Is 
programming inherently hard? Al-
though worthy of discussion, this View-

point is not concerned with explicitly 
answering this question. It is con-
cerned with statements such as “pro-
gramming is hard” and particularly the 
direct and indirect messages such state-
ments can convey. It explores who says 
this, why and how it is said, and what 
the ramifications are. Consider the 
statement “computer programming 
could be made easier.”7 Although this 
implies that programming is possibly 
more difficult than it needs to be, it 
clearly sends a different message than 
“programming is hard.” This exempli-
fies how two fairly similar statements 

Education  
What Does Saying That 
‘Programming Is Hard’ Really 
Say, and About Whom? 
Shifting the focus from the perceived difficulty of learning  
programming to making programming more universally accessible.

• Mark Guzdial, Column Editor 
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rapidly changing. This pace of change 
itself may be one of the leading factors 
contributing to the perceived difficulty 
of programming.

Hard For Whom?
Given how many people are affected 
by computing technologies, another 
problem with statements that pro-
gramming is hard is that most re-
search and media reports are based 
on very narrow samples of Earth’s 
population—largely from Ameri-
can, Commonwealth, and European 
contexts. There are entire countries, 
nearly entire continents, and count-
less groups whose experiences have 
not been rigorously studied and con-
trasted with others. Even in more fre-
quently researched locales, our cur-
rent views are not representative of 
many. This is rarely acknowledged or 
acted upon. Many sub-populations in 
terms of all manners of diversity and 
identity including ability, culture 
and ethnicity, geography, gender, 
native language, race, socioeconom-
ic background, and many others are 
still underrepresented, everywhere.

Additionally, most data and experi-
ence currently come from computing 
students, yet computing is quickly 
becoming a mainstream discipline 
embedded in school curricula and for 
an increasing range of academic dis-
ciplines in higher education.5 Declar-
ing programming to be hard for rela-
tively well-resourced Western 
computing students paints a bleak 
view for others. Even if programming 
was found to be uniquely hard for 
these students, this finding might 
only hold for the very limited, biased 
samples that have contributed to our 
current knowledge. Carelessly at-
tempting to generalize such a finding 
would serve to shut the door on those 
who have not yet had their experienc-
es counted. In effect, such practice is 
already happening when the message 
that programming is hard is perpetu-
ated with little or no context. 

Ramifications 
There are several examples where expla-
nations for observations in computing 
education have unintended negative 
consequences. For instance, to explain 
struggling students sitting next to high 
achievers, the “Geek Gene” hypoth-

student outcomes, and may impact 
negatively on diversity and equity.4 
That work suggests the expectations 
of educators are unrealistic—not that 
programming is too hard.

The message of difficulty is also 
carried through more everyday mech-
anisms. It can be unknowingly or in-
advertently perpetuated through our 
teaching habits, textbook language, 
terminology, the defensive climates 
in our classrooms,3 tools, and pro-
gramming languages themselves. A 
case in point is programming error 
messages that, across almost all lan-
guages, are notorious for causing con-
fusion, frustration, and intimidation, 
and have been described as mysteri-
ous and inscrutable.1

The belief that programming is 
hard is not confined to academia. The 
concept of the “10x developer”—the 
elusive developer that is 10 times 
more productive than others—serves 
to communicate that programming is 
hard and few can be good at it. Even 
professionals have referred to pro-
gramming as a black art,8 a view that 
persists to present day for some. Hol-
lywood typecasts embodying the 
hacker stereotype, staring at screens 
while 1s and 0s quickly stream by, 
present programming as a mystical, 
supernatural ability. It is possible that 
such portrayals have negative side ef-
fects in addition to their entertain-
ment value.

Known Difficulties and 
Overlooked Successes
It is more accurate to say that certain 
aspects of programming are diffi-
cult or more challenging than others. 
This considerably dilutes the notion 
that programming is innately hard, 
as some aspects of many endeavors 
are more difficult than others. More 
pointed statements are also less likely 
to inflict collateral damage on general 
audiences and are less prone to mis-
use. Aspects of programming that are 
accepted to be challenging include 
knowledge transfer issues—includ-
ing negative transfer—and developing 
a notional machine, among others.3 
Programming has several candidate 
threshold concepts5 but so do aspects 
of many disciplines.

Programming is also the subject of 
many misconceptions.5 This might be 

because it is hard. On the other hand, 
saying it is hard might be a convenient 
way of explaining these misconcep-
tions. Other (and generally older) disci-
plines also have challenges with mis-
conceptions. Many physics students 
struggle with the fundamentals of me-
chanics such as force vs. acceleration, 
speed vs. velocity, weight vs. mass, and 
the concept of inertia. Such compari-
sons are not that indirect. These well-
established concepts underpin a more 
formulaic approach in much practice, 
similar to how the conceptual under-
pinnings of programming are ex-
pressed ultimately in code. Engineer-
ing also can suffer from a hard image. 
The notion that mathematics is hard 
already exists in many school systems 
and is often echoed by parents and 
other stakeholders, leading to nega-
tive implications including working 
against broadening participation. 
However, computing casts a very wide 
net in modern society; it is intertwined 
with much of daily life and influences 
chances of success in many ways. Simi-
lar could be said for mathematics but 
computing may seem more visible and 
tangible to many. It is also a very attrac-
tive and in demand career path for to-
morrow’s graduates.

There are examples that support 
programming not being hard. Success 
has been found in pair programming, 
peer instruction, worked examples, 
games, and contextualized approach-
es such as media computation.3 These 
are often backed by empirical evi-
dence5 but are frequently overlooked 
when convenient. Block-based pro-
gramming has become extremely suc-
cessful, particularly with younger chil-
dren. New modalities also demonstrate 
that computing is relatively young and 

The belief that 
programming is 
hard seems to be 
widespread among 
teachers and 
researchers.
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of programming being tough and elite? 
Is it too convenient for explaining phe-
nomena whose true explanations re-
main elusive? Is it just an easy excuse 
for failure? Perpetuating this belief 
only serves to reinforce a shaky base of 
evidence that undermines any more 
rigorous evidence-based research. If we 
are going to make claims on the diffi-
culty of programming, the community 
has a duty to provide robust empirical 
evidence from diverse contexts and 
state the findings responsibly.

Many current events and sociopo-
litical realities have caused us to ques-
tion our educational practices recently. 
Considering the present global con-
text, blanket messages that “program-
ming is hard” seem outdated, unpro-
ductive, and likely unhelpful at best. At 
worst they could be truly harmful. We 
need to stop blaming programming for 
being hard and focus on making pro-
gramming more accessible and enjoy-
able, for everyone.	
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esis proved convenient. This states 
that programming is an innate ability. 
In other words, one generally cannot 
learn to be a great programmer; one 
is or is not, and most are not. There is 
evidence that computer scientists be-
lieve that innate ability is more impor-
tant in computing than in other disci-
plines and this is known to be a barrier 
to broadening participation.3 Although 
the Geek Gene hypothesis has met resis-
tance3,8 damage has already been done 
and might continue.

One need not look far for other con-
temporary examples of unintended 
messages having undesired effects. It 
was recently shown that competitive en-
rollment policies for university-level 
computing majors have a negative im-
pact on student sense of belonging, self-
efficacy, and perception of department.6 
Of course, these were not intended out-
comes. Competitive enrollments were 
largely a response to growing student 
numbers and demand that could not be 
met. Nonetheless, this mechanism sent 
an unintended signal to students, re-
sulting in undesired negative conse-
quences. It is likely the perpetuation of 
the message that programming is hard 
has similar effects.

A recent series of NSF workshops re-
vealed one of the most-heard com-
ments made by non-computing educa-
tors when discussing computing 
curricula was “stop making comput-
ing/programming look scary.”2 Is that 
really the image that we intend to por-
tray or is it just a byproduct of comput-
ing culture? If educators think that 
programming is scary, how can we ex-
pect students to think any differently? 
These messages may already have re-
sulted in countless students abandon-
ing computing, or not considering it in 
the first place. We will never know. It is 
likely that untold damage has already 
occurred and continues to accumulate.

The Future 
The relatively short history of program-
ming is filled with constant change, 
and what is taught can change often.3 
Character-based high-level program-
ming has, overall, led the battle for 
adoption particularly at university and 
in industry, but there are many exam-
ples of programming that do not fit 
this mold. From Logo and Hypertalk, 
to prototype spoken-language pro-

gramming languages, to block-based 
programming, and domain- and task-
specific programming, what exactly 
constitutes programming can depend 
on who is asked and when they are 
asked. Today, low-code and no-code 
are emerging programming modali-
ties, another sign that what constitutes 
programming is in constant flux. The 
number of programmers in non-com-
puting contexts is also rapidly increas-
ing.1 Surely even if programming was 
deemed hard yesterday, that does not 
mean it will be tomorrow. 

How can we change programming’s 
notorious reputation? The answer is 
likely multifaceted and includes being 
aware of the true effects of the beliefs 
we hold and the messages we send. In 
addition, these should be based on evi-
dence, informed by an appropriate di-
versity of people. We should have real-
istic expectations of students and focus 
on what we know is successful both in 
practice and in our messaging, includ-
ing examining the intent of statements 
on the matter.

Conclusion 
The notion that “programming is 
hard” is frequently reinforced in our 
classrooms, workplaces, academic lit-
erature, and the media. However, this 
position frequently reflects ideologi-
cal views and lacks sufficient evidence. 
Statements that programming is hard 
can have obvious direct consequences. 
However, they can also convey more 
indirect messages—in effect sending 
signals that can have unintended con-
sequences on students, educators, the 
community, and the discipline of com-
puting itself. These are rarely consid-
ered.

Is programming hard or not? Cur-
rent evidence is not compelling nor di-
verse enough to answer this question in 
general. More defensible (and likely 
honest) answers are: “it depends,” and 
“both.” Why then, is it so common to 
say that it is hard? Is it often said anec-
dotally because there is not that much 
evidence to support it? Because the evi-
dence that does exist is difficult to un-
derstand? Could it be that it is just too 
convenient for motivating and justify-
ing work? Is it that many want program-
ming to seem hard, consciously, or un-
consciously? Do tech companies and 
hiring managers depend on the image 
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my career, when nothing has been fur-
ther from the truth.

While it is true that the last piece of 
assembler I wrote by hand (and which 
wound up in a commercial product) 
was written 30 years ago, the lessons I 
learned by interacting directly with the 
hardware—without even the cushion 
of C (a.k.a. assembly with for loops)—
remain with me to this day and have al-
lowed me to track down difficult bugs, 
as well as significant performance 
problems. I have written in the past 
about understanding algorithms and 
how these expressions of problem 
solving relate to good performancea 
but the other side of this coin is under-
standing how the machine on which 
your algorithms run actually works. 
What does it take to understand the 
nether regions of computer systems? 
KV’s advice comes in three parts: Start 
small. Start small. Start small.

Start at the small end of processor 
and computer hardware. A modern 
laptop, desktop, or server system is a 
fantastically complex piece of equip-
ment that for the most part grew by the 
accretion of features that will utterly 
distract anyone who is new to this area 
of computing. You want to start with 
a small system, with few features, and 
with a small instruction set, so that you 
can, hopefully, jam nearly all the de-
tails into your head at once. Symmetric 

a	 See https://bit.ly/3io2PuF

Dear KV,
I have read enough of your columns to 
see that one of your frequent themes is 
that source code is meant to be read by 
people, including one’s future selves, 
and that how that code is processed by 
an interpreter such as Python or a com-
piler is less important than making the 
code clear to the next reader. You seem 
to be saying that our tools will work out 
what we mean and that we should treat 
the interpreter or compiler as a black 
box that magically turns our source 
into running code. I feel you are ignor-
ing an important part of understanding 
software, which is what happens when 
your compiled code executes on a ma-
chine—after all, no computer executes 
C, C++, or Rust directly; they are run-
ning a compiled binary. What happens 
when you have a bug that appears in the 
binary only because of a mistake by the 
compiler, linker, assembler, or other 
part of the tool chain, which must occur 
from time to time. What then?

Dissembling at the Back End

Dear Dissembling,
Indeed, there have been many people 
and many movements within the soft-
ware industry over the past 50 years that 
have shifted developers and develop-
ment further away from machine code 
and assembly language—and not with-
out good reasons. The abstractions of 
higher-level languages over the admit-

tedly brief history of computing have 
allowed the explosion of software and 
services that nonprogrammers take for 
granted every day. Those of us who often 
work down in the bowels of technology 
know that these abstractions, and the 
movement of developers away from the 
machine, come with costs.

There are many problems in software 
systems that cannot be properly under-
stood without a good understanding of 
the lower-level—some might argue the 
lowest-level—details of the machines 
we work on, and it shocks and angers me 
when I try to explain such things and get 
blank stares from people who have been 
in the industry for many years. The atti-
tude can be summed up in a line I heard 
back in high school when I was learn-
ing my first assembly language on what 
was even then an ancient machine, the 
DEC-10. “You’ll never need to use this 
because in the future all languages will 
be high-level like Fortran and Cobol” 
was the refrain of the math teachers who 
proctored our computer lab.

What is interesting about this quote 
is that it is wrong in two different ways. 
The first is that the languages they 
chose, though they are still in use today, 
are by far not the majority languages in 
software development, meaning that 
they were not the be-all and end-all that 
these teachers thought they were. The 
second fallacy is the idea that what I 
learned in my first brush with assembly 
and machine code would be useless in 

Kode Vicious  
In Praise of  
the Disassembler 
There is much to be learned from the lower-level details of hardware. 
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V where each instruction is very simple, 
and complex operations must be built 
out of these. Much of the raw assembly 
that is still written today is along this 
model of a few pages of instructions.

When you are starting out you want 
to be able to hold the entire program 
in your head if at all possible. Once 
you are conversant with your first, 
simple assembly language and the 
machine architecture you are working 
with, it will be completely possible to 
look at a page or two of your assembly 
and know not only what it is supposed 
to do but also what the machine will 
do for you step by step. When you look 
at a high-level language, you should be 
able to understand what you mean it 
to do, but often you have no idea just 
how your intent will be translated into 
action—assembly and machine code 
is where the action is.

Developing these skills will take you 
far past blinking an LED on a hobby 
board. Being able to apply these same 
skills to larger machines, with more 
complex architectures, makes it pos-
sible to find all kinds of Heisenbugs,c 
optimize systems for power and perfor-
mance, as well as understand the rami-
fications of low-level security attacks 
such as return-oriented programming 
(ROP) and buffer overflows. Without 
these skills, you are relegated to the 
cloudy upper layers of software, which 
is fine, until the tools or your hardware 
or the gods of software fail you.

KV

c	 See https://bit.ly/2TMk1j3
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multiprocessing, multilevel caches, 
speculative execution of instructions, 
long pipelines, and all the rest of the 
innovations in hardware that have 
been added to improve performance 
as we have hit the wall at the end of 
Moore’s Law are important to learn—
later. Very few people start learning 
piano by sitting down to play Mozart 
or Fats Waller, and so you should not 
attempt to scale the heights of a super-
scaler processor on day one.

A good place to start in 2021 is with 
a small, cheap, embedded processor, 
and by this I definitely do not mean the 
Raspberry Pi or any of that ilk. The cur-
rent Pi is based on a complex ARMv8 
design. Do not start there. A better place 
to start is with the popular Atmel AVR 
chips, which are available on Arduino 
and other boards used by hobbyists and 
embedded-systems designers. These 
processors are eight-bit—yes, you read 
that correctly, eight-bit—systems much 
like the early microcomputers of the 
1980s, and they have small memories, 
slow processing speeds, a small num-
ber of registers, and most importantly, 
a small and easy-to-remember set of as-
sembly operations (opcodes).

These constraints actually help you 
learn the machine without a lot of extra-
neous distractions. Another advantage 
of this architecture is that instructions 
take either one or two clock cycles, de-
pending on whether they are internal 
or I/O operations. Having instructions 
with a small, known cycle time makes 
it easier to think about the performance 
of the code you’re looking at. Getting ex-
perience with performance in this way 
is key to being able to understand the 
performance of larger and more com-
plex architectures. KV cannot empha-
size enough that you want to start with 
an assembly language that is small and 
easy to understand. Go look at any data 
book for a big Intel, ARM, or other pro-
cessor and you will see what I mean. The 
AVR instruction set fits on a single page.

Read small programs. I have given 
this advice to developers of languages at 
all levels, from high to low, but when you 
are trying to learn the lowest levels of 
the machine, it is even more important. 
The canonical “Hello, World” program 
taught to all C programmers results in a 
binary file with millions of instructions 
when it is statically linked. A descrip-
tion of what happens when you execute 

it is the subject of an excellent talk by 
Brooks Davis at the 2016 Technical BS-
DCan Conference.b

The examples in most beginning 
programming tutorials for the Ardui-
no—those that blink an LED—are the 
size of an example I would suggest. Lat-
er, you can develop a code editor that 
morphs into a mail reader and Web 
browser, which seems to be the course 
of all software projects over time, but 
for now just turn the light on and off. 
There are two ways to examine these 
small programs. The first is to look at 
the output of various compilers that 
build C or higher-level code for these 
embedded devices, such as the Arduino 
IDE, or LLVM- and GNU-based cross-
compilers. You can look at the code by 
dumping it with an objdump program, 
or you can look at it in a debugger if you 
have one that understands the AVR in-
struction set. The debugger is the more 
interesting environment because you 
can both read the code and also ex-
ecute it, stop it, inspect registers and 
memory, and the like. Both LLDB from 
LLVM and GDB from GNU have assem-
bler modes, so you can even switch 
between a higher-level language and 
assembler.

Write small pieces of low-level 
code. That piece of assembly I wrote 
30 years ago was only a couple of pages 
long, in part because what it did was 
simple (pulling audio data from a par-
allel port on a microcomputer) and 
because it was written using a power-
ful complex instruction set computer 
(CISC) assembly language (Motorola 
68K). A CISC assembly language is 
closer to C than machine code and of-
ten has opcodes that do quite a bit on 
your behalf. The AVR can be consid-
ered in the family of reduced instruc-
tion set computer (RISC) processors, 

b	 See https://bit.ly/3gl3CK1

What does it take 
to understand the 
nether regions of 
computer systems?
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Humans in the Group; Computers in 
the Loop. While people are instinctively 
social, they benefit from well-designed 
computers. Some designers favor devel-
oping computers as collaborators, 
teammates, and partners, when adding 
control panels and status displays 
would make them comprehensible ap-
pliances. Machine and deep learning 
strategies will be more widely used if 
they are integrated in visual user inter-
faces, as they are in counterterrorism 
centers, financial trading rooms, and 
transportation or utility control centers.

Explainable AI (XAI) and Compre-
hensible AI (CAI). Many researchers 

T
H E  H I G H  E X P E C TAT I O N S  of AI 
have triggered worldwide in-
terest and concern, generat-
ing 400+ policy documents 
on responsible AI. Intense 

discussions over the ethical issues lay 
a helpful foundation, preparing re-
searchers, managers, policy makers, 
and educators for constructive discus-
sions that will lead to clear recommen-
dations for building the reliable, safe, 
and trustworthy systems6 that will be 
commercial success. This Viewpoint 
focuses on four themes that lead to 15 
recommendations for moving for-
ward. The four themes combine AI 
thinking with human-centered User 
Experience Design (UXD).

Ethics and Design. Ethical discus-
sions are a vital foundation, but raising 
the edifice of responsible AI requires 
design decisions to guide software en-
gineering teams, business managers, 
industry leaders, and government poli-
cymakers. Ethical concerns are cata-
logued in the Berkman Klein Center re-
port3 that offers ethical principles in 
eight categories: privacy, accountability, 
safety and security, transparency and ex-
plainability, fairness and non-discrimi-
nation, human control of technology, 
professional responsibility, and promo-
tion of human values. These important 
ethical foundations can be strength-
ened with actionable design guidelines.

Autonomous Algorithms and Hu-
man Control. The recent CRA report2 
on “Assured Autonomy” and the IEEE’s 
influential report4 on “Ethically Aligned 

Design” are strongly devoted to “Auton-
omous and Intelligent Systems.” The 
reports emphasize machine autonomy, 
which becomes safer when human con-
trol can be exercised to prevent dam-
age. I share the desire for autonomy by 
way of elegant and efficient algorithms, 
while adding well-designed control 
panels for users and supervisors to en-
sure safer outcomes. Autonomous aeri-
al drones become more effective as re-
motely piloted aircraft and NASA’s Mars 
Rovers can make autonomous move-
ments, but there is a whole control 
room of operators managing the larger 
picture of what is happening.

Viewpoint 
Responsible AI: Bridging 
From Ethics to Practice
Recommendations for increasing the benefits  
of artificial intelligence technologies.
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V racial, and other biases.1 Toolkits for 
fairness testing from researchers and 
commercial providers can seed the 
process, but involvement from stake-
holders will do much to increase fair-
ness and build connections that could 
be helpful when problems emerge.

5) Explainable user interfaces: Soft-
ware engineers recognize that explain-
able user interfaces enable more re-
liable development processes since 
algorithmic errors and anomalous data 
can be found more easily when explain-
ability is supported. Exploratory user 
interfaces, often based on visualization 
are proving to be increasingly valuable 
in preventing confusion and under-
standing errors. Weld and Bansal14 rec-
ommend that designers should “make 
the explanation system interactive so 
users can drill down until they are satis-
fied with their understanding.”

Critics of these practices believe in-
novation is happening so quickly that 
these are luxuries that most software 
engineering teams cannot afford. 
Changing from the current practice of 
releasing partially tested software will 
yield more reliable and safer products 
and services.

ORGANIZATION: Safety 
Culture through Business 
Management Strategies
Management investment in an organi-
zational safety culture requires budget 
and personnel, but the payoff is in re-
duced injuries, damage, and costs.

from AI and HCI have turned to the 
problem of providing explanations of 
AI decisions, as required by the Euro-
pean General Data Protection Regula-
tion (GDPR) stipulating a “right to ex-
planation.”13 Explanations of why 
mortgage applications or parole re-
quests are rejected can include local or 
global descriptions, but a useful com-
plementary approach is to prevent 
confusion and surprise by making 
comprehensible user interfaces that 
enable rapid interactive exploration of 
decision spaces.

Combining AI with UXD will enable 
rapid progress to the goals of reliable, 
safe, and trustworthy systems. Soft-
ware engineers, designers, develop-
ers, and their managers are practitio-
ners who need more than ethical 
discussion. They want clear guidance 
about what to do today as they work to-
ward deadlines with their limited 
team resources. They operate in com-
petitive markets that reward speed, 
clarity, and performance.

This Viewpoint is a brief introduc-
tion to the 15 recommendations in a 
recent article in the ACM Transactions 
on Interactive Intelligent Systems,8 
which bridge the gap between widely 
discussed ethical principles and prac-
tical steps for effective governance that 
will lead to reliable, safe, and trustwor-
thy AI systems. That article offers de-
tailed descriptions and numerous ref-
erences. The recommendations, 
grouped into three levels of governance 
structures, are meant to provoke dis-
cussions that could lead to validated, 
refined, and widely implemented prac-
tices (see the figure here).

TEAM: Reliable Systems 
Based on Sound Software 
Engineering Practices
These practices are intended for soft-
ware engineering teams of designers, 
developers, and managers.

1) Audit trails and analysis tools: Soft-
ware engineers could emulate the safe-
ty of civil aviation by making a “flight 
data recorder for every robot” to record 
actions, so that retrospective analyses 
of failures and near misses could track 
what happened and how dangers were 
avoided. Then analysts could make 
recommendations for improving de-
sign and training. Audit trails require 
upfront effort, but by reducing failures 

and improving performance they re-
duce injuries, damage, and costs.

2) Software engineering workflows: 
Proposals for distinctive workflows for 
machine learning projects require ex-
panded efforts with user requirements 
gathering, data collection, cleaning, 
and labeling, with use of visualization 
and data analytics to understand ab-
normal distributions, errors and miss-
ing data, clusters, gaps, and anomalies.

3) Verification and validation testing: 
The unpredictable performance of ma-
chine learning algorithms, means that 
algorithms need careful testing with 
numerous benchmark tasks. Since 
machine learning is highly dependent 
on the training data, different datasets 
need to be collected for each context to 
increase accuracy and reduce biases.

4) Bias testing to enhance fairness: 
Beyond algorithm correctness and data 
quality, careful testing will enhance 
fairness by lessening gender, ethnic, 

Combining AI with 
UXD will enable rapid 
progress to the goals 
of reliable, safe, and 
trustworthy systems. 

Governance structures to guide teams, organizations, and industry leaders.

Governance Structures for Human-Centered AI

Trustworthy Certification:
External Reviews

Independent Oversight:Organization:

Industry:

Safety Culture:
Organizational Design

Management Strategies:
Team:

Reliable Systems:
Software Engineering

Technical Practices:
Audit Trails, SE Workflows
Verification and Bias-testing
Explainable UIs

Government Regulation

Auditing Firms

Insurance Companies

NGOs and Civil Society

Professional Organizations

Leadership Commitment
Hiring and Training
Failures and Near Misses

Internal Reviews
Industry Standards
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scheduled monthly meetings to discuss 
failures and near misses, as well as to 
celebrate resilient efforts in the face of 
serious challenges. Review boards, such 
as hospital-based ones, may include 
managers, staff, and others, who offer 
diverse perspectives on how to promote 
continuous improvement. Google, Mi-
crosoft, Facebook, and other leading 
corporations have established internal 
review processes for AI systems.

10) Alignment with industry stan-
dard practices: Participation in indus-
try standards groups such as those run 
by the IEEE, International Standards 
Organization, or the Robotics Indus-
tries Association show organizational 
commitment to developing good prac-
tices. AI-oriented extensions of the 
software engineering Capability Matu-
rity Model11 are being developed to en-
able organizations to develop carefully 
managed processes and appropriate 
metrics to improve software quality.

Skeptics worry that organizations 
are so driven by short-term schedules, 
budgets, and competitive pressures 
that the commitment to these safety 
culture practices will be modest and 
fleeting.5 Organizations can respond 
by issuing annual safety reports with 
standard measures and independent 
oversight. It may take years for organi-
zations to mature enough so they make 
serious commitments to safety.

INDUSTRY: Trustworthy 
Certification by 
Independent Oversight
The third governance layer brings 
industry-specific independent over-
sight to achieve trustworthy systems 
that receive wide public acceptance. 
The key to independent oversight is to 
support the legal, moral, and ethical 
principles of human or organizational 
responsibility and liability for their 
products and services. Responsibility 
is a complex topic, with nuanced vari-
ations such as legal liability, profes-
sional accountability, moral respon-
sibility, and ethical bias. Independent 
oversight is widely used by businesses, 
government agencies, universities, 
non-governmental organizations, and 
civic society to stimulate discussions, 
review plans, monitor ongoing pro-
cesses, and analyze failures. The goal 
of independent oversight is to pro-
mote continuous improvements that 

6) Leadership commitment to safe-
ty: Leadership commitment is made 
visible to employees by frequent re-
statements of that commitment, posi-
tive efforts in hiring, repeated train-
ing, and dealing openly with failures 
and near misses. Reviews of incidents, 
such as monthly hospital review board 
meetings can bring much increased 
patient safety.

7) Hiring and training oriented to 
safety: When safety is included in job 
hiring position statements, that com-
mitment becomes visible to current 
employees and potential new hires. 
Safety cultures may need experienced 
safety professionals from health, hu-
man resources, organizational design, 
ethnography, and forensics. Train-
ing exercises take time but the payoff 
comes when failures can be avoided 
and recovery made rapid.

8) Extensive reporting of failures 
and near misses: Safety-oriented or-
ganizations regularly report on their 
failures (sometimes referred to as ad-
verse events) and near misses (some-
times referred to as “close calls”). Near 
misses can be small mistakes that are 
handled easily or dangerous practices 
that can be avoided, thereby limiting 
serious failures. NASA’s Aviation Safe-
ty Reporting System (https://go.nasa.
gov/2TdJhi1) and the Food and Drug 
Administration’s Adverse Event Re-
porting System (https://bit.ly/3zl1A5B) 
provide models for public reporting of 
problems users encounter, while Bug-
zilla (https://bit.ly/3cRlkUT) is a useful 
model for technical bug reporting.

9) Internal review boards for prob-
lems and future plans: Commitment 
to a safety culture is shown by regularly 

Changing from the 
current practice of 
releasing partially 
tested software will 
yield more reliable 
and safer products 
and services.Learn more:

https://src.acm.org
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technology innovation and more effec-
tive governance.

These recommendations for teams, 
organizations, and industries are 
meant to increase reliability, safety, 
and trustworthiness while increasing 
the benefits of AI technologies. After 
all, the stakes are high: the right kinds 
of technology advance human values 
and dignity, while promoting self-
efficacy, creativity, and responsibility. 
The wrong kinds of technology will in-
crease the dangers from failures and 
malicious actors. Constructive adop-
tion of these recommendations could 
do much to improve privacy, security, 
environmental protection, economic 
development, healthcare, social jus-
tice, and human rights.	
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ensure reliable, safe, and trustworthy 
products and services.

11) Government interventions and 
regulation: Many current AI industry 
leaders and government policy makers 
fear that government regulation would 
limit innovation, but when done care-
fully, regulation can accelerate innova-
tion as it did with automobile safety 
and fuel efficiency. A U.S. government 
memorandum for Executive Branch 
Departments and Agencies offered 
ten principles for “stewardship of AI 
applications,”10,12 but then backed 
away by suggesting that: “The private 
sector and other stakeholders may de-
velop voluntary consensus standards 
that concern AI applications, which 
provide nonregulatory approaches to 
manage risks associated with AI ap-
plications that are potentially more 
adaptable to the demands of a rapidly 
evolving technology.”

12) Accounting firms conduct exter-
nal audits for AI systems: Independent 
financial audit firms, which analyze 
corporate financial statements to certi-
fy they are accurate, truthful, and com-
plete, could develop reviewing strate-
gies for corporate AI projects. They 
would also make recommendations 
to their client companies about what 
improvements to make. These firms 
often develop close relationships with 
internal auditing committees, so that 
there is a good chance that recommen-
dations will be implemented.

13) Insurance companies compen-
sate for AI failures: The insurance 
industry is a potential guarantor of 
trustworthiness, as it is in the building, 
manufacturing, and medical domains. 
Insurance companies could specify 
requirements for insurability of AI sys-
tems in manufacturing, medical, trans-
portation, industrial, and other do-
mains. They have long played a key role 
in ensuring building safety by requiring 
adherence to building codes for struc-
tural strength, fire safety, flood protec-
tion, and many other features. Building 
codes could be a model for software 
engineers, as described in Landwehr’s 
proposal for “a building code for build-
ing code.”6 He extends historical anal-
ogies to plumbing, fire, or electrical 
standards by reviewing software engi-
neering for avionics, medical devices, 
and cybersecurity, but the extension to 
AI systems seems natural.

14) Non-governmental and civil so-
ciety organizations: NGOs have proven 
to be early leaders in developing new 
ideas about AI principles and ethics, 
but now they will need to increase their 
attention to developing ideas about im-
plementing software engineering prac-
tices and business management strat-
egies. An inspiring example is how the 
Algorithmic Justice League was able to 
get large technology companies to im-
prove their facial recognition products 
so as to reduce gender and racial bias 
within a two-year period. This group’s 
pressure was influential in the Spring 
2020 decisions of leading companies 
to halt their sales to police agencies in 
the wake of the intense movement to 
limit police racial bias.

15) Professional organizations and 
research institutes: Established and 
new organizations have been vigor-
ously engaged in international discus-
sions on ethical and practical design 
principles for responsible AI. However, 
skeptics caution that industry experts 
and leaders often dominate profes-
sional organizations, so they may push 
for less restrictive guidelines and stan-
dards.9 Ensuring diverse participation 
in professional organizations and open 
reporting, such as the Partnership on 
AI’s Incident Database can promote 
meaningful design improvements. Ac-
ademic research centers have been in-
fluential but their resources are often 
dwarfed by the budgets, systems, and 
datasets held by leading companies. 
Industry-supported research centers 
such as Open AI (https://openai.org) 
and the Partnership on AI (https://part-
nershiponai.org) could play a role in 

These 
recommendations  
are meant to increase 
reliability, safety, 
and trustworthiness 
while increasing  
the benefits  
of AI technologies.
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entists do not live in a closed world of 
peers. Their achievements can lead to 
various forms of public engagement. 
This is especially true for CS research, 
whose artifacts may lead to practical 
use and societal innovations. Research-
ers often cooperate with industry in 
joint programs or spin-off new indus-
trial initiatives exploiting their results.

In my recent book, Being a Re-
searcher—An Informatics Perspective,1 I 
discuss research dissemination. I also 
discuss the importance of a generally 
more neglected and more sporadic 
form of public engagement through 

T
HE SUDDEN DISRUPTION brought 
to our world by COVID-19 has 
put science and research at 
the center of the public atten-
tion. Scientists have been 

asked why the pandemic developed, 
how it may be countered and possibly 
defeated, and how its spread could be 
prevented. Almost all branches of sci-
ence have been involved: from health to 
social sciences, from economics to 
technological sciences. Computer sci-
ence (CS) was no exception. Its role—
from tracing apps to modeling and sim-
ulation of virus spread—has been 
crucial. How did we manage this transi-
tion to the spotlight? What lessons can 
we learn? Hereafter, I will mainly focus 
on a key question: How effectively do 
we, as researchers, communicate with 
society? How should we equip ourselves 
to do it right? Why should we do it?

Scientific Dissemination
Researchers know how to communi-
cate with peers. They learn how to do 
it since they enter a Ph.D. program, 
and continue to learn and improve 
throughout their career. Research is 
an intrinsically open process that re-
lies on communication among peers. 
The main ambition of scientists is to 
achieve novel results and dissemi-
nate them to the world, contributing 
to the advance of human knowledge 
and welfare. Dissemination is mostly 
achieved through publications: re-
search results have no value until they 

become public and can be challenged 
by further research and used to ad-
vance science or to exploit it. The term 
“publication” comes from Latin “pub-
licare,” meaning “make public.” The 
pre-publication peer review process 
acts as a scientific filter. Publication 
exposes results to continuous valida-
tion through test of time.

Publication and engagement in de-
bates with peers are key aspects of re-
searchers’ life. Career progress de-
pends on how successful they are in 
producing and disseminating results 
within their community. However, sci-
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Recent experiences toward communicating science to the general public.
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V orous, introduction to the essentials of 
physics. Computer scientist David 
Harel delivered widely acclaimed pro-
grams on Israeli radio and television; 
he published two broadly accessible yet 
informative books4,5 on the fundamen-
tal notions and limitations of comput-
ability and algorithms. Another out-
standing example is Michael Kearns’s 
and Aaron Roth’s recent book, The Ethi-
cal Algorithm,6 which discusses the rela-
tion between algorithms and ethics—a 
crucial question in our society, where 
an unprecedented availability of data 
enables algorithms to automate hu-
man decisions and actions. Efforts of 
this kind are commendable, because 
understanding science makes citizens 
aware of its transformational role of 
society and empowers them to make 
more informed decisions.

Apart from some notable examples, 
the practice of public engagement is 
largely neglected, underrated, and even 
dismissed. Researchers do not learn 
how to debate science with the general 
public as part of their education. The 
existing reward system does not recog-
nize it; promotion cases largely ignore 
it. Consequently, it is not surprising 
that when scientists do it, they mostly 
improvise, and the results are often 
poor and ineffective. Conversely, the 
ability to speak science to society is cru-
cial, especially when research results 
have direct impact on society and hu-
man life, as in the time of COVID-19. It 
is especially and increasingly true for 
CS, due to its pervasive role in our soci-
ety, through automation and autono-
mous decision making. Scientists can-
not just focus on the development of 
technology but need to engage in dis-
cussions about its use and the ensuing 
potential disruptions.

Effective communication between 
researchers and the general public also 
demands a mature and competent au-
dience. This raises additional serious 
concerns, since regrettably the level of 
scientific education has been decreas-
ing in many countries. Most impor-
tant, there is a lack of understanding of 
what science and the scientific method 
are all about, and hence the notion of 
validity of scientific results. Science 
does not produce absolute truths or 
perfect solutions; for most results, sci-
entists can only say that all the evi-
dence they have does not support the 

which scientists lead, or participate in, 
scientific debates with a broader audi-
ence, outside the circle of peers: with 
government, policy- and decision makers, 
and the general public. This participa-
tion exploded in COVID-19 time.

Public engagement became crucial 
since the scientific revolution in the 
17th century, which proved that science 
is the main propeller of continuous 
changes and societal progress.2 This 
caused continuous interaction be-
tween science and politics. In some 
cases, the political power even exerted 
control over scientific results. Today, 
politicians and governments often in-
teract with scientists to ground their 
decisions on sound and factual data. 
Engagement in debates with the gen-
eral public also became quite com-
mon, although still sporadic. At the 
end of World War II, several physicists 
initiated passionate discussions on the 
relation between research and war and 
became actively involved in pro-peace 
initiatives. Today scientists are often 
interviewed by media to comment on 
shocking examples of technological 
success or failures. In fewer cases, pub-
lic engagement is a systematic effort to 
bring science to the broader public.

There are some good examples of 
more systematic efforts. The Jefferson 
Science Fellows programa in the U.S. 
has been launched to engage the Amer-
ican academic community with gov-
ernment. Scientists can spend a year in 
the U.S. Department of State or U.S. 
Agency for International Development 
advising on science and technology in 
relation with foreign policy and inter-
national development. The AAAS—
American Association for the Advance-
ment of Science—has launched the 
STPF Fellowship to support scientists 
who serve for one year engaging in pub-
lic affairs in various branches of the 
U.S. federal government.b

There are also outstanding exam-
ples of top scientists who actively en-
gaged in communicating science with 
the general public. The famous physi-
cist (and Nobel prize recipient) Rich-
ard Feynman did documentaries and 
interviews on BBCc and wrote a book,2 
which provide an entertaining, yet rig-

a	 See https://bit.ly/3598wVj
b	 See  https://bit.ly/3v54tEc
c	 See https://bbc.in/2Sgomef

hypothesis that they are invalid. Like-
wise, most artifacts produced by tech-
nological research have limitations, 
they work under certain conditions, 
and may be further improved. Despite 
limitations and uncertainties, science 
is yet the best cognitive source we can 
rely upon at any given time. Regretta-
bly, lack of scientific education gener-
ates a communication mismatch be-
tween researchers and the audience.

The convergence of two problems—
poor dissemination of research by scien-
tists and lack of basic scientific knowl-
edge by the general audience—generates 
serious consequences. It is the main 
source of distrust of research and the 
cause of a phenomenon aptly called 
“death of expertise” by Tom Nichols.7

Science in the Time of COVID-19
Let us look back to what happened with 
the pandemic and what can be learned, 
to reflect on the role of science. More 
specifically, why and how we should 
communicate and interact with soci-
ety at large and what should be done to 
make it possible.

COVID-19 brought science back on 
stage in the spotlight, emerging from 
the shaded “death of expertise” cor-
ner. Science and technology proved to 
be decisive weapons to fight against 
the virus. Scientific knowledge guided 
doctors and nurses to save human 
lives. The technology used to save pa-
tients is a product of research by doc-
tors and engineers. The algorithms to 
model and predict virus spread and 
the monitoring apps that detect physi-
cal proximity with contagious individ-
uals come from CS. Most important, 
the development of vaccines in a very 
short time frame has been a spectacu-
lar success of medical research.

COVID-19 has also been a show-
case of the limits of science. At the be-
ginning, scientists did not know the 
virus and could not provide adequate 
responses to defeat it. The initial lack 
of scientific knowledge has generated 
confusion in the general public and in 
the discussions with politicians and 
decision makers. Scientists played 
their part in generating further confu-
sion. Inevitably, they were not pre-
pared to provide a consolidated view 
of science on an unknown phenome-
non that was threatening human lives 
worldwide. Ignorance of the virus led 

https://bit.ly/3598wVj
https://bit.ly/3v54tEc
https://bbc.in/2Sgomef
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adopted by academic institutions. 
Professional and academic organiza-
tions—like ACM, IEEE, Informatics 
Europe, CRA—and institutions (for 
example, colleges or universities) 
might recognize outstanding exam-
ples through dedicated awards. Re-
search funding programs should pro-
vide support for dissemination and 
outreach. More initiatives such as the 
aforementioned Jefferson Science or 
the STPF fellowships should be under-
taken. These are only possible exam-
ples of important incremental steps, 
which may be rather naturally integrat-
ed in our existing processes and orga-
nization. Finally, we should continue 
to strive for better science education in 
schools at all levels, to form new gen-
erations of responsible citizens. Effec-
tive communication requires mature 
interlocutors at both sides.

We should learn from the pandemic 
to avoid falling back into the “death 
of expertise” pre-COVID-19 situation. 
We should mobilize energies to ask for 
better and broader science education 
for the young generations. We should 
learn how to speak science and broadly 
spread research results in an ethical 
way, avoiding both arrogance and over-
simplification. We should avoid over-
selling our contributions. With respect 
to politicians, we should not be silent 
when decisions are made against sci-
entific evidence. At the same time, we 
should humbly accept decisions that 
do not optimize our own specific view-
point, when other societally relevant is-
sues must also be considered.	
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some to initially underestimate its de-
structive power, while others seemed 
to be overly pessimistic. Sometimes, 
the two factions publicly engaged in 
disputes and gained visibility through 
the media. People got disoriented, 
and this was exacerbated by the lack of 
understanding of what science and 
the scientific method are. Scientists 
should have always distinguished be-
tween what is known, within the cur-
rent frontiers of knowledge, and what 
is uncertain or poorly understood and 
needs further investigation.

The scale and complexity of COVID-19 
also taught us another lesson. Often, 
real-life problems cut across several sci-
entific areas: all of them can contribute 
to devise potential solutions, none of 
them are self-sufficient. Often, solu-
tions do not depend on purely technical 
goals, but require setting parameters 
that depend on societal values. For ex-
ample, distancing and lockdown may 
counter human relations and economy, 
technological solutions to control the 
spread of infections may counter privacy. 
Unfortunately, sometimes scientists 
seemed to only focus on their narrow 
area and defend (and overestimate) 
their own specific research interests in-
stead of recognizing the need for multi-
disciplinary cooperation.

Some Lessons for the Future
Scientists should consider dissemi-
nation of research results to the gen-
eral public and engagement in public 
debates as part of their duties. They 
should continue to be rewarded for 
their contributions to original, sig-
nificant, and rigorous research, but 
they should also be rewarded for 
their efforts in contributing to the 
global understanding of the societal 
value of research.

This change, however, can only 
happen if the scientific community 
takes the lead and adopts some con-
crete actions. We should teach our stu-
dents, in particular Ph.D. students, 
how to communicate science to the 
general public and engage with soci-
ety. Successful achievements in public 
engagement should be counted in hir-
ing and promotion cases. Academic 
organizations—like Informatics Eu-
rope and the CRA—might lead this 
process and provide recommenda-
tions for good practices that may be 
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to use its own funds to provide free tu-
ition to these students. FSU was faced 
with a dilemma since many of its grad-
uate students were international. Un-
like domestic students, international 
students cannot qualify for in-state 
residency after 12 months and out-
of-state tuition is much more expen-
sive than in-state tuition. At FSU, this 

I
N THE “VARDI’S INSIGHTS” col-
umn, “Where Have All the 
Domestic Graduate Students 
Gone?”, in September 2020 
Communications (p. 5), Moshe 

Vardi stated: “Graduate programs ad-
mit so many international students 
not only because they have strong in-
ternational applicants, but mainly 
because they do not have qualified 
domestic applicants.” The authors of 
this Viewpoint agree with the points 
Vardi made in his column that the U.S. 
should welcome international com-
puter science (CS) graduate students. 
However, we believe it is important to 
try to convince qualified domestic CS 
undergraduate (UG) students to attend 
graduate school as it can be beneficial 
to both the students and the nation 
to do so. In this Viewpoint, we share 
the approaches we have successfully 
utilized in the Florida State University 
(FSU) Department of Computer Science 
to increase the number of domestic CS 
graduate students.

In the past it had been the policy 
in the State of Florida that the State 
would provide a tuition waiver to all 
graduate students at Florida public 
state universities who were supported 
by a teaching or research assistant-
ship. Between 1995 and 2005, the State 
of Florida made a sequence of changes 

to the way it would fund the state uni-
versity system. One consequence of 
those shifts was that each university 
would need to take responsibility for 
providing tuition waivers. FSU decided 
it was important to not require any FSU 
graduate student on support to pay tu-
ition even without the funding support 
from the State of Florida and decided 
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The Domestic Computer 
Science Graduate Students 
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Recruit Them 
Proven practices to recruit domestic computer science graduate students. 
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Effective Solutions
The next strategy we attempted was to 
have the FSU CS department chair indi-
vidually meet with qualified CS UG stu-
dents. The chair sends individual email 
messages to each FSU CS or computer 
engineering (CE) senior who meets a 
specified GPA requirement that is in-
dicative of likely success in the FSU CS 
graduate program. The chair instructs 
each of these students to contact the 
department secretary to set up an ap-
pointment to meet with him/her and 
does not inform them of the reason for 
the meeting. Very few UG students will 
refuse a request to meet with the de-
partment chair. When the student ar-
rives at the meeting, the chair and often 
one other faculty member (for example, 
the CS Director of Graduate/Under-
graduate Studies) would together meet 
with each student. We compliment the 
student on his/her performance in their 
UG studies and ask the student about 
their plans after graduation. Most of 
the students will reply that they plan on 
getting a job. We ask them if they have 
considered going to graduate school. 
Most of the students reply that they had 
not considered this option. We then 
describe the merits of obtaining a CS 
graduate degree, including:

	˲ CS graduates with an MS or Ph.D. 
can be hired by companies or govern-
ment agencies that would normally 
not consider hiring BS CS graduates. 
One of us describes his own experience 
of the types of jobs that he was offered 
when completing his BS CS degree 
versus the types of jobs he was offered 
when completing his MS CS degree.

	˲ MS CS graduates receive signifi-
cantly higher pay on average than BS CS 
graduates and we provide the statistics 
on average salaries for FSU CS student 
graduates to show that getting an MS 
degree makes financial sense. If a stu-
dent expresses any interest in getting a 
Ph.D., we point out that salaries at aca-
demic institutions tend to be lower than 
the Ph.D. salaries in industry and are of-
ten significantly lower for academic in-
stitutions with only UG students.

	˲ MS CS and Ph.D. CS graduates ob-
tain positions that often provide more 
fulfilling and enjoyable work. For in-
stance, many companies will hire a BS 
CS graduate to be a test engineer while 
an MS CS graduate hired at that same 
company will develop software and/or 

quickly led to a necessary balancing of 
tuition liability by optimizing the mix 
between domestic and international 
graduate assistants, an action that 
would require increasing the fraction 
of funded domestic graduate students.

The FSU Computer Science De-
partment in the 1990s and early 2000s 
had a very large fraction of CS gradu-
ate students who were international 
students. Most of the domestic CS UG 
students in the U.S. have employment 
options after graduation that are not 
available to many CS UG students in 
developing countries. Most of FSU’s 
CS international graduate students are 
from three countries: China, India, and 
Bangladesh. We have very few FSU CS 
international graduate students from 
Western Europe. From our discus-
sions with our European colleagues, 
they face the same challenge of con-
vincing their CS UG students to obtain 
a graduate degree.

We decided that we needed to edu-
cate our CS UG students about the 
merits of attending graduate school in 
order to recruit them into our gradu-
ate program. Our initial attempts in-
cluded sending email to the CS UG 
students, having individual faculty 
talk to students about graduate school 
in senior classes, and holding adver-
tised meetings where we provided 
pizza to encourage students to attend 
and learn about the merits of going to 
graduate school. These efforts had lit-
tle success as they did not significantly 
increase the number of domestic ap-
plicants to our graduate program.

Conventional 
methods of 
distributing graduate 
school information  
to domestic  
CS undergraduate 
students  
are ineffective.For further information 
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single time for all prospective students 
to visit their department. We have had 
many students state they were very 
impressed that our faculty spent the 
time to individually meet with them. 
Most of our CS faculty members are 
willing to spend the time to meet with 
these students as they realize that it is 
to their benefit to recruit as many well-
qualified students into the FSU CS 
graduate program as possible.

One Step at a Time
We have found it is often difficult to 
convince CS UG domestic students 
to directly enroll in a Ph.D. program 
as that is a significant commitment 
of both time and effort. Obtaining an 
MS CS degree is viewed as much less 
formidable than obtaining a Ph.D. CS 
degree to the average CS UG student. 
We encourage our MS CS students to 
choose the MS thesis option so they 
can get some experience with CS re-
search. A number of our FSU CS fac-
ulty members are willing to work with 
MS CS students on research projects 
as it is possible to get these students to 
accomplish some good research, and 
some of our best MS CS students do 
decide to stay for a Ph.D.

The FSU CS Department has also 
obtained grants from the NSF Cyber-
corps Scholarship for Service (SfS) 
program, which provides a number 
of scholarships for MS CS students. 
These SfS scholarship students are 
required to work for a government 
agency or a federally funded research 
and development center (FFRDC) af-
ter they graduate for a number of cal-
endar years that is equivalent to the 
number of academic years of support 
they received from their scholarship. 
This SfS scholarship program requires 
the student either be a U.S. citizen or 
a U.S. permanent resident. We find the 
financial benefits of the SfS program 
are an excellent incentive for our stu-
dents to obtain an MS CS degree. We 
do encourage students to not enroll in 
the SfS program if they are considering 
getting the Ph.D. degree as the service 
requirement may delay them from en-
rolling in a Ph.D. program.

The FSU CS Department also en-
courages our faculty members to 
actively recruit CS UG domestic stu-
dents, often the top performers in 
their classes, into the FSU CS graduate 

hardware for a product. We mention 
that many Ph.D. graduates decide to 
take academic positions despite re-
ceiving lower salaries because they find 
teaching and research more fulfilling 
than supporting the development or 
maintenance of a product in industry.

	˲ We also describe the types of sup-
port that are offered by the FSU CS De-
partment for graduate students, which 
include fellowships, research assistant-
ships, and teaching assistantships. We 
explain that they will not have to pay any 
tuition if they are on support from the 
department. While we point out that a 
CS graduate student will not get wealthy 
from their graduate stipend, we show 
them that their pay is enough to support 
themselves without assistance from 
their parents or a student loan. We also 
point out that each FSU CS graduate 
student who is on support is assigned 
a desk in an office where they can study 
and perform their assigned duties.

	˲ The FSU CS Department also es-
tablished combined BS/MS programs, 
where a student can take up to four 
CS graduate courses and have these 
courses also count as CS undergradu-
ate electives. We encourage all of the 
qualified CS UG students to enter these 
combined BS/MS programs to see how 
they would like taking graduate cours-
es. The FSU CS faculty member who is 
the Director of Graduate Studies meets 
individually with these UG students 
in the combined BS/MS CS program 
each semester to provide advice about 
which graduate courses they should 
consider taking. Students who success-
fully complete one or more CS gradu-
ate courses gain confidence in their 
ability to obtain a CS graduate degree. 
We also point out that students who 
have taken three or more CS graduate 
courses by the time they complete their 
BS CS degree will very likely reduce the 
time they spend in their CS graduate 
studies by one semester.

Many CS faculty assume CS UG stu-
dents are knowledgeable regarding the 
benefits of getting a graduate degree. 
Our experience with these individual 
meetings taught us that this is far 
from the truth: Many CS UG stu-
dents, including high-achieving stu-
dents, have very  little knowledge 
about graduate school, including the 
benefits of getting a graduate degree, the 
typical activities of a graduate student, 

financial aid for graduate students, as 
well as the application process. For 
some reason, conventional methods 
of distributing graduate school infor-
mation to domestic CS UG are ineffec-
tive. We suspect that some of these 
students may be the first in their fam-
ily to attend a university and very often 
are the first in their family to enroll in 
a CS UG degree program. Given that 
CS domestic students usually have 
employment options when they grad-
uate with a bachelor’s degree, many of 
them will not even consider applying 
to a graduate program.

Over the years, these meetings 
with individual prospective graduate 
students have enjoyed great success. 
We believe these meetings not only 
benefited our department, but also 
the students. Note we are not advo-
cating for recruiting UG students into 
the graduate program of the same 
school. Rather we emphasize that 
there are untapped qualified poten-
tial domestic applicants and that we 
must do a better job in reaching this 
group. If all U.S. universities can find 
effective methods to reach these po-
tential applicants, the nation may not 
be in the situation of lacking domes-
tic CS graduate students.

The FSU CS Department has also 
attempted to recruit domestic gradu-
ate students from other institutions. 
One approach that we have taken is 
to provide a travel reimbursement to 
visit the department for any admitted 
student with financial aid (fellowship, 
teaching assistantship, or research 
assistantship) to our CS graduate pro-
gram that is currently residing in the 
lower 48 U.S. states. Most of these stu-
dents are domestic students. We set up 
a schedule where the student will indi-
vidually meet with FSU CS faculty dur-
ing half-hour time slots. In contrast, 
many other departments will arrange a 

Recruiting domestic 
CS graduate students 
is possible, but it does 
take time and effort.
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more likely to apply and attend a CS 
graduate program themselves.

Despite the effects of these vari-
ous other factors, we believe we can 
still show that our efforts to recruit 
CS domestic graduate students has 
had a positive impact. The accompa-
ny figure shows the FSU CS domestic 
graduate student data for each calen-
dar year from 2012–2020, which had 
similar improving economic condi-
tions each year. We decided to report 
this information in calendar years as 
we tend to have individual meetings 
with prospective CS domestic gradu-
ate students in the Fall semesters. 
Note that the number of FSU CS UG 
students has been significantly in-
creasing from 2012, but has become 
more stable since 2016. Similar in-
creases in CS UG students have been 
seen across the nation. Having more 
CS UG students affects the number 
of prospective graduate students. 
From 2012–2015, the numbers of 
FSU CS graduate students applied 
and enrolled are significantly lower 
than those in more recent years. We 
believe this was in part due to the 
individual meetings with prospec-

program. Many of the FSU CS faculty 
members apply for an NSF Research 
Experience for Undergraduates (REU) 
supplement after obtaining an NSF 
grant or apply for other types of UG 
research grants. Few CS UG students 
will turn down an opportunity to get 
paid for working on a CS research 
project. CS UG students who become 
excited about working on a research 
project are much more likely to enroll 
in a CS graduate program and eventu-
ally get a Ph.D. degree.

FSU CS Domestic Graduate 
Student Data
We realize the number of CS domes-
tic graduate student applications 
can be affected by many factors. Dur-
ing recessions, domestic students 
are more likely to apply to graduate 
school as there are fewer employment 
opportunities. The economies in 
other countries can have an indirect 
impact on the number of domestic 
students who are awarded financial 
aid. In recent years, there has been a 
significant decline in the number of 
FSU CS graduate student applicants 
from India, which we believe is due, 

in part, to the improved employment 
opportunities in their economy. The 
timeliness of processing the gradu-
ate student applications to admit stu-
dents and award financial aid can vary 
depending upon the efficiency of the 
CS graduate student admissions and 
financial aid committee and the office 
staff member who processes the CS 
graduate student applications. Both 
the composition of this committee 
and the CS staff member who process-
es the graduate student applications 
can change over time. Graduate stu-
dent stipends can affect whether or 
not an applicant decides to enroll in a 
graduate program. The number of CS 
UG students affects the number of do-
mestic CS graduate applicants, as we 
can get more applicants when there is 
a larger pool of CS UG students quali-
fied to enter a CS graduate program. 
We found it became easier to recruit 
CS domestic students over the years 
as role models are important. Once 
a CS UG domestic student’s friends 
start to attend a CS graduate program 
and these CS UG students are exposed 
to more domestic CS graduate teach-
ing assistants, then they are much 

https://www.iccq.ru
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of these department chairs made the 
commitment to meet personally with 
FSU CS UG students to discuss the 
merits of attending graduate school. 
This is quite a time commitment giv-
en we typically meet with 50+ students 
each year.

Recruiting domestic CS graduate 
students is possible, but it does take 
time and effort. We feel it is not only 
beneficial to the FSU CS department 
to recruit domestic CS graduate stu-
dents, but it is also very beneficial to 
these students and the nation that we 
convince qualified domestic CS un-
dergraduate students to attend a CS 
graduate program to help them reach 
their potential.

Engineering, mathematics, and the 
physical sciences are also fields that 
have a high fraction of international 
graduate students in the U.S. We be-
lieve the strategies we have utilized 
could increase the number of domestic 
graduate students in these other fields 
as well since our strategies are not spe-
cific to CS students.	

David Whalley (whalley@cs.fsu.edu), Xin Yuan (xyuan@
cs.fsu.edu), and Xiuwen Liu (liux@cs.fsu.edu) are all 
professors in the Florida State University computer 
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tive graduate students from our own 
department being suspended in Fall 
semesters 2011–2013, which affect-
ed the number of FSU domestic CS 
graduate applicants from 2012–2014. 
From 2014–2020, we resumed our 
normal individual meetings with pro-
spective graduate students from our 
own department. However, in 2014, 
the current graduate coordinator 
staff member to process the graduate 
student applications resigned and 
a replacement was not hired for sev-
eral months, which resulted in some 
applications not being processed on 
time and caused some students to 
not complete the application process 
or enroll for the 2015 cycle. Thus, we 
also had a lower number of domestic 
CS graduate student applicants in 
2015. One can see a significant im-
provement in applications and en-
rolled CS domestic graduate students 
from 2016 to 2018, which demon-
strates the effectiveness of individu-
ally meeting with prospective gradu-
ate students. In fall 2018, the FSU CS 
department chair decided to indicate 
to the students he wished to discuss 
the benefits of attending graduate 
school rather than not revealing the 
reason for the meeting in his email 
message to each prospective CS 
graduate student. This resulted in a 
significant decline of the number of 
students meeting with the FSU CS 
department chair. This decline in 
meetings directly correlates to the 
decline in the number of FSU domes-
tic CS graduate student applications 
and newly enrolled students in 2019. 
The FSU CS department chair did not 
reveal the reason for meeting with 
prospective CS graduate students in 
his email message in fall 2019, result-
ing in a large increase in the number 
of CS domestic graduate students in 
2020. We believe this increase was 
also in part due to fewer job opportu-
nities during the COVID-19 pandem-
ic leading to more FSU CS domestic 
graduate student applicants. We also 
had fewer FSU CS graduate students 
enrolled from other countries as 
many U.S. embassies and consulates 
were closed during the pandemic 
causing our international graduate 
student applicants being unable to 
obtain a student visa. The indirect 
impact was that there was less com-

petition for teaching or research as-
sistant positions for FSU CS domestic 
graduate student applicants.

We recognize the data shown in fig-
ure here is not perfectly correlated with 
our efforts to recruit CS domestic gradu-
ate students due to the effect of other 
factors previously described in this sec-
tion. However, we know from our indi-
vidual meetings with prospective gradu-
ate students that many of the students 
tell us they never considered going to 
graduate school and do eventually enroll 
in our CS graduate program or other CS 
graduate programs in the U.S.

Conclusion
Through these efforts previously de-
scribed in this Viewpoint, the FSU CS 
Department for many years has been 
able to recruit a majority of students 
that are domestic among the support-
ed graduate students that enter the 
FSU CS graduate program each year. 
While the majority of our domestic CS 
graduate students are MS students, a 
reasonable fraction is Ph.D. students. 
We believe we need to do a better job 
of convincing our MS CS domestic stu-
dents to stay for the Ph.D. program.

We usually have the CS department 
chair and one other faculty member 
individually meet with our CS UG stu-
dents to discuss the merits of attend-
ing graduate school. It takes approxi-
mately 20–30 minutes to meet with 
each of these students to discuss their 
plans and to describe the merits of at-
tending graduate school. Viewpoint 
authors David Whalley and Xin Yuan 
were FSU CS department chairs pre-
viously and Xiuwen Liu is the current 
FSU CS department chair. All three 

FSU CS domestic graduate student enrollment, admission, and application data. 
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A CHILD WEARING sunglasses is labeled as a “failure, 
loser, nonstarter, unsuccessful person.” This is just one 
of the many systemic biases exposed by ImageNet 
Roulette, an art project that applies labels to user-
submitted photos by sourcing its identification system 
from the original ImageNet database.7 ImageNet, which 
has been one of the instrumental datasets for advancing 
AI, has deleted more than half a million images from its 
“person” category since this instance was reported in 
late 2019.23 Earlier in 2019, researchers showed how 
Facebook’s ad-serving algorithm for deciding who is 
shown a given ad exhibits discrimination based on race, 
gender, and religion of users.1 There have been reports 

of commercial facial-recognition soft-
ware (notably Amazon’s Rekognition, 
among others) being biased against 
darker-skinned women.6,22

These examples provide a glimpse 
into a rapidly growing body of work 
that is exposing the bias associated 
with AI systems, but biased algorith-
mic systems are not a new phenome-
non. As just one example, in 1988, the 
U.K. Commission for Racial Equality 
found a British medical school guilty of 
discrimination because the algorithm 
used to shortlist interview candidates 
was biased against women and appli-
cants with non-European names.17

With the rapid adoption of AI across 
a variety of sectors, including in areas 
such as justice and health care, tech-
nologists and policy makers have 
raised concerns about the lack of ac-
countability and bias associated with 
AI-based decisions. From AI research-
ers and software engineers to product 
leaders and consumers, a variety of 
stakeholders are involved in the AI 
pipeline. The necessary expertise 
around AI, datasets, and the policy and 
rights landscape that collectively helps 
uncover bias is not uniformly available 
among these stakeholders. As a conse-
quence, bias in AI systems can com-
pound inconspicuously.

Consider, for example, the critical 
role of machine learning (ML) devel-
opers in this pipeline. They are asked 
to: preprocess the data appropriately, 
choose the right models from several 
available ones, tune parameters, and 
adapt model architectures to suit the 
requirements of an application. Sup-
pose an ML developer was entrusted 
with developing an AI model to pre-
dict which loans will default. Un-
aware of bias in the training data, an 
engineer may inadvertently train 
models using only the validation ac-
curacy. Suppose the training data 
contained too many young people 
who defaulted. In this case, the model 
is likely to make a similar prediction 
about young people defaulting when 
applied to test data. There is thus a 
need to educate ML developers about 
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Label Bias
Label bias is associated with inconsis-
tencies in the labeling process. Differ-
ent annotators have different styles 
and preferences that get reflected in 
the labels created. A common instance 
of label bias arises when different an-
notators assign differing labels to the 
same type of object (for example, grass 
vs. lawn, painting vs. picture).25

Yet another type of label bias can 
happen when the subjective biases of 
evaluators affect labeling. For example, 
in a task of annotating emotions expe-
rienced in a text, the labels could be bi-
ased by the subjective preferences of 
annotators such as their culture, be-
liefs, and introspective capabilities.24 
Confirmation bias,21 which is the hu-
man tendency to search for, interpret, 
focus on, and remember information 
in a way that confirms one’s precon-
ceptions, is closely related to this type 
of label bias. Thus, labels may be as-
signed based on prior belief rather 
than objective assessments.

A third type of label bias can arise 
from the peak end effect. This is a type 
of memory-related cognitive bias in 
which people judge an experience 
based largely on how they felt at its 
peak (that is, its most intense point) 
and at its end, rather than based on the 
total sum or average of every moment 
of the experience.15 For example, some 
annotators may give more importance 
to the last part of a conversation (rather 
than the entire conversation) in assign-
ing a label.24

Negative Set Bias
Torralba and Efros define negative set 
bias as being introduced in the dataset 
as a consequence of not having enough 
samples representative of “the rest of 
the world.”25 The authors state that 
“datasets define a phenomenon (for ex-
ample, object, scene, event) not just by 
what it is (positive instances), but also 
by what it is not (negative instances).” 
As a consequence, the learned classi-
fiers can perform poorly in detecting 
negative instances.

Biases related to problem formula-
tion. Biases can arise based on how a 
problem is defined. Consider the fol-
lowing example presented in MIT Tech-
nology Review by Karen Hao.13 Suppose 
a credit card company wants to predict 
a customer’s creditworthiness using 

the various kinds of biases that can 
creep into the AI pipeline.

Defining, detecting, measuring, and 
mitigating bias in AI systems is not an 
easy task and is an active area of re-
search.4 A number of efforts are being 
undertaken across governments, non-
profits, and industries, including en-
forcing regulations to address issues 
related to bias. As work proceeds to-
ward recognizing and addressing bias 
in a variety of societal institutions and 
pathways, there is a growing and per-
sistent effort to ensure that computa-
tional systems are designed to address 
these concerns.

The broad goal of this article is to 
educate nondomain experts and prac-
titioners such as ML developers about 
various types of biases that can occur 
across the different stages of the AI 
pipeline and suggest checklists for mit-
igating bias. There is a vast body of lit-
erature related to the design of fair al-
gorithms.4 As this article is directed at 
aiding ML developers, the focus is not 
on the design of fair AI algorithms but 
rather on practical aspects that can be 
followed to limit and test for bias dur-
ing problem formulation, data cre-
ation, data analysis, and evaluation. 
Specifically, the contributions can be 
summarized as follows:

	˲ Taxonomy of biases in the AI pipe-
line. A structural organization of the 
various types of bias that can creep into 
the AI pipeline is provided, anchored 
in the various phases from data cre-
ation and problem formulation to data 
preparation and analysis.

	˲ Guidelines for bridging the gap be-
tween research and practice. Analyses 
that elucidate the challenges associ-
ated with implementing research ideas 
in the real world are listed, as well as 
suggested practices to fill this gap. 
Guidelines that can aid ML developers 
in testing for various kinds of biases 
are provided.

The goal of this work is to enhance 
awareness and practical skills around 
bias, toward the judicious use and 
adoption of AI systems.

Biases in the AI Pipeline
A typical AI pipeline starts from the data-
creation stage: collecting the data; an-
notating or labeling it; and preparing 
or processing it into a format that can 
be consumed by the rest of the pipe-

line. Let’s analyze how different types 
of bias can be introduced in each of 
these steps.

Data-creation bias. Specific types of 
biases can occur during the creation of 
datasets.

Sampling Bias
The bias that arises in a dataset that 
is created by selecting particular types 
of instances more than others (and 
thereby rendering the dataset under-
representative of the real world) is 
called sampling bias. This is one of the 
most common types of dataset biases. 
Datasets are often created with a par-
ticular set of instances. For example, 
image datasets prefer street scenes 
or nature scenes.25 A face-recognition 
algorithm may be fed with more pho-
tos of light-skinned faces than dark-
skinned faces, thereby leading to poor 
performance in recognizing darker-
skinned faces.6 Thus, sampling bias 
can result in poor generalization of 
learned algorithms.

Measurement Bias
Measurement bias is introduced by 
errors in human measurement, or 
because of certain intrinsic habits of 
people in capturing data. As an ex-
ample, consider the creation of image 
and video datasets, where the images 
or videos may reflect the techniques 
used by the photographers. For exam-
ple, some photographers might tend 
to take pictures of objects in similar 
ways; as a result, the dataset may con-
tain object views from certain angles 
only. In their 2011 paper “Unbiased 
Look at Dataset Bias,” Torralba and 
Efros refer to this type of measure-
ment bias as capture bias.25

Another source of measurement 
bias could be a result of the device used 
to capture datasets. For example, cam-
eras used to capture images may be de-
fective, leading to poor-quality images 
and thereby contributing to biased re-
sults. These types of biases are broadly 
categorized as device bias.

A third type of measurement bias 
can occur when proxies are used in-
stead of true values in creating the 
dataset. For example, arrest rates are 
often used instead of crime rates; 
doctor visits and medications are 
used as indicators of medical condi-
tions, and so on.
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AI. In order to do so, creditworthiness 
must be defined in a manner that can 
be “predicted or estimated.” The prob-
lem can be formulated based on what 
the company wants, say, to maximize 
its profit margin or to maximize the 
number of loans that get repaid; how-
ever, “those decisions are made for 
various business reasons other than 
fairness or discrimination,” says Cor-
nell University’s Solan Barocas, who 
specializes in fairness.

Framing Effect Bias
The previous creditworthiness ex-
ample can be thought of as a type of 
framing effect bias.21 Based on how the 
problem is formulated and how infor-
mation is presented, the results ob-
tained can be different and perhaps 
biased. Another notable example is the 
COMPAS (Correctional Offender Man-
agement Profiling for Alternative Sanc-
tions) debate8 concerning the defini-
tion of fairness between Northpointe 
(now known as Equivant), which came 
up with COMPAS scores for assess-
ing risk of recidivism, and ProPublica, 
which claimed that the COMPAS sys-
tem was biased. ProPublica claimed 
that Northpointe’s method was biased 
against black defendants as the group 
was associated with a higher false-
positive rate. There are several metrics 
of fairness, and ProPublica stated that 
Northpointe’s system violated equal-
ized odds and equality of opportunity 
fairness criteria. Northpointe’s main 
defense was that scores satisfied fair-
ness from the viewpoint of predictive 
rate parity.4 Thus, bias can arise based 
on the way a problem and its success 
metrics are defined.

Biases related to the algorithm/data 
analysis. Several types of biases can oc-
cur in the algorithm or during data 
analysis.

Sample Selection Bias
Sample selection bias is introduced by 
the selection of individuals, groups, or 
data for analysis in such a way that the 
samples are not representative of the 
population intended to be analyzed.9 
In particular, sample selection bias oc-
curs during data analysis as a result of 
conditioning on some variables in the 
dataset (for example, a particular skin 
color, gender, among others), which in 
turn can create spurious correlations. 

For example, in analyzing the effect of 
motherhood on wages, if the study is 
restricted to women who are already 
employed, then the measured effect 
will be biased as a result of conditioning 
on employed women.9 Common types 
of sample selection bias include Berk-
son’s paradox20 and sample truncation.9

Confounding Bias
Bias can arise in the AI model if the al-
gorithm learns the wrong relations by 
not taking into account all the infor-
mation in th e data or if it misses the 
relevant relations between features 
and target outputs.20 Confounding bias 
originates from common causes that 
affect both inputs and outputs. Con-
sider a scenario wherein admissions 
to a graduate school are based on the 
person’s previous grade point average. 
There might be other factors, however, 
such as ability to get coaching, which 
in turn may be dependent on sensi-
tive attributes such as race; and these 
factors may determine the grade point 
average and admission rates.16 As a re-
sult, spurious relations between inputs 
and outputs are introduced and thus 
can lead to bias.

A special type of confounding bias is 
the omitted variable, which occurs when 
some relevant features are not included 
in the analysis. This is also related to 
the problem of model underfitting.

Another type of confounding bias 
is the proxy variable. Even if sensitive 
variables such as race and gender are 
not considered for decision making, 
certain other variables used in the 
analysis might serve as “proxies” for 
those sensitive variables. For example, 
zip code might be indicative of race, as 
people of a certain race might pre-
dominantly live in a certain neighbor-
hood. This type of bias is also com-
monly referred to as indirect bias or 
indirect discrimination.

Design-Related Bias
Sometimes, biases occur as a result of 
algorithmic limitations or other con-
straints on the system such as compu-
tational power. A notable entry in this 
category is algorithm bias, which can be 
defined as bais that is solely induced or 
added by the algorithm. In their 1996 
paper “Bias in Computer Systems,” 
Friedman and Nissenbaum10 provide 
an example: Software that relies on 

Based on  
how the problem  
is formulated and  
how information  
is presented,  
the results obtained 
can be different  
and perhaps biased.
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Gaps Between  
Research and Practice
Methods to counter dataset bias is-
sues have been proposed, as have 
new datasets with an emphasis on 
maintaining diversity. For example, 
the diversity-in-faces dataset consists 
of almost a million images of people 
pulled from the Yahoo! Flickr Creative 
Commons dataset, assembled spe-
cifically to achieve statistical parity 
among categories of skin tone, facial 
structure, age, and gender. In their 
2019 paper, “Excavating AI,” Crawford 
and Paglen, however, question the use 
of cranio-metrical features used in 
creating this dataset, as these features 
could also be proxies for racial bias.7 
The authors further provide a critical 
review of issues pertaining to several 
benchmark datasets.

“Fairness in machine learning” is 
an active area of research. There are 
also conferences and workshops dedi-
cated to the theme. A complete over-
view of fairness in machine learning is 
beyond the scope of this survey. For an 
extensive overview of various algorith-
mic definitions of fairness and meth-
ods to achieve fairness in classifica-
tion, consult Barocas et al.4 There are 
also open-source tools such as IBM’s AI 
Fairness 3605 that facilitates detection 
and mitigation of unwanted algorith-
mic bias. Despite these efforts, there 
are notable gaps, as noted by Gajane 
and Pechenizkiy in their 2018 paper, 
“On Formalizing Fairness in Predic-
tion with Machine Learning.11

Filling the gap. Practice guidelines 
have been proposed for reducing the 
potential bias in AI systems. These in-
clude “Factsheets for Datasets” from 
IBM, and “Datasheets for Datasets,” an 
approach for sharing essential infor-
mation about datasets used to train AI 
models.12 In their 2019 paper, Mitchell 
et al. suggest the use of detailed docu-
mentation of released models in order 
to encourage transparency.19

Holstein et al. identify areas of 
alignment and disconnect between the 
challenges faced by teams in practice 
and the solutions proposed in the fair 
ML research literature.14 The authors 
urge that future research should focus 
on supporting practitioners in collect-
ing and curating high-quality datasets. 
The authors further see a need for cre-
ating domain-specific educational re-

randomness for fair distributions of re-
sults is not truly random; for example, 
by skewing selections toward items at 
the end or beginning of a list, the re-
sults can become biased.

Another type of design-related bias 
is ranking bias.18 For example, a search 
engine that shows three results per 
screen can be understood to privilege 
the top three results slightly more than 
the next three.10 Ranking bias is also 
closely related to presentation bias,18 
which is derived from the fact that you 
can receive user feedback only on 
items that have been presented to the 
user. Even among those that are 
shown, the probability of receiving 
user feedback is further affected by 
where the item is shown.2

Biases related to evaluation/valida-
tion. Several types of biases result from 
those inherent in human evaluators, as 
well as in the selection of those evalua-
tors (sample treatment bias).

Human Evaluation Biases
Often, human evaluators are employed 
in validating the performance of an AI 
model. Phenomena such as confirma-
tion bias, peak end effect, and prior be-
liefs (for example, culture) can create 
biases in evaluation.15 Human evalua-
tors are also constrained by how much 
information they can recall, which can 
result in recall bias.

Sample Treatment Bias
Sometimes, test sets selected for evalu-
ating an algorithm may be biased.3 For 
example, in recommendation systems, 
some specific viewers (for example, 
those speaking a certain language) 
may be shown an advertisement, and 
some may not. As a consequence, the 
observed effects will not be represen-
tative of true effects on the general 
population. The bias introduced in the 
process of selectively subjecting some 
sets of people to a type of treatment is 
called sample treatment bias.

Validation and Test Dataset Biases
Biases can also be induced from sam-
ple selection and  label biases in the 
validation and test datasets.25 In gen-
eral, biases associated with the datas-
et-creation stage could show up in the 
model-evaluation stage as well. Ad-
ditionally, evaluation bias can result 
from the selection of inappropriate 
benchmarks/datasets for testing.

The accompanying figure provides 
an illustration of the taxonomy of biases 
along the various stages of the AI 
pipeline as discussed in the previous 
sections.

Despite significant research efforts 
within the AI community to address 
bias-related challenges, several gaps 
impede the collective progress. Next, 
we highlight some of these gaps.

Taxonomy of bias types along the AI pipleline.
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sources, metrics, processes, and tools. 
In that spirit, this article aims to be an 
educational resource for ML develop-
ers in understanding various sources 
of biases in the AI pipeline.

Guidelines for ML Developers
While it may not be possible to elimi-
nate all sources of bias, with certain 
precautionary measures, some bias 
issues can be reduced. Here are some 
key messages that could aid ML devel-
opers in identifying potential sources 
of bias and help in avoiding the intro-
duction of unwanted bias:

	˲ Incorporation of domain-specific 
knowledge is crucial in defining and 
detecting bias. It is important to un-
derstand the structural dependencies 
among various features in the dataset. 
Often, it helps to draw a structural dia-
gram illustrating various features of 
interest and their interdependencies. 
This can then help in identifying the 
sources of bias.20

	˲ It is also important to understand 
which features of the data are deemed 
sensitive based on the application. For 
example, age may be a sensitive feature 
in determining who gets a loan, but not 
necessarily in determining who gets a 
medical treatment. Furthermore, there 
may be proxy features that, although 
not thought to be sensitive features, 
may still encode sensitive information 
so as to render biased predictions.

	˲ As far as possible, datasets used 
for analysis should be representative 
of the true population under consid-
eration. Thus, care has to be taken in 
constructing representative datasets.

	˲ Appropriate standards have to be 
laid out for annotating the data. Rules 
have to defined so as to obtain consis-
tent labels from annotators as much 
as possible.

	˲ Identifying all features that may be 
associated with the target feature of in-
terest is important. Omitting variables 
that have dependencies with the target 
feature leads to a biased estimate.

	˲ Features that are associated with 
both input and output can lead to bi-
ased estimates. In such cases, it is im-
portant to eliminate these sources of 
confounding biases by appropriate 
data conditioning and randomization 
strategies in selecting input.20

	˲ Restricting data analysis to some 
truncated portions of the dataset can 

lead to unwanted selection bias. Thus, 
in choosing subsets of data for analy-
sis, care must be taken not to introduce 
sample selection bias.

	˲ In validating the performance of a 
model such as in A/B testing, care has 
to be taken to guard against the in-
troduction of sample treatment bias. 
In other words, in testing the perfor-
mance of a model, the test conditions 
should not be restricted to a certain 
subset of the population (for example, 
showing recommendation results to 
people of a certain locality only), as the 
results would be biased.

Conclusion
This article provides an organization of 
various kinds of biases that can occur 
in the AI pipeline starting from dataset 
creation and problem formulation to 
data analysis and evaluation. It high-
lights the challenges associated with 
the design of bias-mitigation strate-
gies, and it outlines some best prac-
tices suggested by researchers. Finally, 
a set of guidelines is presented that 
could aid ML developers in identify-
ing potential sources of bias, as well as 
avoiding the introduction of unwanted 
biases. The work is meant to serve as an 
educational resource for ML develop-
ers in handling and addressing issues 
related to bias in AI systems.	
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IN THIS TIME of pandemic, the world has turned to 
Internet-based, real-time communication (RTC) as 
never before. The number of RTC products has, over 
the past decade, exploded in large part because of 
cheaper high-speed network access and more powerful 
devices, but also because of an open, royalty-free 
platform called WebRTC.

In fact, over the past year, there has been a 100-fold 
increase of video minutes received via the WebRTC 
stack in the anonymous population that has opted 
into Google Chrome’s statistics. WebRTC can be 
found in most Internet meeting services, social 

networks, live-streaming experiences, 
and even cloud-based gaming products.

WebRTC provides RTC capabilities 
to browsers and native apps. An open 
source implementation and tutorials 
for this platform can be found at 
https://webrtc.org. It includes audio 
and video codecs, and signal-process-
ing functions such as bandwidth esti-
mation, noise suppression, and echo 
cancellation.

This widely deployed communica-
tions platform powers audio/video 
calling, conferencing, and collabora-
tion systems across all major brows-
ers, both on desktop and mobile de-
vices. This has enabled billions of 
users to interact. WebRTC has vastly 
expanded and facilitated the ability to 
create and deploy real-time, interac-
tive services for startups and large-
scale companies, and it can be found 
in commercial products and open 
source projects alike.

The idea for WebRTC originated in 
late 2009, more than a year after the 
launch of Google’s Chrome browser. 
The Chrome team looked for func-
tionality gaps between the desktop 
and the Web. While most of the dis-
crepancies were already being ad-
dressed by ongoing projects, no solu-
tion existed for real-time 
communications. At the time, only 
Adobe’s Flash and Netscape’s NPAPI 
(Netscape Plugin API) provided RTC. 
Flash’s offering was somewhat low 
quality and required a server license. 
Plug-ins are quite tricky for users to 
install, and few developers have the 
resources to handle deploying and 
updating plug-ins that work with 
three different browsers across sever-
al operating systems.

At about this time Google identified 
a company, Global IP Solutions (aka 
GIPS), that had the low-level compo-
nents required for RTC. The GIPS com-
ponents were licensed by several large 
customers and were present in prod-
ucts from Google, Skype, AOL, Yahoo!, 
Cisco, and others. By combining these 
audio and video components with a Ja-
vaScript interface, Google believed it 
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could solve the big “hole” in its Web of-
ferings and spur innovation in the RTC 
market. If a few lines of JavaScript code 
were all you needed to add RTC to a 
Web app—and with no licensing, inte-
gration of components, or deep knowl-
edge of RTC required—who knew what 
could happen?

GIPS was based in Sweden and the 
U.S. and had engineers in both Stock-
holm and San Francisco. Luckily for 
Google, its audio and video Hangouts 
product was already being worked on 

in Stockholm, and having the GIPS en-
gineers join in further reinforced the 
Stockholm office’s strength as an RTC 
specialist within Google.

When the acquisition was complet-
ed in January 2011, the newly formed 
Chrome WebRTC team focused on in-
tegrating the code into Chrome and 
open sourcing all the key components 
at webrtc.org. From the beginning the 
plan was to build something open for 
the Web that would make RTC avail-
able for everyone.

Architecture and Functionality
A WebRTC peer may be a user end-
point (Web browser, native app, and so 
on) or a server that acts as an interme-
diary between two or more endpoints. 
While many WebRTC services rely on 
a client-server architecture, many oth-
ers are deployed in a peer-to-peer (P2P, 
aka connection-less) architecture.

WebRTC is both an API and a pro-
tocol. The WebRTC protocol is a set 
of rules for two WebRTC agents to ne-
gotiate bidirectional secure real-time 

https://webrtc.org
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port any codec format; however, the 
WebRTC user agent capabilities with 
regard to media codecs have been sub-
ject to standardardization and are 
well defined.

The media functionality for process-
ing audio and video provides the core 
of any WebRTC implementation. For 
audio communications and recording, 
Opus, G.711μ-law/A-law algorithms, 
and DTMF (dual-tone multi-frequency) 
have been defined as mandatory co-
decs.16 The IETF standardization com-
mittees have agreed that WebRTC end-
points need to support the VP8 video 
codec and H.264 Constrained Baseline 
for processing video.13

Buffers in WebRTC implementa-
tions manage variability in packet ar-
rival times, also called jitter, over the 
connection between peers. The logic 
of the buffering, managing of retrans-
mission requests, and concealing 
data packets that have been lost or 
timed out is at the core of the signal 
processing work in WebRTC. These al-
gorithms are constantly being devel-
oped and have seen major improve-
ments over the past 10 years. The work 
greatly contributes to obtaining the 
best possible media quality when 
communicating over the Internet, es-
pecially when peers are connected to 
networks with different throughput 
levels and quality.

Security and media transport. 
WebRTC connections must be encrypted. 
This is both a core part of the design 
and part of the standardization. Two 
existing protocols, DTLS12 (Datagram 
Transport Layer Security) and SRTP2 
(Secure Real-time Transport Protocol), 
have been adopted for this.

DTLS allows you to negotiate a ses-
sion and then exchange data securely 
between two peers. SRTP is designed 
for exchanging media; it does not have 
a handshake mechanism and is boot-
strapped with the external keys ex-
changed via DTLS:

1.	 DTLS does the handshake over 
the connection provided by ICE. Dur-
ing the DTLS handshake, both sides of-
fer a certificate.

2.	 The SRTP session is created from 
the keys generated by DTLS.

3.	 With these steps completed suc-
cessfully, SRTP-encrypted media can 
be exchanged between WebRTC peers.

Media flows between WebRTC 

communication. The WebRTC API23 
then allows developers to use the 
WebRTC protocol.

The WebRTC API is specified only 
for JavaScript. The protocol to estab-
lish a connection between two 
WebRTC peers is a collection of other 
technologies, which can be split into 
signaling, connection management, 
security, and media transfer. These 
four steps usually happen sequential-
ly. The prior step must be successful 
for the subsequent one to begin. Each 
step is actually made up of many other 
protocols.

As part of the WebRTC standards, 
many existing technologies that have 
been around since the early 2000s are 
combined and adapted for use in 
browsers and mobile applications.17

Figure 1 provides a high-level over-
view of the main components and tech-
nologies in WebRTC.

Android and iOS APIs are implemen-
tation-specific and not part of the stan-
dard, but they follow the same princi-
ples as the JavaScript APIs (webrtc.org 
open source implementation18). Audio 
and video capturing/rendering and 
network integration are specific to dif-
ferent operating systems.

PeerConnection API. The RTCPeer-
Connection API21 is the central part of 
the WebRTC specification dealing with 

connecting two applications on differ-
ent endpoints to communicate using a 
peer-to-peer protocol. The communi-
cation between peers can be video, au-
dio, or arbitrary binary data (later we 
will discuss clients supporting the 
DataChannel API).

In order to discover how two peers 
can connect, both clients need to pro-
vide a STUN (session traversal utilities 
for NAT)9 or a TURN (traversal using re-
lays around NAT) server3 configura-
tion.11 Their role is to provide an ICE 
(interactive connectivity establish-
ment) candidate to each client, which 
is then transferred to the remote peer. 
This transferring of ICE candidates 
and exchange of other configuration 
information, such as media capabili-
ties, is commonly called signaling.

Audio/video processing. WebRTC 
allows you to send and receive streams 
that include audio and/or video con-
tent. Streams can be added and re-
moved at any time during a call; they 
can be either independent or bundled 
together. A common collaboration use 
case for RTC is to capture a comput-
er’s desktop content as a video feed 
and then include audio/video from 
the computer’s Webcam and micro-
phone. The WebRTC protocol in gen-
eral is codec agnostic. The underlying 
transport has been designed to sup-

Figure 1. WebRTC library componenets.
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peers are by default  based on UDP 
(User Datagram Protocol), meaning 
that the protocol has to handle unreli-
able delivery. To achieve the highest 
possible quality, the stack needs to 
make trade-offs between latency and 
quality. Generally speaking, the more 
latency you are willing to tolerate, the 
higher-quality video you can expect. 
For real-time voice communication, 
ITU-T (International Telecommunica-
tion Union-Telecommunications 
Standardization Sector) has defined 
the E-model,7 which says that users 
start being dissatisfied when the 
mouth-to-ear delay becomes greater 
than 250 ms.

Congestion control is the mecha-
nism by which WebRTC figures out 
what quality is achievable, given the 
latency constraints. Practically speak-
ing, congestion control is being used 
by a bandwidth estimator adapting the 
media-encoding parameters for bit 
rate and video resolutions or audio 
frame sizes. This lowers the quality but 
assures that media keeps flowing 
when users have low or varying band-
width available.

In the early days of WebRTC, it 
took, even under good conditions, on 
average 40 seconds or more to estab-
lish a connection and reach video 
quality of 720 pixels (HD) resolution. 
By setting aggressive goals, the time 
was pushed down to 100 ms, thanks 
to a collaboration with researchers 
from the Polytechnic University of 
Bari. This collaboration led to a new 
congestion-controller design;4 Figure 2 
shows the result of launching the con-
gestion-control algorithm.

Data channels. In addition to send-
ing real-time audio and video data, 
WebRTC allows sending and receiving 
arbitrary data via so-called data chan-
nels. Use cases for data channels 
range from file transfer, gaming, and 
IoT (Internet of Things) services to 
P2P CDNs (content delivery networks). 
The peer-to-peer data API20 allows the 
creation of data channels. It extends 
the RTCPeerConnection API. SCTP 
(Stream Control Transmission Proto-
col)15 is used as the underlying proto-
col to transport data channels. It in-
cludes channel multiplexing, reliable 
delivery with TCP-like retransmission 
mechanism, congestion avoidance, 
and flow control.

Standardization
At IETF 78 (summer 2010) in Maas-
tricht, Google’s nascent WebRTC 
team had an informal lunch with engi-
neers from Microsoft, Apple, Mozilla, 
Skype, Ericsson, and others to gauge 
the interest in building such an RTC 
platform for the Web. A quickly orga-
nized one-day workshop14 was held 
with the goal of understanding how 
such a standard should be written and 
defined. This led to intense activity in 
the W3C (World Wide Web Consor-
tium) and the IETF, resulting in the 
formation of two working groups in 
May 2011: the IETF’s RTCWeb5 and 
the W3C’s WebRTC,27 both with par-
ticipation from across the industry.

WebRTC in 2020
The adoption of WebRTC has come a 
long way. Most modern services that 
use voice or video are either based 
on the WebRTC protocols or have the 

ability to use them in addition to the 
native protocols the service originally 
deployed with. Cisco’s Webex service, 
for example, has a WebRTC client that 
lets people participate in conferences 
directly from their browsers without 
downloading additional software. 
Newer services, such as whereby.com 
and Jitsi, have been natively based 
on WebRTC from the outset. Even 
when no Web browser is involved, 
major services use WebRTC for video 
transmission. For example, WebRTC 
enables the Amazon Ring product to 
view security camera and doorbell 
footage. Increasingly, new IoT prod-
ucts that stream voice and/or video 
are basing their network stacks on the 
WebRTC protocols.3

2020 was a year unlike any before. 
The need for RTC has been highlighted 
by Covid-19, as people across the globe 
have found new ways to work, educate, 
and connect with loved ones via video 

Figure 2. Ramp-up time to 1Mbps video bit rate.
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chat. WebRTC has suddenly become 
one of the most important sets of tech-
nologies allowing Web browsers to 
make voice, video, and real-time data 
calls. It has allowed for an ecosystem of 
interoperable communications apps to 
flourish: Since the beginning of March 
2020, Chrome has seen a 100-fold in-
crease in received video streams via 
WebRTC, excluding incognito and us-
ers opted by default out of sharing stats 
(see Figure 3).

These successes would not have 
been possible without all the support-
ers that make an open source commu-
nity. An important element of this suc-
cess is all the code contributors, testers, 
bug filers, and corporate partners who 
helped make this ecosystem a reality.

Outlook
Google is a founding member of AO-
Media (Alliance for Open Media) and 
has been active in defining the AV1 
video bitstream for the RTC use case. 
As AV1 has become a standard, the 
video codec is being integrated into 
WebRTC. Chrome version 89 is ship-
ping an AV1 software encoder pro-
viding AV1-to-Web applications for 
RTC. AV1 provides another 30%–50% 
bit-rate savings at the same quality 
compared with VP9, and is expected 
to offer another level of bandwidth ef-
ficiency and quality for video-calling 
services. Because of the complexity of 
the codec, hardware support will be of 
great importance to make it ubiqui-
tously available. AV1 will be critical in 
facilitating RTC services to scale fur-
ther and in allowing for higher-quality 
video experiences in the future.

WebRTC goes beyond voice and vid-
eo communication. Emerging gaming, 
low-latency video streaming, AR/VR 
(augmented reality/virtual reality), and 
mixed-reality services are equally bene-
fiting from and demanding low-latency 
media. For example, WebRTC enables 
the Stadia gaming service to bring cloud-
based, low-latency, high-quality experi-
ences to Web browsers and televisions.

These use cases push the latency 
barrier, resulting in the need for fur-
ther transport protocol optimizations. 
The corresponding standardization ef-
fort to cover this need is WebTrans-
port,6,26 focusing on optimizing for su-
per-low-latency client-server media 
streaming via the QUIC protocol.

As new use cases for WebRTC 
emerge, the WebRTC standardization 
is evolving into what is called WebRTC 
NV (Next Version).25 NV will not be a 
completely new API but will allow ac-
cess to the lower-level media pipeline 
inside PeerConnections. Media will be-
come accessible using the Streams19 
and WebCodecs APIs.22 A first step in 
this direction is the already imple-
mented Insertable Streams API24 that 
provides the foundation for full E2EE 
(end-to-end encryption) multiparty 
conferencing in browsers.8

WebRTC’s reach into mobile devic-
es started through the native (that is, 
non-Web) integration into mobile so-
cial media, messaging, and video call-
ing apps. With emerging 5G networks, 
video calling will become even more 
of a commodity.

WebRTC’s open architecture also 
allows for interesting innovations us-
ing machine learning and artificial in-
telligence to augment call quality and 
hide the effects of noise10 or network 
disruptions.1

What started as a way to bring audio 
and video to the Web has expanded into 
more use cases than could be imag-
ined—from simple video calling to AR/
VR experiences, cloud-based gaming, 
and massively scalable live streaming 
services; and from simple point-to-
point video chat to multiuser conver-
sations where quality is augmented 
through advanced machine-learning 
models. Most importantly, WebRTC 
is growing from enabling useful expe-
riences to being essential in allowing 
billions to continue their work and ed-
ucation, and keep vital human contact 
during a pandemic. The opportunities 
and impact that lie ahead for WebRTC 
are intriguing indeed.	
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THE C PROGRAMMING language is a cornerstone of 
computer science. Designed by Dennis Ritchie and 
Ken Thompson at Bell Labs as a key element of Unix 
engineering, it was rapidly adopted by system-level 
programmers for its portability, efficiency, and relative 
ease of use compared to assembly languages. Nearly 
50 years after its creation, it is still widely used in 
software engineering.

But C is a difficult language to wield. Its native 
design choices give developers much freedom—a 
reason for its popularity—but that can often clash 

with the requirements of modern de-
velopment practices, such as strong 
typing, encapsulation, or genericity. 
Given its ubiquity in software engineer-
ing, this has had noticeable safety and, 
more recently, cybersecurity impacts. 
The use of verification techniques, and 
in the case of systems with high-confi-
dence requirements, formal methods, 
can address these shortcomings.

Indeed, formal methods are a set of 
techniques based on logic, mathemat-
ics, and theoretical computer science 
which are used for specifying, develop-
ing, and verifying software and hard-
ware systems. By relying on solid theo-
retical foundations, formal methods 
can provide strong guarantees about 
those systems. In particular, program 
analysis techniques focus on the pro-
gram code after it has been written or 
even compiled. Such techniques are 
called sound if their results are correct 
with respect to the behavior of the pro-
gram under analysis.

Unfortunately, implementing such 
techniques for C programs is difficult. 
Indeed, the same issues that make C 
programming very error-prone also 
tend to complicate the task for formal 
methods-based analyzers. It is very 
easy to write an illegal program whose 
behavior is undefined by the C stan-
dard: it can, for instance, provoke a 
crash or sometimes silently corrupt 
memory and lead to arbitrary results.

The Dogged Pursuit of 
Bug-Free C Programs: 

The Frama-C 
Software 
Analysis 
Platform
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A panoramic view of a popular platform  
for C program analysis and verification.
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 key insights
	˽ The C programming language remains 

popular for system-level programming 
and embedded code in many critical 
domains. Verification and validation is 
crucial to making software-dependent 
services reliable and secure.

	˽ Relying on solid theoretical foundations, 
formal methods can offer strong 
guarantees about the software in those 
systems. 

	˽ Frama-C, a collaborative, open source  
platform for code analysis and 
verification based on formal methods, 
offers several C code analysis plug-ins. 

	˽ Frama-C attracted a large community of 
academic and industrial users, thanks 
to its open source license and a regular 
stream of releases since 2008.
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Figure 1. Frama-C plug-in gallery.

Plug-ins

Wp

Eva

E-ACSL PathCrawler

CaFE

Mthread

LTest

Clang
JCard

Aoraï

Rpp

Rte

Conc2Seq

MetACSL

SecureFlow

Variadic

Volatile

Constfold

SecuritySlicingSlicing

Sparecode

Metrics
Nonterm

Callgraph & Users

Occurrence

From & InOut

Impact
Scope

Before

Cfp

Synthesis

Pilat

AfterCounter-Examples

StaDy

Report

plug-in distributed within Frama-C external plug-in close source plug-in

verification

Dedicated

support

understanding simplification

expressiveness

In a similar manner, the platform 
was meant to be easily extensible, in 
particular, by third-party developers. 
This is also reflected by the choice of the 
LGPL license for open-source releases 
of the tool, which allows the develop-
ment of proprietary plug-ins as long as 
any change made to the core platform is 
contributed back.

Finally, Frama-C is meant to be us-
able by software engineers who are not 
necessarily experts in formal methods. 
This implies providing as much auto-
mation as possible, as well as assessing 
the performances of the platform on 
real-world case studies. The purpose of 
this article is to provide a panorama of 
the platform, its key design choices, 
and its uses.

Since its first public release in 2008, 
Frama-C has been continuously evolv-
ing. An active R&D is conducted to 
bring well-established program analy-
sis techniques, such as abstract inter-
pretation or weakest precondition cal-
culus, to the level of industrial-strength 
tools.

In parallel, novel techniques are de-
veloped for specific analysis tasks; for 
example, for specification and verifica-
tion of specific kinds of properties 
coming into focus with the increasing 
complexity of modern software or en-
hancing existing techniques with new 

approaches. This article illustrates ef-
forts of both kinds.

Platform Overview
Frama-C allows users to analyze a given 
C program, better understand or even 
simplify it, and assess properties about 
it. The user can, for instance, explore 
the program structure and compute 
some metrics on it. Program properties 
can be explicitly expressed as annota-
tions written in the formal specifica-
tion language ACSL (described later). 
They can be validated by partial, dy-
namic verification or formally verified 
by rigorous, static verification.

Frama-C is not a single tool, but a 
framework that groups together several 
tools, each provided as a plug-in. Fra-
ma-C 21-Scandium, the latest open-
source release (at time of writing), 
contains 27 plug-ins. Frama-C offers 
an extensible and collaborative set-
ting: anyone can develop and provide 
new plug-ins, which can collaborate 
with each other in different ways.

Different plug-ins for different analy-
ses. Figure 1 shows a selection of Frama-
C plug-ins. Verification plug-ins are the 
most important ones. The value-analy-
sis plug-in Eva focuses on detecting un-
defined behaviors (often called runtime 
errors) and tries to prove their absence. 
For example, for the code if(*p<Ø) *p 
= –(*p); where p is of type int*, it has to 
check that reading and writing *p is 
safe, and that –(*p) does not overflow, 
that is, *p ≠ −231, because the type int 
(over 32 bits) can only express values 
−231 ...(231 − 1). For a division, it has to 
check that the denominator is not 0. Eva 
does not require additional annota-
tions: potential runtime errors can be 
deduced from the code.

On the contrary, proving program-
specific, functional properties requires 
first to specify them as ACSL annota-
tions. For the previous example, such 
annotations can state that it computes 
the absolute value of *p. Then, such 
properties can be proved using the de-
ductive verification plug-in WP. It can 
also require additional proof-guiding 
annotations or even a user-guided, in-
teractive proof.

Sometimes, when such properties 
are not (yet) proved, the user can auto-
matically verify them at runtime for a 
given execution using E-ACSL. The 
user can also automatically generate 

Examples of such behavior include 
division by 0, illegal memory access, 
and reading uninitialized variables. In 
particular, the fact that C allows direct 
access, through casts and pointer arith-
metic, to the sequence of bytes that 
contain the concrete representation of 
an object in memory is a major impedi-
ment to any attempt to reason on these 
objects at a more abstract level. Yet, 
many functions from the C standard li-
brary, starting with memcpy for copy-
ing an object to another location in 
memory, will trigger such low-level ac-
cess, not to mention their presence in 
many parts of user-defined code.

Frama-C26 is a C code analysis 
platform that attempts to tackle this 
complex issue. It is developed at CEA 
List with a few key ideas at its core. 
First and foremost, it acknowledges 
the fact that there is no silver bullet in 
software verification: no single tech-
nique will ever be able to succeed in 
assessing all properties a user can be 
interested in. Thus, the platform 
should foster collaborations between 
various techniques, by letting individ-
ual analyzers exchange information 
about the properties they can handle 
as well as the hypotheses they make 
during the analysis (in the hope that 
another analyzer may be able to vali-
date them).
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However, some approaches and tools 
are more efficient for particular kinds 
of properties or programs than oth-
ers. Frama-C promotes analyzer col-
laboration to leverage the benefits 
and strengths of different tools. It can 
be used to decompose verification work 
and comes in two different flavors: 
sequential and parallel.

Sequential collaboration uses the re-
sult of one analyzer as the input to an-
other one. It can also generate anno-
tated C code that encodes a verification 
problem in such a way that another 
analyzer can understand it. The plug-
ins allow such collaborations in the 
“Support” and “Expressiveness” cate-
gories of Figure 1. Several examples are 
provided below.

Parallel collaboration uses several 
analyzers to verify program properties, 
with each analyzer verifying a subset of 
properties. For instance, Eva can verify 
the absence of undefined behaviors, 
while WP can prove functional proper-
ties. Eventually, the few remaining 
properties may be checked at runtime 
by E-ACSL. Frama-C ensures the consis-
tency of partial results emitted by the 
analyzers and summarizes what has 
been verified and what remains to be.14

Platform architecture. Frama-C plug-
ins are based on a kernel that provides 
key services to both end users and plug-
in developers. The kernel contains three 
main components: (1) basic services 
(such as program parsing) that build a 
normalized representation (called Ab-
stract Syntax Tree, or AST) of the ana-
lyzed program, (2) specialized services 
(for example, exploring and manipulat-
ing the program AST, including ACSL 
annotations) for code analyses, and (3) 
general-purpose libraries. Altogether, 
they provide a large API, providing use-
ful services to analyzers and facilitating 
plug-in development. This makes it pos-
sible to develop, within a few days, a 
brand-new prototype analyzer support-
ing most C constructs.

ACSL Specification Language
For specifying C code, Frama-C offers 
ACSL, the ANSI/ISO C Specification 
Language.a ACSL clauses (annotations) 
are written in special comments //@... 
or /*@... */. While ACSL is a fairly rich 

a	 https://github.com/acsl-language/acsl/releases/ 
tag/1.14

test inputs and check for these inputs 
that the program behaves as expected 
using PathCrawler. A few other plug-
ins are specialized, such as CaFE for 
temporal properties, Mthread for con-
currency properties, and LTest for test 
automation.

Several plug-ins are aimed at sup-
porting the verification process, either 
before or after the run of verification 
plug-ins. Cfp1 prepares the analysis 
with Eva for a given library function 
specified with an ACSL contract by in-
ferring a suitable analysis context. Syn-
thesis automatically generates a func-
tion body implementing a given 
function contract. Pilat16 infers neces-
sary proof-guiding annotations for 
loops (as polynomial loop invariants) 
for a proof with WP. In case of a proof 
failure, StaDy and Counter-Examples 
aim at generating a counter-example. 
Report summarizes what has (or has 
not yet) been verified.

Other plug-ins help verification en-
gineers to better understand the ana-
lyzed code: From, InOut, Impact, 
Scope, and Occurrence detail depen-
dency and scope information related to 
memory locations. Callgraph and Us-
ers provide information about func-
tion calls, while Nonterm warns about 
non-terminating code. Metrics pro-
vides some code metrics.

A few plug-ins are program trans-
formers that simplify the analyzed code. 
Constfold performs constant propaga-
tion, while Slicing removes pieces of 
code that are irrelevant with respect to a 
specific criterion. Sparecode and Secu-
ritySlicing32 perform specialized simpli-
fications, removing non-executable, 
dead code or code irrelevant to confi-
dentiality/integrity properties.

Last but not least, several plug-ins 
extend the expressiveness of other ana-
lyzers. Frama-Clang and JCard target 
C++ and JavaCard code; Volatile and 
Variadic specifically deal with volatile 
memory locations and variadic func-
tions; while RTE, Aoraï, RPP, MetACSL, 
Conc2Seq, and SecureFlow automati-
cally generate ACSL properties from 
higher-level or implicit specifications.

Plug-in collaboration. No program-
analysis technique is perfect by na-
ture: many program-analysis prob-
lems are undecidable. In other words, 
it is impossible to create a tool capa-
ble of solving them for all programs. 

Frama-C plug-ins 
are based on a 
kernel that provides 
key services  
to both  
end users and  
plug-in developers.

https://github.com/acsl-language/acsl/releases/tag/1.14
https://github.com/acsl-language/acsl/releases/tag/1.14
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Figure 2. Example of ACSL function contract. Figure 3. Example of ACSL loop contract.

tion) contract defines some constraints 
on the state in which the function 
might be called (the precondition), and 
in exchange provides some guarantees 
about the state in which it returns con-
trol to its caller (the postcondition). It is 
also important to define which parts of 
the state (that is, which variables or 
memory locations) can be modified 
during the execution of the function 
(the frame rule). Thanks to it, the caller 
knows that everything that is not in the 
frame is left untouched.

Figure 2 shows a possible contract 
for a simple function with the consid-
ered conditional statement. The re-
quires clause expresses the precondi-
tion (lines 1–2), denoted Prepabs. It 
states that function pabs expects to be 
called with an argument p that is a 
valid pointer, and the pointed value is 
greater than the minimal value of type 
int.

This precondition guarantees the 
absence of runtime errors in the func-
tion. The ensures clause (lines 4–5) 
expresses the postcondition Postpabs, 
which states that the resulting value of 
*p is the absolute value of its initial 
(old) value. Furthermore, pabs is sup-
posed to modify only *p, as indicated 
by the assigns clause on line 3.

Another important ingredient of 
ACSL is a loop contract. Placed in front 
of a loop, it contains clauses providing 
additional information to reason about 
loop behavior. It includes a loop invari-
ant, stating properties that hold when 
entering the loop for the first time and 
are preserved after each loop step. 
Hence, by induction, they also hold at 
the end of the loop, regardless of the 
number of steps.

As for functions, loops also have 
frame rules, introduced by loop as-
signs. Figure 3 illustrates these anno-
tations (see lines 2–4) on a very simple 
loop manipulating i and j together in 

order to keep their sum constant, while 
leaving variable k untouched. Lines 
7–8 contain two assertions that hold af-
ter the loop. We will illustrate below 
how loop contracts help to reason for 
programs with loops.

ACSL uses first-order logic formu-
las, with integer and real arithmetic. 
Unlike the bounded C types, ACSL’s in-
teger and real types are unbounded. In 
particular, this makes it easier to write 
annotations stating the absence of 
arithmetic overflow. For instance, as-
suming x and y are C variables of type 
int (hence also their sum), the follow-
ing assertion will guarantee that their 
sum can be safely computed in C, with-
out triggering an overflow:
1 /*@ assert INT_MIN ≤ x +  
y ≤ INT_MAX ; */

Finally, ACSL features several built-
in predicates for stating properties 
over the pointers manipulated by the 
program.

Core Platform Analyses
Frama-C has four core plug-ins: Eva, 
which focuses on detecting undefined 
behaviors; WP, which aims to prove 
functional properties; E-ACSL, which 
checks properties at runtime; and 
PathCrawler, which generates test cas-
es.

Chasing undefined behaviors with 
Eva. The Eva plug-in provides a config-
urable and automatic analysis of the 
whole program, intended to prove the 
absence of undefined behaviors. This 
term refers to instructions for which 
the C standard imposes no require-
ments, leading to crashes and more 
generally unpredictable execution 
flow. They can, in particular, result in 
security vulnerabilities, and attackers 
frequently exploit such illegal instruc-
tions to steal data or execute malware.

Eva detects most undefined behav-
iors, such as invalid memory accesses, 

language, we give only a very brief de-
scription in this article. Interested 
readers can refer to existing tutorialsb 
for an in-depth presentation.

As mentioned previously, Frama-C 
can be used to check that no input 
leads to a runtime error (RTE) in a giv-
en program. Such checks can be gener-
ated by the RTE plug-in as ACSL asser-
tions, for verification by other plug-ins 
(Eva, WP, or E-ACSL). An ACSL asser-
tion (assert clause) can be put any-
where in the code to indicate that a 
property must hold at this particular 
point. For the code example if(*p<Ø) 
*p = –(*p); we considered earlier, RTE 
generates the following (simplified) as-
sertions:

//@ assert \valid ( p ) ;
if(*p<Ø) {
//@ assert * p>INT_MIN ;
*p = - (*p ) ;
}
These assertions indicate precisely 

the required properties: (i) pointer p is 
valid, that is, *p can be safely read/writ-
ten, and (ii) *p should be greater than 
the minimal value of type int. As we will 
show later, lines 13–14 of Figure 4 show 
an assertion to prevent a division by 0.

Obviously, such properties only en-
sure the absence of undefined behav-
iors. They do not mean the program 
behaves as intended. To verify its func-
tional properties—the intended behav-
ior—it is necessary to have a precise, 
formal description of what this intend-
ed behavior is. Such a description can 
also be expressed in ACSL.

A key ingredient of ACSL is the no-
tion of function contract, which can be 
traced back to Eiffel and Meyer’s De-
sign by Contract.31 Basically, a (func-

b	 https://github.com/fraunhoferfokus/acsl-by-
example/raw/master/ACSL-by-Example.pdf, 
https://allan-blanchard.fr/publis/frama-c-wp-
tutorial-en.pdf

https://github.com/fraunhoferfokus/acsl-by-example/raw/master/ACSL-by-Example.pdf
https://allan-blanchard.fr/publis/frama-c-wp-tutorial-en.pdf
https://github.com/fraunhoferfokus/acsl-by-example/raw/master/ACSL-by-Example.pdf
https://allan-blanchard.fr/publis/frama-c-wp-tutorial-en.pdf
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Figure 4. Eva illustrated on two toy examples, (a) and (b).

(a) (b)

Eva provides various means of ex-
pressing abstractions (called abstract 
domains) that can be enabled and tuned 
on a case-by-case basis. The default ab-
stract domain represents integer values 
as small discrete sets or intervals with a 
linear congruence information, float-
ing-point values as intervals following 
the IEEE 754 standard, and pointers as 
possible offsets for each potential base 
address. It accurately represents arrays, 
structures, and unions. Various addi-
tional domains (such as gauges,39 nu-
merors,25 numerical domains provided 
by Apronc) bring more expressiveness 
but slow down the analysis.

Studying the results. Eva’s main out-
put is an exhaustive list of potential un-
defined behaviors, or alarms, expressed 
as ACSL assertions. Each alarm should 
be reviewed to determine if it reveals a 
real bug or is a false alarm caused by the 
analysis approximations. False alarms 
might be disproved by other Frama-C 
plug-ins. It is possible to inspect (see 
Figure 5), at each program point and for 
each call stack, the values computed for 
each variable and expression.

Eva is tightly integrated with other 
tools of the platform, providing them 
with detailed information about its re-
sults. These results are used by many 
other plug-ins. Notably, Studia high-
lights all statements reading or writing 
a given memory location, allowing the 
user to jump between the sink of a bug 
(where it can be observed) and its source 
(the actual culprit). InOut computes the 
memory zones read and written by a 
function, summarizing its dependen-

c	 http://apron.cri.ensmp.fr/library/

uninitialized memory reads, divisions 
by zero, signed integer overflows, un-
defined bit shifts, and invalid pointer 
comparisons. It can also treat as erro-
neous some behaviors that are allowed 
by the standard but often unwanted by 
developers, such as unsigned integer 
overflows or exceptional floating-point 
values (for example, infinities).

Eva is based on a technique called 
abstract interpretation. The goal of the 
analysis is to compute a set of possible 
values for each variable at each pro-
gram point. Since computing these sets 
precisely is undecidable (as we ex-
plained in the Plug-In Collaboration 
section), Eva uses abstractions to over-
approximate them.

For instance, if the set of values Dl
v of 

a variable v at program point l is {1, 3, 5, 
. . . , 97, 99}, it can be approximated as 
the integer interval [1, 99]. If v takes val-
ue v0 at point l for some execution, v0 will 
necessarily belong to the approximated 
set Dl

v. The contrary is not true: the set Dl
v 

can contain values that v never takes at 
point l in practice. Thus, the computed 
abstractions build a sound over-approx-
imation of all possible behaviors. As a 
consequence, Eva is sound: its analysis 
is exhaustive and reports all undefined 
behaviors that could happen in an exe-
cution of a program.

Let us illustrate how Eva analyzes the 
toy example of Figure 4a, which gives 
the body of function main. It expects the 
user to type a character (line 3). In the 
majority of cases, the else branch is acti-
vated and the program executes without 
errors. But if the user types ’*’, the pro-
gram executes the branch and tries to 
divide by 0 on line 14. We use line num-
bers to refer to program points l.

At line 2, the sets of values computed 
by Eva (shown in comments on line 2) 
for the four variables contain only the 
special “Uninitialized” value. After the 
assignments of line 4 (resp., 7), the new 
domains of x and y are shown on line 5 
(resp. 8), the others being unchanged. 
On line 10, the domains coming from 
both branches are merged. Therefore, 
the computed over-approximated set 
of values for sum on line 12 is D12

sum = {0, 
1, 2}, even if the value 1 is not possible 
in practice. Since 0 ∈ D12

sum, the assertion 
on line 13 cannot be proved, and Eva 
reports a potential division by 0. This is 
a true alarm: the division by 0 can hap-
pen, and Eva detects it.

Eva can detect other runtime errors 
similarly. For instance, if the assign-
ment of y is removed on line 4, Eva com-
putes D5

y = {Uninit} and D10
y = {Uninit, 1}, 

and reports an alarm for reading an un-
initialized variable on line 11.

Approximations often lead to false 
alarms: correct code can also be flagged 
as a potential error. It can be seen in the 
example of Figure 4b, where the com-
puted over-approximated set of values 
for sum on line 12 is again D12

sum = {0, 1, 2}, 
while only value 1 occurs in practice. 
Based on this over-approximated set, 
Eva cannot prove the assertion on line 
13 and reports a potential division by 0 
while it can never happen; this is a false 
alarm. To avoid it, the user can use trace 
partitioning; that is, make the analysis 
consider both paths separately to glean 
a more precise analysis. Eva will continue 
the analysis of both branches without merg-
ing their values on line 10: in both cases 
(with D10

x = {0}, D10
y = {1}, and D10

x = {1}, = {0}) 
Eva will compute D12

sum = {1} and prove the 
absence of the error.

To limit the burden of false alarms 
while maintaining a reasonable analy-
sis time, a balance must be reached be-
tween precision and efficiency. Typi-
cally, Eva is used in an iterative process, 
where the analyst configures the ab-
stractions and partitioning and uses 
the result of one analysis to finely tweak 
the next one. To make complex set-
tings easily accessible for non-expert 
users, Eva provides a meta-option -eva-
precision N, with N between 0 and 11, 
which conveniently adjusts a dozen un-
derlying options (including trace parti-
tioning30). Any N ≥ 1 avoids the false 
alarm for Figure 4b.

http://apron.cri.ensmp.fr/library/
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Let us illustrate this approach on the 
code of Figure 6a (say, giving the body of 
function main) that calls the function of 
Figure 2. After line 2 of Figure 6a, pointer 
q refers to x, thus x and *q are aliases. 
On this code, WP deduces the first asser-
tion from the value −42 of *q before the 
call and the postcondition of pabs 
(lines 4–5 in Figure 2). Since other vari-
ables cannot be modified by the call of 
pabs (line 3 in Figure 2), WP also proves 
the second assertion of Figure 6a.

However, a call to a function guaran-
tees to ensure its postcondition after 
the call only if its precondition is re-
spected before the call. Thus, WP must 
check that the precondition of pabs 
(lines 1–2 in Figure 2) is respected be-
fore the call: here, indeed, pointer q is 
valid and the pointed value is not  
INT_MIN. The precondition cannot be 
proved for the code of Figure 6b, where 
the pointed value is INT_MIN. Its 
proof also fails for the code of Figure 
6c, where q refers to the first cell of an 

Figure 5. Frama-C graphical interface allows any C expression to be inspected for its 
possible runtime values, as computed by Eva. Pointers, structured and scalar values, are 
expressed in a concise but precise notation. Each callstack is separated, with filtering and 
grouping capabilities.

array of two integers; hence q+2 is in-
valid: dereferencing it would be an 
out-of-bounds access (that is, an un-
defined behavior).

In the modular approach, the func-
tion contract of the callee must be 
proved separately. For the code of 
Figure 2, WP successfully proves that 
the implementation of pabs respects 
its contract.

Deductive verification for programs 
with loops usually relies on loop con-
tracts that must be specified by the user. 
To illustrate it on a toy example, consid-
er the code of Figure 3. For the loop con-
tract, WP must verify that the loop in-
variant is indeed true before the loop 
and is preserved by each new loop itera-
tion, and that the loop frame rule is in-
deed true. Thanks to the loop invariant, 
at line 7, WP knows that 0 ≤ i ≤ 10, i + j = 
10, and since the execution exited the 
loop, i ≥ 10. From these conditions, it 
deduces that i = 10 and therefore j = 0, 
that proves the assertion on line 7. The 
assertion on line 8 is deduced from the 
frame rule (line 4) since the value of k 
cannot be changed by the loop.

To perform deductive verification, 
WP relies on Hoare logic and weakest 
precondition calculus. At a high level, 
WP compiles C code and ACSL contracts 
into mathematical theorems (called veri-
fication conditions and expressed as first-
order logic formulas) that provide suffi-
cient conditions to entail the validity of 
the expected functional properties. 
These theorems use various mathemati-
cal theories (including integer and real 
arithmetic, anonymous functions, ar-
rays, and records). They are then sent to 
automated theorem provers (or SMT 
solvers, such as Alt-Ergo, Z3, or CVC4) to 
be checked for validity. Alternatively, one 
can also use a proof assistant like Coq.

Naive implementations of weakest 
precondition calculus are known to 
have exponential costs and cannot be 
used on complex programs. Moreover, 
modeling the semantics of C memory 
access with aliasing and low-level en-
coding of data is known to be a chal-
lenge for automated reasoning. WP 
has been developed since 2008 with an 
industrial target in mind and benefits 
from well-known modern techniques 
to make it efficient.

WP implements a generic, back-
ward calculus engine to produce verifi-
cation conditions by weakest precondi-

Figure 6. WP illustrated on toy examples (a), (b), and (c).

(a) (b) (c)

cies. Finally, Metrics estimates the 
analysis code coverage and reports the 
statements proven unreachable by Eva.

Usage. Eva handles the subset of C99 
commonly used in embedded software. 
Dynamic allocation is supported, but of-
ten leads to imprecise results. The anal-
ysis is fully context-sensitive: function 
calls are inlined, and recursive func-
tions are not supported. Eva has been 
highly optimized for years to achieve 
scalability on large programs and has 
already been successfully applied to ver-
ify safety-critical codes, especially in the 
nuclear industry.33

Proving functional properties with 
WP. Deductive verification aims at prov-
ing that functional properties of a pro-
gram hold in all cases. It is usually per-
formed in a modular way, function by 
function, where the caller’s proof can 
rely on the callee’s contract, proved 
separately. The WP plug-in is a modern 
and effective implementation of this 
approach for C and ACSL.
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is based on mathematical logic. In par-
ticular, it contains several constructs 
that have no computational meaning, 
such as lemmas and axioms or un-
bounded quantifications. Therefore, 
they were removed from the executable 
subset of ACSL dedicated to runtime 
assertion checking: the E-ACSL specifi-
cation language.d

Another important issue of ACSL, 
with respect to runtime checking, is its 
logic-based semantics, which assigns a 
(possibly unspecified) value to each 
construct. For instance, the predicate 
0/0 ≡ 0/0 is necessarily true in ACSL by 
reflexivity of equality. This semantics 
helps formal reasoning made by the 
WP plug-in and associated provers. 
However, it is problematic at runtime, 
since terms such as 0/0 cannot be safely 
executed. Consequently, E-ACSL con-
siders that the semantics of such terms 
is actually undefined (relying on Chal-
in’s strong validity principle11 and three-
valued logic). Undefined terms and 
predicates must never be executed.

Compiling formal properties into exe-
cutable code. Compiling E-ACSL anno-
tations into C code is the purpose of 
the E-ACSL plug-in38 of Frama-C. The 
instrumented code it produces checks 
the annotations at runtime and reports 
failures. For instance, using the E-ACSL 
plug-in to check the code of Figure 6a 
at runtime confirms the annotations 
(including the assertions, the precon-
dition, and postcondition of pabs) are 
verified, while for Figure 6b,c, the fail-
ing preconditions are detected and re-
ported to the user.

At a first glance, the compilation 
process may look quite easy. For in-
stance, the E-ACSL assertion /*@ 
assert z ≠ Ø;*/ is compiled to the C 
assertion assert(z ≠ Ø);. However, in 
general it is not always so simple to 
generate code that is both sound and 
efficient, as shown below on two illus-
trative cases.

Arithmetic. For the E-ACSL assertion 
/*@ assert x+1 ≤ INT_MAX;*/, it 
would be unsound to generate the C 
code assert(x+1 ≤ INT_MAX); since 
at runtime x+1 might overflow, while 
in the ACSL specification, as we ex-
plained above, it is computed over (un-
bounded) mathematical integers. Con-
sequently, E-ACSL generates specific 

d	 http://frama-c.com/download/e-acsl/e-acsl.pdf

tion calculus.28 It is parameterized by a 
memory model, defining a specific rep-
resentation of memory locations in the 
resulting verification conditions. WP 
features various memory models which 
combine known techniques21 to pro-
pose different balancing between effi-
ciency and expressiveness, and some 
heuristics to select which model(s) to 
apply on a given program.

WP offers several backends for dis-
charging generated verification condi-
tions with automated SMT solvers and 
proof assistants, either natively or via 
the Why322 platform. The complexity of 
the generated verification conditions is 
dramatically reduced by Qed,13 a gener-
ic and extensible simplification engine 
of WP, helping to discharge some cor-
ner cases of theories that are still is-
sues for mainstream SMT solvers. Fi-
nally, WP features an extensible proof 
tactic engine to interactively split com-
plex proofs into smaller ones, possibly 
executing custom decision procedures.

Altogether, these features make WP 
an efficient implementation of deduc-
tive verification to prove functional 
properties of C/ACSL programs. A re-
cent industrial use case in avionics9 re-
ports that 98.5% of the 3,315 C func-
tions were proved by WP, where only 
2.3% functions required the interactive 
termination of some proofs.

Checking properties at runtime 
with E-ACSL. Runtime assertion check-
ing is the process of verifying specifica-
tions (historically, assertions) at run-
time, that is, when the program is 
being executed. It was popularized by 
the programming language Eiffel in 
the late 1980s to support defensive pro-
gramming. At the turn of the millenni-
um, this approach was adopted by ded-
icated, formal specification languages 
for mainstream programming lan-
guages, such as JML for Java or Spec# 
for C#.

In the context of C and Frama-C, 
ACSL would be the language of choice 
for runtime assertion checking. How-
ever, being primarily designed for de-
ductive verification, it needed adjust-
ments for runtime checking. In 
addition, verifying expressive proper-
ties at runtime for a language like C in 
a sound and efficient way is challeng-
ing and requires original solutions.

Specification language adjust-
ments. As explained previously, ACSL 

No single technique 
will succeed in 
assessing all 
properties a user 
can be interested 
in. Thus, the 
platform fosters 
collaborations 
between various 
techniques by any 
test case.

https://www.frama-c.com/download/frama-c-acsl-implementation.pdf
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put values. If the user also provides an 
oracle function that compares the out-
puts produced by the test with the ex-
pected behavior, then PathCrawler will 
automatically report a “Pass” or “Fail” 
verdict for each test.

Since 2009, PathCrawler has an on-
line versionf (see Figure 7) that allows 
the user to provide a C file (or choose 
one of the available examples), gener-
ate test cases, and explore the results.

Tell Frama-C  
What You Want to Verify
Together with the expressive power of 
ACSL specifications, the core analyzers 
presented in the previous section al-
low the verification of a very large class 
of properties about C programs. 
However, the bare ACSL language 
sometimes makes it difficult to ex-
press other kinds of properties. In that 
case, various specialized plug-ins exist  
to ease the task of writing the formal 
specification of a property of interest.

In many cases, such a plug-in offers 
a dedicated domain-specific language 
(DSL) for writing the property. The 
plug-in operates by instrumenting the 
code under analysis with additional 
ACSL annotations and/or C instruc-
tions so that the verification of stan-
dard ACSL annotations on the instru-
mented code with the core analyzers 
implies that the original DSL formulas 
hold on to the original code.

Verify sequences of events: Aoraï 
and CaFE. It is often necessary to veri-
fy that a set of events during a program 
execution follows a particular order, 
for example:

A call to function send_private_ 
data() must always be preceded by a 
call to function authenticate() 
returning Ø, without a call to function 
logout() in-between.

Such properties (often expressed in 
temporal logic12) can be verified for any 
given execution using an automaton. 
In our example, it consists of three 
states encoding the current status of 
the execution: user non-authenticated 
(initial state), user authenticated (and 
not yet logged out), or error (that is, pri-
vate data sent without being authenti-
cated). The transitions between states 
naturally follow the observed function 
calls, except that the error state cannot 

f	 http://pathcrawler-online.com

be left. The first two states are accept-
ing (that is, the property is respected as 
long as the execution ends in one of 
them), while the last one means the 
property fails for the given execution.

Two Frama-C plug-ins are dedicated 
to such properties. Aoraï26 simply adds 
C variables representing the states, to-
gether with the appropriate transition 
functions and ACSL annotations en-
suring we end up in an accepting state. 
Checking the validity of these annota-
tions is then left to one of the main 
analysis plug-ins described in the pre-
vious section. CaFE, a more recent 
plug-in, can handle additional proper-
ties, including nested function calls. 
CaFE is based on a refined version of 
classical temporal logic, CaRet,2 and 
relies on model-checking techniques.12

Verify relational properties: RPP. 
Contrary to an ACSL contract, which 
specifies what is supposed to happen 
during a single call to the correspond-
ing function, relational properties ex-
amine the relations that may exist be-
tween several executions of either the 
same or different functions. An interest-
ing example of this class of properties is 
non-interference: given a partition of 
the variables into public and private 
ones, one wants to ensure that any two 
executions starting in states where pub-
lic variables have the same values always 
end up in states where public variables 
have the same values. In other words, 
the public result should not depend 
upon the values of private variables.

Figure 8a illustrates a function 
noleak that respects this property: the 
public variable pub does not depend 
on the secret variable sec. This prop-
erty is not true for function leak, 
where pub depends on sec.

RPP8 is a Frama-C plug-in that offers 
an extension of ACSL to formally speci-
fy relational properties (involving any 
number of executions of any number 
of functions). RPP then uses a form of 
self-composition6 to generate a wrapper 
function (composing the executions of 
the functions involved in the relational 
property) with an ACSL contract, such 
that its proof implies the relational 
property for the original code. For in-
stance, the wrapper of Figure 8b simu-
lates two executions of leak with equal 
public values (line 2), but this equality 
after these executions (line 3)—the non-
interference—cannot be proved: the pub-

codee to precisely perform the compu-
tations and to remain sound. To re-
main efficient, it still generates more 
efficient machine arithmetic-based 
code when it is sound to do so. For in-
stance, assuming that the type of x is 
int on a standard 64-bit architecture, 
the previous assertion is compiled  
to assert((long)x+1L ≤ (long)​
INT_MAX); to execute the addition 
and comparison without overflow over 
the larger C type long.

Memory properties. Memory proper-
ties, such as \valid(p), are an impor-
tant feature of the specification lan-
guage. To soundly and efficiently 
evaluate such properties, memory-re-
lated operations (allocations, dealloca-
tions, and assignments) in the original 
code that are relevant for the memory 
properties of interest are recorded in a 
dedicated data structure.

Generating test cases with Path-
Crawler. Another dynamic analysis 
plug-in of Frama-C is PathCrawler.40 
Given a C program and a specific func-
tion in it, PathCrawler generates unit 
test cases for this function. Basically, it 
explores a subset of program paths and 
tries to generate test inputs for each of 
them. PathCrawler follows the so-
called concolic test-generation tech-
nique—also called Dynamic Symbolic 
Execution, since it combines symbolic 
execution of the program with a usual 
(concrete, that is, non-symbolic) execu-
tion of the compiled code.

Symbolic execution represents the 
execution of a program path symboli-
cally, with undetermined values of pro-
gram inputs. It relies on the path predi-
cate defining the values of the input 
variables that activate the chosen path. 
PathCrawler relies on the Colibri con-
straint solver, also developed at CEA 
List, to find a set of concrete values sat-
isfying the path predicate, that is, test 
inputs for the path. A concrete execu-
tion of the generated test on an instru-
mented version of the program is used 
to confirm the executed path and to op-
timize the test-generation process.

To ensure the test inputs are realis-
tic and avoid detecting bugs which 
would never arise in legitimate func-
tion calls, the user can provide a pre-
condition limiting the admissible in-

e	 Based on GNU Multiple Precision Arithmetic 
Library: https://gmplib.org/

http://pathcrawler-online.com
https://gmplib.org/


AUGUST 2021  |   VOL.  64  |   NO.  8  |   COMMUNICATIONS OF THE ACM     65

contributed articles

Figure 8. (a) A C code, and (b) RPP transformation for leak.

(a) (b)

Figure 7. Results of a test-generation session with PathCrawler online illustrating condition 
coverage of the generated test cases. Failed test cases are shown in red. For each test 
case, its inputs, outputs, and the activated path can be inspected. Any gaps in the coverage 
of the function are also explained.

given test-coverage criterion, the LAn-
notate plug-in4 inserts the correspond-
ing labels and other plug-ins that can 
be used to reason about them. In par-
ticular, PathCrawler supports the la-
bel-coverage criterion (and therefore, 
all coverage criteria that can be ex-
pressed using labels) and offers an ef-
ficient test generation for labels. Other 
usages of labels are examined next.

Go Beyond Raw Analyses Results
The previous section presented several 
analyses that apply core plug-ins after a 
relatively lightweight adaptation (often 
via instrumentation) of properties of 
interest into properties they can direct-
ly handle. For more complex analysis 
problems, this is not sufficient. The 
target properties can require an ad-
vanced code, specification transforma-
tion, or even a dedicated reasoning. 
Their analysis can still rely on some of 
the core analyzers but has to extend or 
adapt them in a more significant way. 
We present a few examples here.

lic result depends on a secret variable.
An important benefit of RPP’s trans-

formation is that it also allows the use 
of a proven relational property as a hy-
pothesis in subsequent proofs, follow-
ing the modularity of the standard de-
ductive verification approach.

Enforce global properties: MetACSL. 
It is often the case that one wants to en-
force a given property across the whole 
program. For instance, we may associ-
ate a confidentiality level with each 
memory location and check that a read 
access is never performed from a loca-
tion with a higher level than that of the 
current user, or that a write is never 
performed into a lower-level location. 
While these kinds of properties could, 
in theory, be expressed with standard 
ACSL annotations, they would spread 
everywhere in the program. In practice, 
it can be difficult to write them all by 
hand without making a mistake and to 
convince ourselves that the set of anno-
tations is indeed complete.

The recently started MetACSL plug-
in37 seeks to alleviate this issue by au-
tomatically generating these ACSL an-
notations from a single, higher-level 
property expressed in a small DSL, ex-
tending ACSL to indicate the contexts 
in which the property must hold. It 
has been tested over various examples 
to establish security properties (confi-
dentiality and integrity) and is cur-
rently being assessed over more real-
istic case studies.

Prove concurrent programs: 
Conc2Seq. While most of its plug-ins fo-
cus on sequential program analysis, 
Frama-C also offers Conc2Seq, an ex-
perimental plug-in for deductive verifi-
cation of concurrent programs.7 Simi-
larly to the CSec approach,g it performs 
a dedicated code transformation of a 
given concurrent program into a se-
quential one. This simulates concur-
rent executions of the code in several 
threads by interleaving the executions 
of indivisible (atomic) blocks in various 
ways, defined non-deterministically.

Conc2Seq also automatically trans-
forms specifications of the initial pro-
gram into specifications for the re-
sulting program. The variables of 
various threads are represented by ar-
rays in the simulating program, so that 

g	 http://www.southampton.ac.uk/~gp1y10/
cseq/cseq.html

the user can add guiding annotations 
relating these variables between them 
to help the proof. Thanks to this trans-
formation, the WP plug-in can be used 
to verify the resulting sequential pro-
gram. If the proof of the annotations 
for it is successful, the initial concur-
rent program respects its specification.

Specify test objectives: LAnnotate. 
Test objectives offer another example 
of specific annotations that can be 
added for analysis using Frama-C core 
plug-ins. Various structural test cover-
age criteria (for example, functions, 
statements, decisions, or branches, 
conditions, conditions-decisions) can 
be treated in a unified way provided 
that the corresponding test objectives 
are expressed in the code in the gener-
ic form of elementary coverage tar-
gets. Such a coverage target, also 
called a “label,”4 is basically a predi-
cate inserted in a particular location.

A label is covered by a test when the 
execution of the test reaches this loca-
tion and satisfies the predicate. For a 

http://www.southampton.ac.uk/~gp1y10/cseq/cseq.html
http://www.southampton.ac.uk/~gp1y10/cseq/cseq.html


66    COMMUNICATIONS OF THE ACM   |   AUGUST 2021  |   VOL.  64  |   NO.  8

contributed articles

analysis. This is the purpose of the LUn-
cov plug-in4. It translates a label with 
predicate p into an assertion with the 
negated predicate ¬p at the same loca-
tion. The label is uncoverable if and 
only if the resulting assertion is always 
true. LUncov implements various anal-
ysis techniques relying on value analy-
sis using Eva, and weakest precondi-
tion calculus using WP. In particular, it 
provides an advanced combination of 
both tools, where Eva is used to com-
pute the domains of program variables 
and then shares this information with 
WP to make it more precise.

Program simplification: Slicing. Slic-
ing is a program transformation tech-
nique that takes as input a program and 
a so-called slicing criterion (for example, 
to preserve the value of a given variable 
at a given program point) and outputs a 
simplified C program that preserves the 
property defined by the slicing criteri-
on. The pieces of code necessary to en-
sure the preservation property (or for a 
correct compilation) of the resulting pro-
gram are kept, while all other, irrelevant 
instructions are removed. Slicing helps 
the end-user to focus on a particular 
point of interest. It also facilitates other 
analyses by reducing the size of the 
code they must deal with.

The Frama-C slicing tool proposes 
numerous slicing criteria including 
preserving read and written memory 
locations at particular program 
points, function calls, return values, 
ACSL annotations or statements. It 
soundly relies on Eva to compute 
aliasing and dependency informa-
tion. Therefore, it may over-approxi-
mate its results by keeping pieces of 
code that are actually not relevant for 
the selected criterion. However, it never 
removes anything relevant.

Information flow: SecureFlow. In-
formation flow properties denote prop-
erties of the dependencies between the 
outputs and the inputs of the program. 
The most common example, presented 
above, is non-interference. It expresses 
the absence of information leak. The 
SecureFlow plug-in3 lets the user anno-
tate each declaration with a public or 
private attribute and uses a dataflow 
analysis to verify the absence of infor-
mation leak. It also relies on Eva’s re-
sults for determining which locations 
(hence, with which confidentiality lev-
el) pointers might refer to.

Counter-examples for unproven an-
notations: StaDy. Manual analysis of 
proof failures during deductive pro-
gram verification can be a very com-
plex and time-consuming task. Such 
failures can be due to an error in the 
code or in the specification itself, a 
missing or weak specification for a 
called function or a loop, lack of time, 
or the incapacity of the prover to finish 
a particular proof. Using a combina-
tion of deductive verification (with 
WP) and test generation (with Path-
Crawler), the StaDy plug-in35 helps to 
classify proof failures into several cat-
egories and provides a counter-exam-
ple illustrating the issue.

The translation of ACSL annotations 
(preconditions, postconditions, and so 
on) into their counterparts supported 
by test generation is not straightfor-
ward. For example, to support un-
bounded integers in ACSL annotations 
during both concrete and symbolic ex-
ecution, operations with unbounded 
integers are translated in two different 
ways: directly into unbounded integers 
supported by the constraint solver for 
symbolic execution and using a dedi-
cated library for execution of unbound-
ed integers for a concrete execution.

While StaDy was mainly designed 
for use with WP, it can also be applied 
to alarms reported by Eva. Such alarms 
being reported as unproven asser-
tions, StaDy can be applied to generate 
counterexamples for some of them 
(thus showing that they are not false 
alarms) and facilitate the analysis of 
alarms by the verification engineer. 
This is another illustration of the benefits 
of sharing the same specification 
language between different analyzers.

Infeasible test objectives: LUncov. 
Previously, we illustrated how generic 
test objectives—or labels—allow Path-
Crawler to support test-case generation 
for various test coverage criteria. An im-
portant issue in testing relates to infea-
sible (that is, uncoverable) test objec-
tives that cannot be covered by any test 
case. Infeasible test objectives lead to 
an imprecise computation of coverage 
for a given test suite and a waste of re-
sources for trying to cover them. Detec-
tion of infeasible test objectives—
which is in general undecidable—is 
thus an important task in testing.

An efficient approach to identify in-
feasible test objectives is to use static 

Frama-C is 
intensively used for 
teaching. Indeed, 
it became difficult 
to keep track of 
all universities 
where the toolset 
is used in various 
program analysis or 
verification courses.



AUGUST 2021  |   VOL.  64  |   NO.  8  |   COMMUNICATIONS OF THE ACM     67

contributed articles

domains, notably by Fraunhofer 
FOKUS36 and Mitsubishi for rail, and 
Brazil’s TIA for space applications.18 
The 2010s saw a broadening of this 
base, and an extension from safety-
critical software into cybersecurity. 
The capabilities of Frama-C were 
used by NASA in air traffic manage-
ment,24 SRI International in gamified 
cybersecurity,20 Bureau Veritas in ma-
rine and offshore,27 and Thales and 
ANSSI in communication.19

Test generation with PathCrawler 
was recently evaluated by MERCE (Mit-
subishi Electric R&D Centre Europe). 
After developing additional tooling 
around PathCrawler, MERCE evaluated 
automatic test generation over indus-
trial code of about 80,000 lines. In this 
experiment, 86% of functions were suc-
cessfully covered in eight hours. MER-
CE estimated that automatic test gen-
eration with PathCrawler could bring 
an effective benefit factor of more than 
230 for test input generation in the 
company. Those very good results are 
encouraging for an adoption of the 
technology in the business units.5

Beyond applications, the extensibil-
ity of the platform also allowed tool de-
velopers to abstract from the ground-
work of code parsing and data structure 
design, and to focus on new types of 
verification. Early on, Inria experi-
mented with deductive verification in 
the Jessie plug-in, later on extended 
and adapted by ISPRAS in AstraVer.29 
Adelard investigated lightweight con-
currency, while teams at Atos imple-
mented dataflow conformity capabili-
ties15 and prototyped IDE integrations. 
The field of cybersecurity also proved 
fertile in academic developments, giv-
ing rise to the Stac plug-in from 
Verimag10 or the Celia plug-in from 
Université Paris Diderot.17 Finally, the 
mid-2010s modernization brought 
about with the Eva plug-in allowed for 
another level of extensibility, at the 
level of its abstract domains. This was 
quickly adopted to interface with devel-
opments in this field from Verimag, in-
cluding the Apron domain library and 
the VPL verified polyhedron library.23

Similarly, in the context of Europe-
an projects Stancek (FP7) and Vessedial 

k	 https://cordis.europa.eu/project/rcn/105816/
brief/en

l	 https://www.vessedia.eu/

More Than a Toolset: An Ecosystem
Frama-C community. Since its initial 
release in May 2008, Frama-C has built 
an active community of users and plug-
in developers. Its open source license 
(LGPL 2.1) played an important role in 
this development, facilitating its inte-
gration into many Linux distributions 
(the oldest package, from Debian, dates 
back to 2009 and Frama-C 3.0 Lithium), 
and into the main repository of the 
opam package manager that handles 
software written in OCaml, as is the 
case with Frama-C. As of July 2020, 
opam reports around 200 monthly 
downloads (via opam) of the latest re-
lease, Frama-C 21.1 Scandium, which 
was released in June 2020.

Naturally, these public releases are 
accompanied with various communi-
cation channels,h including a mailing 
list, a bug tracker, and a dedicated 
StackOverflow tag. Frama-C’s blogi is 
also a good way to inform users about 
what is going on in the platform.

An important part of Frama-C devel-
opment is funded through collaborative 
projects, most of which are supported 
by the French government and the Eu-
ropean Union. Apart from CEA itself, 
these projects usually gather a mix of 
academic and industrial partners to ex-
plore new research directions while 
keeping sure that they are relevant to 
real-world problems. Among these 
projects, we can mention the French 
RNTL project CAT and its successor 
U3CAT,j funded by ANR, both of which 
have been fundamental for building the 
grounding blocks of the platform. Later 
on, European projects Stance and 
Vessedia help broaden Frama-C’s target 
properties to cybersecurity.

Teaching with Frama-C. Frama-C is 
intensively used for teaching. Indeed, 
it became difficult to keep track of all 
universities where the toolset is used in 
various program analysis or verifica-
tion courses. In France, where the plat-
form was born and is developed, there 
are dozens of departments relying on 
Frama-C for teaching every year. Just a 
few examples include Ecole Polytech-
nique, CentraleSupélec, École Nor-
male Supérieure, ENSIIE, almost all 
universities in and around Paris, as 

h	 https://frama-c.com/support.html
i	 https://blog.frama-c.com
j	 https://frama-c.com/u3cat.html

well as in Besançon, Bordeaux, Bourg-
es, Grenoble, Lille, Lyon, Orléans, 
Rennes, Toulouse, and many others. 
Frama-C is also increasingly used in 
other countries, including Austria, Bra-
zil, China, Germany, Portugal, Russia, 
U.K., and the U.S. Among the analyzers 
of the open source distribution, Eva, 
WP, and E-ACSL are the most popular 
plug-ins for teaching. PathCrawler is 
also actively used for teaching thanks 
to its online version, PathCrawler-on-
line, allowing the user to explore ad-
vanced test-generation results. Finally, 
Frama-C has often been used for train-
ing in industrial companies and for tu-
torials on program verification at pre-
mier international conferences, such 
as ASE, FM, iFM, ISSRE, POPL, SAC, 
TAP, and QSIC.

Collaborations and industrial appli-
cations. Long-time partnerships began 
with Frama-C’s precursor, Caveat, 
which was developed in the 1990s in 
close collaboration with the teams at 
Airbus and leveraged automated rea-
soning capabilities from Inria’s Alt-Er-
go solver. As Caveat went into industrial 
production, the development around 
Frama-C continued to nourish these 
collaborations and engaged them in as-
sisting with design decisions. Notably, 
this took the form of a domain-specific 
language for low-level specifications 
that compiles into ACSL for deductive 
verification with WP, or into a system 
similar to E-ACSL for runtime verifica-
tion. This system, NWOW,9 has been de-
ployed at large scale for the develop-
ment of onboard critical software, and 
will be extended to other applications.

Other partnerships started in the 
mid-2000s, with Électricité de France 
(EDF) and Areva for energy production 
systems. In particular, EDF reported33 
that Frama-C’s Value Analysis plug-in 
(predecessor of Eva) improved the anal-
ysis of a 39kLoC nuclear power plant 
shutdown system, allowing the demon-
stration of the absence of intrinsic run-
time errors. After some experimenta-
tion with different tools, Frama-C was 
chosen to analyze the code. Today, an 
ongoing collaboration with EDF focus-
es on the analysis of larger code bases. 
R&D efforts between EDF, Framatome, 
and CEA study further usage of Frama-
C for other safety-critical software.

Frama-C has also been used for 
verifying software in other industrial 

https://www.vessedia.eu/
https://frama-c.com/support.html
https://blog.frama-c.com
https://frama-c.com/u3cat
https://cordis.europa.eu/project/rcn/105816/brief/en
https://cordis.europa.eu/project/rcn/105816/brief/en
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(H2020), Search Lab developed Fra-
ma-C plug-ins dedicated to generat-
ing counter-examples in the spirit of 
StaDy but based on external test-case 
generators, namely Search Lab’s own 
tool Flinderm and later the AFL 
fuzzer.n In these projects, Dassault 
Aviation also designed a methodology 
based on Eva, E-ACSL, and two home-
made plug-ins  to detect security vul-
nerabilities and deploy runtime coun-
termeasures when necessary.34 It has 
been experimented on a few modules 
of Apache.

Conclusion
Since its first public release more than 
13 years ago, the Frama-C framework 
has demonstrated its ability to suc-
cessfully address very diverse verifica-
tion tasks. One of the main factors of 
this success is undoubtedly the key 
design idea of a modular analysis 
platform, where developing a special-
ized plug-in and having it communi-
cate with others should be as easy as 
possible. Another important aspect is 
the fact that the development of Fra-
ma-C has been fueled by collaborative 
projects that strive to maintain a bal-
ance between exploring new research 
directions and targeting existing in-
dustrial code. This holds true to this 
day, with lines of research toward new 
programming languages (C++, Rust), 
cybersecurity and privacy properties, 
verifying AI-based applications or us-
ing AI in verification among others. 
We hope the readers will try out Fra-
ma-Co and will find it useful for their 
verification activities.	

m	 https://www.flinder.hu
n	 http://lcamtuf.coredump.cx/afl/
o	 see http://www.frama-c.com/download.html
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ONE OF THE most important components of training 
machine-learning models is data. The amount of 
training data, how clean it is, its diversity, how well it 
reflects the real world—all can have a dramatic effect on 
the performance of a trained model. Hence, collecting 
new datasets and finding reliable sources of supervision 

have become imperative for advancing 
the state of the art in many computer 
vision and graphics tasks, which have 
become highly dependent on machine 
learning. However, collecting such 
data at scale remains a fundamental 
challenge.

In this article, we focus on an in-
triguing source of training data—on-
line videos. The Web hosts a large vol-
ume of video content, spanning an 
enormous space of real-world visual 
and auditory signals. The existence of 
such abundant data suggests the fol-
lowing question: How can we imbue ma-
chines with visual knowledge by directly 
observing the world through raw video? 

There are a number of challenges faced 
in exploring this question.

First, while the scale of data is use-
ful for building diverse training 
datasets, the problem becomes one of 
curation—characterizing the type of 
videos suited for the task at hand and 
automating the process of filtering ir-
relevant and noisy videos at scale. Sec-
ond, raw videos come with no annota-
tions or labels, except possibly noisy 
tags and descriptions, and so deriving 
reliable supervision signals for a given 
machine-learning task is a fundamen-
tal challenge.

For many problems, human labels 
are the most accurate source of su-
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pair of images of a scene and predict-
ing 3D geometry for synthesizing new 
views of that scene; (2) predicting 
dense depth maps from video in chal-
lenging scenarios, where both the 
camera and the people in the scene 
are freely moving; and (3) an audio-
visual speech separation model that 
takes an ordinary video as input and 
isolates and enhances the speech of a 
particular speaker while suppressing 
all other sounds. Each of these works 
involves discovery of powerful super-
vision signals in raw videos and 
shows insightful creation of new 
datasets via clever automatic video 
curation and processing algorithms. 
The models trained on these new 
datasets achieve state of the art results 
and have been successfully applied to 
real-world test scenarios.

Related work. The work highlighted 
in this article falls under the umbrella 
of self-supervised methods that learn 
from unlabeled video. Such methods 
use training signals that are either 
readily available in the videos or can be 
fully and automatically computed from 
the video data. For example, video 
frames have been used as supervision 
for learning correspondences, for 
tracking objects,45,46 and for various 
synthesis tasks, such as generating fu-
ture frames in a video26,43 or frame in-
terpolation.29

But the bulk of self-supervised 
methods do not obtain direct supervi-
sion for the task at hand, but rather su-
pervise an auxiliary task, which in turn 
allows the model to learn useful video 
representations.2,11,16,30,38,44,46,47 For ex-
ample, learning the temporal ordering 
of frames,16,30 or learning the arrow of 
time of a video47 (that is, whether a giv-
en video is playing forward or back-
ward), allows systems to learn useful 
representations for action recogni-
tion. Despite the rapid progress of 
such methods, their performance is 
still inferior compared with super-
vised methods.

In this article, we review work that 
can mine Internet video for direct su-
pervision for the task at hand but in a 
fully automatic manner; that is, the 
model is trained by directly regressing 
to the desired unknowns. This ap-
proach—deriving “labels” in a self-su-
pervised manner yet training the model 
in a supervised manner—allows us to 

pervision. Indeed, there have been 
ongoing efforts to generate an Ima-
geNet-equivalent dataset for videos—
large-scale, real-world video datasets 
with ground truth annotations. Such 
datasets have been mostly generated 
by collecting videos and manually or 
semi-manually gathering accurate, 
human-labeled annotations for vari-
ous tasks. Examples include activity/
action-recognition datasets25,40 and 
video classification datasets.1,24 Sev-
eral datasets also contain more com-
plex manual annotations, such as 
hand contact between objects in a 
video,18 spatially localized labels such 
as bounding boxes,22,36 dense object 
segmentation maps,6,35 and some fea-
ture audio-based labels.20 Such hu-
man-annotated video datasets are con-
tinually growing in number, size, and 
richness of labels and have been widely 
used in the research community. How-
ever, collecting and annotating natural 
videos is extremely challenging, requir-
ing great effort to devise dedicated, in-
teractive annotation tools and to per-
form careful analysis of the precision 
and quality of the labels.

Moreover, for many tasks, manual 
annotation may not be feasible. For ex-
ample, annotating accurate depth maps 
from a video or ensuring sub-pixel opti-
cal flow between two frames in a video, 
are difficult if not impossible tasks for 
humans. Synthetic data can address 
some of these limitations by giving full 
control over data generation. But this 
approach assumes access to realistic 3D 
models of a wide range of scenes, and 
also requires learned models to general-
ize from synthetic data to real scenes—
an uncertain proposition.

In this article, we focus on a differ-
ent route—learning from videos in a 
self-supervised manner, that is, with-
out any human labels. In particular, 
we show that in some cases, and some-
times unexpectedly, certain types of 
such raw videos can unveil powerful 
training signals that fit directly with a 
specific task. Nevertheless, determin-
ing the type of videos needed and au-
tomatically deriving such supervision 
signals is often non-obvious and chal-
lenging.

Our article highlights three of our 
recent papers that tackle such chal-
lenges for three distinct computer vi-
sion and graphics tasks: (1) taking a 

The key idea  
of our work, called 
looking-to-listen,  
is to use  
visual signals  
to help process  
the audio signal.
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Figure 1. Computing a depth map for a static scene from two images. Left: a stereo pair of a still life. Right, a depth map computed for this 
scene (warmer colors represent nearer points, and cooler colors further points).

Input left-right stereo pair Output depth map

example, lightfield cameras,23 or has 
involved proprietary data, such as 
Google Street View.17 Can we gather 
suitable data for this task from Inter-
net videos?

At first, this task seems difficult: 
most online videos feature dynamic 
scenes (for example, with moving peo-
ple), not static ones. Dynamic objects 
violate geometric constraints used to 
estimate the 3D structure of the scene, 
thus leading to errors and noise in the 
predicted geometry. However, we 
found that we can gather image triplets 
of static scenes from an unexpected 
type of video: real-estate footage. Typi-
cal real-estate videos feature a series of 
shots of indoor and outdoor scenes 
(the interior of a room or stairway, exte-
rior views of a house, footage of the sur-
rounding area, and so on). Shots typi-
cally feature smooth camera movement 
and little or no scene movement. 
Hence, we built a dataset from thou-
sands of real-estate videos shared on 
the Web as a large and diverse source of 
multi-view training imagery.

To build this dataset, which we call 
RealEstate10K,51 we devised a pipeline 
for mining suitable clips from You-
Tube. This pipeline consists of four 
main steps:

1.	 Identifying a set of candidate 
videos to download.

2.	 Running a camera tracker on each 
video to both estimate an initial camera 
pose for each frame and to subdivide 
the video into distinct shots/clips.

achieve state of the art results for vari-
ous complex tasks.

Learning to Estimate 3D Geometry 
from Real-Estate Footage
When our 3D world is projected onto 2D 
images, geometric information is lost. 
The 3D position of objects in the scene, 
their 3D structure, or even their depth 
ordering are unknown. We show how 
Internet video can be of unexpected use 
for predicting the lost 3D geometric in-
formation from 2D image data.

For instance, consider the problem 
of computing a depth map from two 
images of a scene, as illustrated in Fig-
ure 1. Normally, if we wanted to apply 
supervised learning to this task, we 
would need to collect a dataset of im-
ages with their corresponding ground-
truth depth maps, for instance, by tak-
ing a Microsoft Kinect sensor and 
scanning a large number of scenes.12 
However, such data collection is cum-
bersome and limited—for instance, Ki-
nect sensors produce noisy, incom-
plete depth maps and do not work 
outdoors. However, if we change our 
perspective and make creative use of 
existing data, we can find surprisingly 
useful sources of geometric supervi-
sion from real-world online video.

In particular, one application of ge-
ometry estimation from images is 
view synthesis—taking a set of known 
images of a scene and synthesizing 
new, unobserved views of the same 
scene with quality suitable for com-

puter graphics applications such as 
virtual reality.

We can formulate this view synthesis 
problem as a machine-learning prob-
lem as follows: given three images of a 
static scene, each from a different and 
known viewpoint, we select two of the 
images and use them as input to a deep 
neural-based model. We then ask the 
model to predict the 3D geometry of 
that scene (for example, in the form of a 
depth map) from the input image pair, 
and then use that estimated geometry 
to render that scene from the perspec-
tive of the third camera viewpoint.

The machine-learning model is 
judged by how well the rendered im-
age matches the actual image. If the 
predicted 3D-scene model is the out-
put of a convolutional neural network, 
then we can train that network using 
the signal arising from that compari-
son with the ground-truth third image. 
If we have many such triplets of imag-
es across many different scenes, then 
we can train a network that can gener-
alize to predict good 3D representa-
tions from images of any number of 
new scenes.

Hence, the problem of training such 
a network reduces to the problem of 
finding a large and diverse collection of 
image triplets of static scenes captured 
from known viewpoints. Previous work 
has also observed that 3D representa-
tions can be learned from imagery 
alone, but such work has used very rela-
tively small amounts of data from, for 
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Figure 3. The multiplane image (MPI) scene format. 

Layers at 

fixed depths, 

each is an 

RGBA image.

Reference viewpoint Novel viewpoint

An MPI consists of a set of fronto-parallel planes at fixed depths from 
a reference camera coordinate frame, where each plane encodes an 
RGB image and an alpha (transparency) map that capture the scene 
appearance at the corresponding depth. The MPI representation can 
be used for efficient and realistic rendering of novel views of the scene.

ORB-SLAM2, originally designed for 
robot localization from video, to esti-
mate the pose of the moving camera 
for each video frame.31 However, we 
had to modify this camera tracker to be 
able to handle effects such as cuts and 
cross-fades that occur in YouTube 

Figure 2. Illustration of the output of our camera tracking pipeline for a single video clip. 

(c)

(a) (b)

(d)

(e)

(f)

(g)

Input video frames

Sparse point cloud

Camera positions

Selected subsequence

Source frames

Target (extrapolation)

Target (interpolation)

a:

b:

c:

d:

e:

f:

g:

The camera tracker takes as input a sequence of video frames (a) and outputs a 
sparse 3D point cloud (b) and a 3D camera trajectory, shown as the set of wireframe 
pyramids (c). We then sample triplets of frames from sequences (d) like this to form 
training data for our view-synthesis model. Given two selected source frames (e), we 
can choose a target third frame either in between the two frames (g), representing a 
view-interpolation problem instance, or we can choose a frame outside the two frames 
(f), representing a view-extrapolation problem instance. (Video stills in this figure and 
Figure 4 are used under Creative Commons license from YouTube user SonaVisual.)

videos in the wild. The output of our 
data-mining pipeline—3D camera 
poses and a sparse point cloud of the 
scene—is illustrated in Figure 2.

While this figure shows a single 
tracked camera sequence, we collected 
thousands of such sequences from re-
al-estate videos at scale. For each 
tracked sequence, we can sample trip-
lets as frames to train a machine-learn-
ing model to perform view synthesis, as 
described earlier.

Beyond the idea of collecting train-
ing data in this way, a key design deci-
sion is how we represent the 3D scene 
for view synthesis. One common ap-
proach is to represent the 3D scene as a 
depth map, or an image representing 
the distance between the camera and 
each scene point, as illustrated in Fig-
ure 1. Given an image and a depth map, 
one can use the 3D information in the 
depth map to reproject the image to 
new viewpoints. However, a limitation 
of depth maps is that they only repre-
sent foreground scene content visible 
in the reference view of the depth map, 
not hidden surfaces that appear when 
the camera is moved to a new view, for 
example, the part of the countertop be-
hind the fruit platter in Figure 1.

Instead, in our work, we use a lay-
ered representation called a multiplane 
image (MPI), so-called because it brings 
to mind the multiplane camera invent-
ed at Walt Disney Studios and used in 
traditional 2D animation.48 The Disney 
version of a multiplane camera consists 
of a stack of planar transparencies ar-
ranged at different depths from a cam-
era, each painted with content that 
should appear at a different depth (for 
example, a house at a nearby layer, and 
the moon in a further layer). By moving 
the transparencies at different speeds 
relative to the fixed camera, one can 
give the illusion of a 3D scene, similar 
to parallax scrolling in video games.

Our MPI scene format is a compu-
tational version of this idea, wherein 
we represent a scene as a set of RGB 
images with transparency arranged at 
fixed distances from a reference cam-
era, as illustrated in Figure 3. To ren-
der the scene from a new viewpoint, 
we simply move each image in the MPI 
a corresponding amount and compos-
ite the transformed images in front-
to-back order, also shown in Figure 3. 
MPIs are a very simple and convenient 

3.	 Performing a full optimization, 
known as bundle adjustment, to derive 
high-quality poses for each clip.

4.	 Filtering to remove any remaining 
unsuitable clips.

The key component is the camera 
tracker—we use an algorithm called 
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Figure 5. Left: The traditional stereo setup assumes that at least two viewpoints capture 
the scene at the same time, and hence the 3D position of points can be computed using 
triangulation. Right: We consider the setup where both the camera and subject are moving, 
in which case triangulation is no longer possible since the so-called epipolar constraint 
does not apply.
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Figure 4. Our stereo magnification framework.
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We extract camera motion clips from YouTube videos and use them to 
train a neural network to generate a MPI scene representation from 
narrow-baseline stereo image pairs. The inferred MPI representation 
can then be used to synthesize novel views of the scene, including ones 
that extrapolate significantly beyond the input baseline.

aged to model the geometry of static 
scenes via a dedicated, learning-based, 
view-synthesis framework. We now 
show that by using a specific type of 
similar video (static scenes, moving 
cameras), we can tackle a particularly 
challenging task—estimating the ge-
ometry of dynamic scenes from ordi-
nary videos, that is, when both the cam-
era and the objects in the scene are 
freely moving. Most existing 3D-recon-
struction algorithms assume the same 
object can be observed from at least 
two different viewpoints at the same 
time, which allows to compute the 2D 
position of points using triangulation 
(see Figure 5). This assumption is vio-
lated by dynamic objects when cap-

scene representation that have the ad-
vantage of being able to represent 
content hidden from the reference 
view, due to the use of multiple layers. 
MPIs can even handle reflective and 
transparent objects, and at least up to 
a certain amount of camera motion. 
MPIs are related to other layered rep-
resentations used in vision and graph-
ics, in particular the “stack of ace-
tates” model introduced by Szeliski 
and Golland.41

Figure 4 illustrates our complete 
pipeline, wherein we train a deep-
learning model to predict a MPI from 
a pair of input images using triplets of 
video frames as training data. We 
demonstrate this in an application 
that we call stereo magnification. The 
idea is that many modern cellphone 
cameras have two (or more) cameras 
that are very close together, for exam-
ple, 1cm apart. From such closely 
spaced images, we might want to ex-
trapolate views that are much further 
apart, for example, to enable a larger 
head motion in a virtual reality (VR) 
setting, or to create a stereo pair with 
the correct eye distance for viewing in 
3D glasses. We successfully train a 
machine-learning model for this task 
and, even though we train from real-
estate footage, we find that our model 
generalizes well to many other kinds 
of scenes. Please see our project Web 
pagea for videos showing continuous 

a	 https://people.eecs.berkeley.edu/~tinghuiz/
projects/mpi/

view interpolation and extrapolation 
from two input frames.

While our model generalizes be-
yond real-estate scenes, one key as-
sumption is that it assumes scenes are 
static, and a corresponding crucial 
challenge is scenes with moving objects, 
and, in particular, people. Estimating 
3D information from multiple views of 
a dynamic scene poses additional chal-
lenges, which we address next using 
another surprising source of data.

Learning the Depth of Moving 
People by Watching Frozen People
We have shown how online videos of 
static scenes captured by a moving 
camera can be processed and lever-

https://people.eecs.berkeley.edu/~tinghuiz/projects/mpi/
https://people.eecs.berkeley.edu/~tinghuiz/projects/mpi/
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Figure 7. MannequinChallenge Dataset: (a) Each example is a frame from a 
MannequinChallenge video sequence in which the camera is moving but all humans are 
static. Because the entire scene is static, these videos span a variety of natural scenes, 
poses, and configurations of people.
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Figure 6. Learning the depth of moving people by watching frozen people.
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Depth) or are restricted to static 
scenes (as with the method we pre-
sented earlier). We extend this line of 
research to predicting geometry of dy-
namic objects from ordinary videos. 
More specifically, we consider the 
problem of predicting dense depth 
maps from ordinary videos when both 
the camera and the people in the 
scene are naturally moving.28 (see Fig-
ure 6). We focus on humans because 
they are an interesting subject for aug-
mented reality applications and 3D 
video effects. Furthermore, human 
motion is articulated and difficult to 

model, making them an important 
challenge to address.

MannequinChallenge Dataset. 
Where do we get the data needed to 
train a depth prediction model that can 
handle moving people in the scene 
captured by a single moving camera? 
Generating high-quality synthetic data 
in which both the camera and the peo-
ple in the scene are naturally moving is 
very challenging. Depth sensors (for ex-
ample, Kinect) can provide useful data 
but are typically limited to indoor envi-
ronments and require significant man-
ual work in capture.

Instead, we derive training data 
from a surprising source: a category of 
video in which people freeze in place—
often in interesting poses—while the 
camera operator moves around the 
scene filming them—attempting the 
so-called “Mannequin Challenge.”49 
Many such videos have been created 
and uploaded since late 2016, and 
these videos span a wide range of 
scenes with people of different ages, 
naturally posing in different group 
configurations. These videos comprise 
our new MannequinChallenge (MC) 
Dataset, which we recently released to 
the research community.27

To the extent that people succeed in 
staying still during the videos, these 
videos are no different from the real-
estate videos discussed earlier—we 
can assume the scenes are static while 
the camera is moving, in which case 
multi-view geometric constraints and 

tured by a moving camera. As a result, 
most existing methods either filter out 
moving objects (assigning them “zero” 
depth values) or ignore them (resulting 
in incorrect depth values). Our ap-
proach is to avoid imposing such geo-
metric constraints by instead learning 
geometric priors about the shape and 
motion of dynamic objects from data.

While there has been a recent surge 
in the development of learning-based 
models for predicting geometry (for 
example, depth maps) from imagery, 
most existing methods consider only 
a single image as input (RGB-to-

Our model predicts dense depth from video in which both an ordinary camera 
and people in the scene are freely moving (right). We train our model on our new 
MannequinChallenge dataset, a collection of online videos of people imitating 
mannequins, that is, freezing in diverse, natural poses while a camera tours the 
scene (left). Because people are stationary, geometric constraints hold, allowing us 
to use techniques such as structure-from-motion (SfM) and multi-view stereo (MVS) 
to estimate depth, which serves as supervision during training.



AUGUST 2021  |   VOL.  64  |   NO.  8  |   COMMUNICATIONS OF THE ACM     75

contributed articles

Figure 9. Depth-prediction results on video clips with moving cameras and people. 

(a) Sample frames from the input video (b) DORN (c) Chen et al. (d) DeMoN (e) Ours

From left to right: (a) sample frames from the input video,  
(b-c) results of learning-based monocular depth-prediction 
methods;8,19 (d) learning-based stereo depth-prediction method;42 
and (e) results of our method.

Figure 8. Our model takes as input an RGB frame, a human segmentation mask, masked depth computed from motion parallax (via optical 
flow and SfM pose), and an associated confidence map. We ask the network to use these inputs to predict depths that match the ground 
-truth MVS depth.

(a) (b)

people. We need a machine-learning 
model that can bridge this gap.

One approach would be to infer 
depth separately for each frame of the 
video (such as RBG-to-Depth). We tried 
this, and while such a model already 
improves over state of the art single-
image methods for depth prediction, 
this approach disregards depth infor-
mation about the rigid (static) parts of 
scenes that can be inferred when con-
sidering more than a single frame. To 
benefit from such information, we de-
sign a two-frame model that uses depth 
information computed from motion 
parallax, that is, the relative apparent 
motion of static objects between two 
different viewpoints. In particular, we 

triangulation-based methods apply. 
We can then obtain accurate camera 
poses using the same camera-tracking 
pipeline we described previously. We 
can then obtain accurate depth infor-
mation through further processing 
with vision methods known as Multi-
View-Stereo (MVS). We illustrate such 
automatically derived depth data in 
Figure 7.

However, recovering accurate ge-
ometry from such raw video is chal-
lenging. First, there are videos that are 
not suitable for training. For example, 
people may “unfreeze” (start moving) 
at some point in the video, or the video 
may contain synthetic graphical ele-
ments in the background. Second, 

such in-the-wild videos often involve 
camera motion blur, shadows, or re-
flections. Thus, the raw depth maps es-
timated by MVS are often too noisy for 
use in training. To address these chal-
lenges, we developed an automatic 
framework for carefully filtering noisy 
video clips and individual depth values 
within frames in each clip (full details 
are described in Li.28  This filtering is a 
crucial step in generating accurate, re-
liable supervision signals from raw 
video data.

Inferring the depth of moving 
people. Our data provides depth super-
vision for a moving camera and “frozen” 
people, but our goal is to handle videos 
with a moving camera and moving 
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regions and only supply to the network 
depth information for the static envi-
ronment, as illustrated in Figure 8. The 
network’s job is to “inpaint” the depth 
values for the regions with people and 
refine the depth elsewhere. Our two-
frame model leads to a significant im-
provement over the RGB-only model for 
both human and non-human regions.

Depth prediction results. In Figure 
9, we show some examples of our 
depth-prediction model results on real 
videos, with comparison to recent 

state-of-the-art learning-based meth-
ods. Our depth maps are significantly 
more accurate and more consistent 
over time. Armed with the estimated 
depth maps, we can produce a range of 
3D-aware video effects, including syn-
thetic depth defocusing, generating a 
stereo video from a monocular one, 
and inserting synthetic computer-gen-
erated (CG) objects into the scene. Our 
depth maps also provide the ability to 
fill in holes and discolored regions 
with the content exposed in other 
frames of the video. Please see our web-
page for a full set of results.b

Looking-to-Listen: Audio-Visual 
Source-Separation Model
In the previous two sections, we showed 
how raw online video can provide pow-
erful visual signals that can be used as 
training data for complex visual tasks. 
Here, we go beyond visual signals by 
also leveraging auditory signals found 
in ordinary video. More specifically, our 
goal is to tackle the cocktail party prob-
lem—isolating and enhancing a single 
voice of a desired speaker from a mix-
ture of sounds, such as background 
noise and other speakers.9 Humans can 
do this very well—we have a remarkable 
ability to focus our auditory attention 
on a particular speaker while filtering 
out all other voices and sounds.9 We 
want to teach machines this same abil-

b	 https://mannequin-depth.github.io/ 

first compute 2D-optical flow between 
each input frame and another frame in 
the video. This flow field depends on 
both the scene’s depth and the relative 
position of the camera. However, be-
cause the camera positions are known, 
we can remove their dependency from 
the flow field, which results in an initial 
depth map.

At test time, since people are mov-
ing, the computed depth map would be 
incorrect in the human regions. We 
therefore segment and mask out those 

Figure 11. Audio-visual speech-separation model: We start by detecting and tracking 
talking people in an input video and compute a feature (face embedding) for each of the 
face thumbnails detected in each frame. 
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A complex spectrogram represents the input audio, which contains 
a mixture of speech and background noise. The network outputs a 
complex spectrogram mask for each speaker, which is multiplied by 
the noisy input and converted back to waveforms to obtain an isolated 
speech signal for that speaker.

Figure 10. AVSpeech Dataset: We first gathered a large collection of 290,000 high-quality, online public videos of talks and lectures (a). 
Using audio and video processing, we extracted video segments with clean speech (no mixed music, audience sounds, or other speakers), 
and with the speaker visible in the frame (b). This resulted in 4,700 hours of video clips, spanning a wide variety of people, languages, and 
face poses. Each segment contains a single person talking with no background interference. From these clean segments, we then generate 
training examples of “synthetic cocktail parties” by mixing the audio tracks of different speakers (c).

(a) Large collection of Internet videos of talks and lectures (b) Video segments 
with localized speakers 

and clean speech 

(c) Synthetic cocktail parties:
mixed speech 

of different speakers 

https://mannequin-depth.github.io/
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4,700 hours of video segments with ap-
proximately 150,000 distinct speakers, 
spanning a wide variety of people, lan-
guages, and face poses. The dataset is 
available for academic use.14 From 
these videos, training examples of syn-
thetic cocktail parties are generated by 
mixing clean audio tracks of different 
speakers and background noise from 
the AudioSet dataset,21 as illustrated in 
Figure 4 (b-c).

Audio-Visual Speech Separation 
model. With the AVSpeech dataset in 
hand, we design and train a model to 
decompose the synthetic cocktail mix-
ture into clean audio streams for each 
speaker in the video, as illustrated in 
Figure 11.

The model takes both visual and au-
ditory features as input. For the visual 
features, we only consider the face re-
gion by first detecting all the faces in 
each frame using an off-the-shelf face 
detector (for example, the Google Cloud 
Vision API). For each of the detected 
face thumbnails, we compute a visual 

ity by observing auditory and visual sig-
nals in online video.

The key idea of our work, called look-
ing-to-listen, is to use visual signals to 
help process the audio signal. Intui-
tively, facial features—such as mouth 
movements or even facial expres-
sions—should correlate with the 
sounds produced when that person 
speaks, which in turn can help to iden-
tify and isolate that person’s speech 
signal from a mixture of sounds. To do 
so, we design and train a joint audio-
visual model, where the input to the 
model is an ordinary video (frames + 
audio track), and the output is clean 
speech tracks, one for each person de-
tected in the video. This is the first au-
dio-visual, speaker-independent sepa-
ration model; that is, the model is 
trained only once and then can be ap-
plied to any speaker at test time.

For many cross-modal tasks, the 
natural co-occurrence of audio and vi-
sual signals in video can readily pro-
vide supervision. Examples include 
learning audio-video representa-
tions,3,5,7 cross-modal retrieval,32,33,39 

or sound source localization.3,32,37,50 
However, in our case, in order to train 
our model in a supervised manner, we 
need regular videos with mixed 
speech and background noise as in-
put—and also ground-truth separat-
ed audio tracks for each of the speak-
ers as supervision. Existing video 
does not provide such supervision 
and directly recording it at scale 
would have been difficult. However, 
we can think of ways to generate the 
exact training data we need from ex-
isting raw online video.

Specifically, we use online videos of 
talks, lectures, and how-to videos. 
Many of these videos contain a single, 
visible speaker with a clean recording 
of their speech and no interfering 
sounds. With these clean videos in 
hand, we can then generate training ex-
amples of “synthetic cocktail parties” 
by mixing clean audio tracks of differ-
ent speakers and background noise, as 
illustrated in Figure 10. This allows us 
to train an audio-visual speech-separa-
tion model in a supervised manner by 
directly regressing to the clean audio 
tracks for each of the speakers.

AVSpeech dataset. We collected a 
large amount of high-quality video 
clips, each containing a single, visible 

speaker with a clean recording of his 
or her speech and no other interfering 
background sounds. To do so, we 
started by crawling around 290,000 
candidate videos from YouTube chan-
nels of lectures, TED Talks, and how-
to videos. However, as discussed pre-
viously, raw video data never provides 
clean, perfectly accurate training data. 
In this case, significant parts of such 
videos may not be suitable for train-
ing, either because of the visual con-
tent (for example, shots of the audi-
ence, slides, or other visuals that do 
not include the speaker), or because 
of the audio content (for example, 
noisy speech). Avoiding such cases 
and assembling a large reliable cor-
pus of data is a crucial step that calls 
for automatic processing that does 
not rely on human feedback. We 
achieve that by designing a dedicated 
filtering mechanism based on both 
video and audio processing, as de-
scribed in detail in Ephrat.15

After filtering, we obtain roughly 

Figure 12. Speech separation in the wild: Representative frames from natural videos dem-
onstrate our method in various real-world scenarios. All videos and results can be found in 
the project webpage. The “Undisputed Interview” video is courtesy of Fox Sports.

Voice Call Double Brady

Dubbing

CarUndisputed Interview

Lorem ipsum

Noisy Bar
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same video side by side. This is an ex-
tremely challenging case because the 
two speakers are identical (same voice, 
same appearance), only time delayed. 
Our audio-visual model successfully 
achieves a clean separation result in 
this case and significantly outperforms 
a state-of-the-art audio-only model. 
This highlights the utilization of visual 
information by our model. See our pa-
per for a thorough numerical evalua-
tion and comparison to a state-of-the-
art audio-only model.15

This technology has recently 
launched in YouTube Stories, a sharing 
platform for short, mobile-only videos. 
Many of these videos are selfies taken 
in noisy locations (for example, parties 
or sporting events) with low-cost cell-
phone microphones. Our looking-to-
listen technology now allows creators 
to isolate their speech from all other 
voices and sounds.

Conclusion and Future Work
The contents of online videos depict a 
wide array of phenomena that can be 
used to teach machines about our 
world. With such a rich resource avail-
able, part of the creative pursuit of re-
search today involves identifying in-
teresting types of information that 
can be automatically derived or syn-
thesized from video and devising 
methods for identifying and process-
ing such data.

While the visual content provided 
by raw video is enormous, it does not 
always perfectly represent our true vi-
sual world. For example, videos of 
some actions (for example, “brushing 
teeth”) may be difficult to find, even 
though they are performed daily by bil-
lions of people.15 Nevertheless, even if 
just a small fraction of videos is suit-
able for a given task, the sheer quantity 
of data allows for the creation of novel, 
real-world datasets—a key intellectual 
question then becomes finding and le-
veraging these needles in haystacks for 
specific tasks.

In this article, we reviewed several 
recent research efforts that use this in-
sight to automatically source training 
data from noisy, raw online video for 
computer vision applications. However, 
this work is but an initial glimpse into 
a universe of possibility. We envision a 
wide spectrum of visual signals that 
can be automatically derived from In-

feature. This is done by feeding each 
face thumbnail to a pre-trained face 
recognition model and extracting the 
features from the lowest layer in the 
network, similar to the one used by 
Cole.10 The rationale is that these fea-
tures retain information necessary for 
recognizing millions of faces, while dis-
carding irrelevant variation between 
images, such as illumination. For audio 
features, we use complex spectograms 
computed by the short-time Fourier 
transform (STFT) of three-second au-
dio segments.

Our model first processes the visual 
and auditory signals separately and 
then fuses them together to form a 
joint audio-visual representation. With 
that joint representation, the network 
learns to output a time-frequency mask 
for each speaker. The output masks are 
multiplied by the noisy input spectro-
gram and converted back to a time-do-
main waveform to obtain an isolated, 
clean speech signal for each speaker. 
The model also outputs one mask for 
the background interference.

During training, the squared L2 er-
ror between the clean spectrogram and 
the predicted spectrogram is used as a 
loss function to train the network. At 
inference time, our separation model 
can be applied to arbitrarily long seg-
ments of video and varying numbers of 
speakers. The latter is achieved by ei-
ther directly training the model with 
multiple-input visual streams (one for 
speaker), or simply by feeding the visu-
al features of the desired speaker to the 
visual stream. For full details about the 
architecture and training process, see 
our full paper.15

Speech separation results. Once 
trained, our model can be applied to 
real-world videos with arbitrary speak-
ers. Figure 12 shows representative 
frames from an assortment of such 
videos containing heated debates and 
interviews, noisy bars, and screaming 
children. For all these challenging 
videos, our model successfully isolates 
and enhances the speech of the desired 
speaker, while suppressing all other 
sounds. See our project page for a full 
set of results.c

The “Double Brady” video is a syn-
thetic example, in which we concate-
nated two different segments from the 

c	 https://looking-to-listen.github.io/

Internet video 
can be of 
unexpected use 
for predicting the 
lost 3D geometric 
information from  
2D image data.

https://looking-to-listen.github.io/
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ternet video and can be used to teach 
machines about our world.

For example, we can envision train-
ing a model to estimate illumination 
by identifying videos of the same loca-
tion taken at different times of day. On 
the theme of finding scenes under 
multiple illuminations, prior work in 
graphics and vision shows the power 
of reasoning about pairs of images of 
a scene with and without camera 
flash.13,34 Can we mine such pairs of 
frames automatically from video of 
events like red carpet galas, and learn 
about shape and appearance?

Another example of finding needles 
in a haystack is identifying instances of 
known objects, such a specific kind of 
soda can where all instances have the 
same shape and material properties. 
Such objects can be thought of as acci-
dental “light probes” that can reveal 
aspects of the incoming illumination, 
and thus provide training signals for 
scene structure, material properties, 
and illumination.

Ultimately, we hope that training 
data derived from raw videos will be ex-
panded to robotics and autonomous 
navigation, where machines must op-
erate in a rich variety of scenes and per-
form a wide variety of tasks but explicit 
training data is in limited supply.
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THE INTERNET OF Things (IoT) comprises embedded 
sensing and computing devices and aims to improve 
quality of life.5,13 Mobile IoT can be applied in all walks 
of life, such as safe driving and smart healthcare.2,16 
For example, smartphones can produce road-safety 
multimedia data for safe and efficient driving, and 
sensor nodes attached to patients are capable of 
sensing vital signs for real-time monitoring.

With the IoT’s dramatic development, the data it 
produces is experiencing a shift from simple text data 
to enormous multimedia data that is usually locally 
relevant and of a size that individuals cannot handle 
due to resource limitations.1,10 Therefore, one of the 
most critical challenges facing IoT-related multimedia 
data is to improve its delivery efficiency by sharing 
resources with IoT devices to collaboratively produce 
and rapidly provide locally relevant multimedia data.10

Internet Protocol (IP) version 6 
could be the IoT’s future.5,13 However, 
if IP-based data delivery meth-
ods3,11,15,23,25 are directly deployed in 
the IoT, they might be confronted 
with the following challenges:2,19

	˲ IP-based data delivery methods are 
centered on end-to-end communica-
tions;25 that is, each data-delivery pro-
cess is independently performed be-
tween a source and destination pair. A 
source node must retrieve data from a 
destination node even if an intermedi-
ate device can provide target data. Con-
sequently, the data-delivery latency is 
considerable. Moreover, if the destina-
tion is unreachable, the data-delivery 
process might fail.3,9

	˲ Because of the end-to-end feature, 
it is difficult for devices to collaborate, 
create, and share multimedia data be-
cause each data-delivery process is per-
formed independently.23 However, it is 
significant for IoT devices to collabo-
rate because of their limited resources.

	˲ If a device moves to a new IP do-
main, it must be configured with a 
Care-of Address (CoA).12 Since CoA 
configuration is time-consuming, it in-
troduces extra data-delivery latency 
and causes data-delivery failures.18,22

According to Kahn et al.,8 Mobile 
Cloud (MC) is a novel technology that 
integrates cloud computing with mo-
bile devices such as smartphones to  
overcome the resource limitations of 
an individual mobile device. In MC, 
cloud members can share resources 
and collaborate to create multimedia 
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 key insights
	˽ It is difficult to achieve collaboration 

and data sharing among IoT devices via 
IP-based data-delivery methods because 
each data-delivery process is performed 
independently.

	˽ Mobile Cloud’s features can help create 
a new method of achieving IoT because 
cloud members can share resources and 
collaborate to produce multimedia data.

	˽ We integrate Mobile Cloud with IoT to 
construct IoT Cloud, allowing IoT Cloud 
members to collaboratively generate, 
locally maintain, and rapidly provide 
multimedia data.
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data, and a user can acquire data from 
any cloud member.7,10,14 The features of 
MC might help overcome these chal-
lenges and create a new method of 
achieving IoT. Based on this observa-
tion, we are motivated to integrate MC 
with IoT to construct IoT Cloud (ITC) 
and achieve the following objectives:

	˲ ITC members can collaboratively 
generate and locally maintain multime-
dia data so they can rapidly provide them.

	˲ A user can retrieve multimedia 
data from the nearest cloud member 
so data-delivery latency can be reduced.

	˲ A user can acquire multimedia 
data without CoA configuration to im-
prove data-delivery success rates.

Based on the motivation and objec-
tives, we propose a multimedia data 
delivery based on ITC (MDITC) and 
aim to reduce multimedia data-deliv-
ery latency and improve success rates 
via the following innovations:

	˲ An ITC construction algorithm is 
proposed so IoT devices can collabo-
rate to create locally relevant multi-
media data. Based on the ITC con-
struction algorithm, a multimedia 

data-delivery algorithm is proposed 
so a user can acquire data from the 
nearest member rather than a target 
device defined by a destination ad-
dress. Moreover, a device is identified 
by an invariable device ID, which may 
be a media access control (MAC) ad-
dress or may be configured by em-
ploying existing addressing methods 
and does not need to perform CoA 
configuration. Consequently, data-
delivery failures caused by address 
changes are avoided.

	˲ Multi-hop Ethernet architecture is 
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Table 2. Cloud address.

128-i-j-k i j k

GRP LRP Cloud flag 
(1)

Content 
ID

Table 1. Acronyms.

Acronym Full name

IoT Internet of Things

IP Internet Protocol

CoA Care of Address

MC Mobile Cloud

ITC IoT Cloud

MAC Media Access Control

AR Access Router

AP Access Point

GRP Global Routing Prefix

LRP Link Routing Prefix

tency. Moreover, the multi-hop Ether-
net architecture expands the area cov-
ered by a local network so, in most 
cases, a user can retrieve data locally. 
Consequently, data-delivery latency is 
further reduced.

The proposed scheme focuses on 
producing and sharing locally relevant 
multimedia data with a relatively short 
life span, such as road condition infor-
mation, and aims to provide data rap-
idly. While IoT devices can upload and 
download data to and from the Inter-
net cloud, the Internet cloud is costly 
and time-consuming, especially for lo-
cally relevant data with a relatively 
short life span.10 Moreover, it is usually 
local or nearby users who are interest-
ed in locally relevant data.24

For example, drivers are interested 
in local and nearby road-safety infor-
mation to improve driving safety and 
efficiency. Therefore, in the proposed 
scheme, IoT cloud members share and 
maintain data locally so that users can 
rapidly acquire data from the nearest 
member instead of the Internet cloud. 
The typical application of the proposed 
scheme is that users can quickly ac-
quire multimedia data on road condi-
tions associated with specific locations, 
such as intersections, to improve pe-
destrian safety and efficiency.17,24 For 
instance, a pedestrian can effectively 
avoid road hazards or accidents by rap-
idly retrieving multimedia data on 
road conditions from the nearest IoT 
cloud member.

IoT Architecture
The IoT architecture comprises infra-
structures and devices. Infrastruc-
tures, such as access routers (ARs), 
switches, and access points (APs), 
mainly perform routing functions, 
while devices, such as sensor nodes 
and smartphones, primarily collect lo-
cation-related multimedia informa-
tion. Devices are associated with an AP 
via wireless interfaces. A subnet is 
made up of one AR, switches, APs, and 
associated devices. The infrastructures 
in a subnet are organized into a tree to-
pology, where the root is the AR, the in-
termediate nodes are the switches, and 
the leaf nodes are the APs, as shown in 
Figure 1. The devices associated with 
an AP construct an IoT Cloud and can 
collaborate to produce location-related 
multimedia data. The acronyms used 

by the proposed scheme are shown in 
Table 1.

To efficiently seek and retrieve loca-
tion-related multimedia data, MDITC 
proposes a cloud address and a unicast 
address, as shown in Tables 2 and 3. A 
cloud address includes the global rout-
ing prefix (GRP), link routing prefix 
(LRP), cloud flag, and content ID. The 
GRP identifies a subnet, the LRP defines 
a specific location in the subnet, and the 
content ID identifies a kind of multime-
dia data, so a cloud address uniquely 
defines a specific type of location-relat-
ed data. Since ITC is constructed to gen-
erate a type of location-related multime-
dia data, it is also identified by a cloud 
address. In a cloud address, the cloud 
flag is 1. To rapidly locate a device or an 
infrastructure, a unicast address is pro-
posed and consists of the GRP, LRP, 
cloud flag, and device ID. In a unicast 
address, the cloud flag is 0. The device 
ID of an AR is 1 and the device ID of a 
switch or an AP is 0.

The i-bit LRP is divided into hierar-
chies, and c is an adjustment coeffi-
cient that represents one hierarchy and 
guarantees the uniqueness of LRP. The 
infrastructures at different depths of a 
tree are configured with a unique LRP 
with different hierarchies that are pro-
portional to the depths. The LRP of an 
AR is 0, and it launches the following 
LRP configuration process:

1.	 The AR sends a Conf-LRP message 
from each interface f linking with a 
switch or an AP, and the payload in 
Conf-LRP includes c, f, and h. h is the hi-
erarchy in a tree, and the initialization 
value is 0.

2.	 The infrastructure receiving 
Conf-LRP constructs its LRP, where the 
first h·c bits are equal to the ones of 
the source LRP in Conf-LRP, the fol-
lowing c bits are f, and the last i-(h+1)·c 
bits are 0.

3.	 If the infrastructure is a switch, it 
increases h by 1, forwards Conf-LRP 
from each interface f linking with a 
switch or an AP, and goes to Step 2.

4.	 The LRP configuration is complete.
As shown in Figure 1, where i is 16 

and c is 4, AR1 launches an LRP config-
uration process by sending Conf-LRP 
from interface 1. Switch SW1 receiving 
Conf-LRP is configured with LRP 
0x1000 and forwards Conf-LRP from in-
terfaces 1 and 2. Similarly, switch SW2/
SW3 receiving Conf-LRP is configured 

Table 3. Unicast address.

128-i-j-k i j k

GRP LRP Cloud flag 
(0)

Device
ID

introduced to IoT. The proposed archi-
tecture consists of the multi-hop Ether-
net backbone, made up of infrastruc-
tures, and the ITC, composed of mobile 
IoT devices. The proposed scheme is a 
combination of both wired and wire-
less systems because it consists of 
wired infrastructures, such as routers 
or switches, and wireless IoT devices, 
such as sensor nodes or smartphones. 
Based on the multi-hop Ethernet archi-
tecture, a multimedia data request ag-
gregation mechanism is proposed to 
enable multiple users to retrieve multi-
media data via one data-delivery pro-
cess in parallel. Since the size of multi-
media data is large, request aggregation 
substantially reduces data-delivery la-

Figure 1. LRP configuration.
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AP1
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SW3
LRP=0x1200
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with LRP 0x1100/0x1200 and forwards 
Conf-LRP from interface 1. Finally, AP1/
AP2 receiving Conf-LRP is configured 
with LRP 0x1110/0x1210.

Multimedia Data Delivery
Each infrastructure maintains an in-
dex table to store the information on 
ITC members, and each index entry in-
cludes the interface and cloud address.

Multimedia data generation. Loca-
tion-related multimedia data MD1 is 
identified by cloud address CA1, where 
the GRP is GRP1, the LRP is equal to 
the LRP of AP2, and the content ID is 
CID1. Messages Gen-MD and Share-MD 
are used to generate location-related 
multimedia data. AP2 generates MD1 
by creating ITC1:

1.	 AP2 constructs a unicast address, 
where the GRP and device ID are 0 and 
the LRP is AP2’s 1, and then sends a 
Gen-MD message to associated devices. 
The source address in Gen-MD is the 
unicast address, and the destination 
address is CA1.

2.	 If the device receiving Gen-MD can 
share the resources to generate part(s) 
of MD1, it returns a Gen-Ack message 
with the generated data.

3.	 AP2 processes the data in the re-
ceived Gen-Ack to construct MD1 and 
sends a Share-MD message with MD1.

4.	 The device receiving Share-MD se-
lectively stores MD1 and becomes an 
ITC1 member.

As shown in Figure 2a, AP2 creates 
ITC1 to generate multimedia data 
MD1, defined by cloud address CA1. 
Then, AP2 starts an index entry-genera-
tion process so that its upstream infra-
structures—including switch SW3, 
switch SW1, and AR1—establish an in-
dex entry for CA1.

After a device becomes an ITC1 
member, the payload of a beacon sent 
by the device includes CA1. If an AP re-
ceiving a beacon with CA1 from inter-
face f does not have an index entry for 
CA1, it launches the following index 
entry-generation process:

1.	 The AP creates an index entry—
where the cloud address is CA1 and the 
interface is f—and sends a Gen-Index 
message with CA1 to its parent.

2.	 If the parent receiving Gen-Index 
from interface f ′ does not have an in-
dex entry for CA1, it goes to Step 3. The 
parent abandons Gen-Index and goes to 
Step 4.

Figure 2. Multimedia data delivery.
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Figure 4. Multimedia data-delivery comparison.
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Figure 3. Multimedia data-delivery evaluation. 
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2.	 After Req-MD is received from in-
terface f, it is dealt with based on the 
following cases:

	˲ Case 1: An infrastructure receives 
Req-MD

If the infrastructure has the pend-
ing entry, where the cloud address is 
CA1 and interface is f, it goes to Step 
4. The infrastructure creates a pend-
ing entry for CA1. If the infrastruc-
ture has only one pending entry for 
CA1, it goes to Step 3. Otherwise, it 
goes to Step 4.

	˲ Case 2: A device receives Req-MD
If the device can provide MD1, it re-

turns a Rep-MD with MD1 and goes to 
Step 4.

3.	 The infrastructure deals with Req-
MD based on the following cases:

	˲ Case 3: There is an index entry for 
CA1

The infrastructure forwards Req-MD 
from the interface in the index entry 
and goes to Step 2.

	˲ Case 4: There is no index entry for 
CA1

If the infrastructure is AP2, it gener-
ates MD1, and returns Rep-MD with 
MD1 and goes to Step 4. The infrastruc-
ture forwards Req-MD from the inter-

face maximally matching the LRP of 
CA1 and goes to Step 2.

4.	 After the Rep-MD is received, it is 
dealt with based on the following cases:

	˲ Case 5: An infrastructure receives 
Rep-MD.

For each pending entry for CA1, the 
infrastructure forwards Rep-MD from 
the interface in the entry, removes the 
pending entry, and goes to Step 4.

	˲ Case 6: A device receives the Rep-MD
The device selectively stores MD1 

and becomes a member.
5.	 The process is complete, as shown 

in Figure 4.
Remote multimedia data delivery. 

User D1 is associated with AP1 and is lo-
cated in subnet S1, where the AR is AR1 
and the GRP is GRP1. In subnet S2, the 
AR is AR2 and the GRP is GRP2. Multi-
media data MD3 is identified by CA3, 
where the GRP is GRP2 and the LRP is 
equal to the 1 of AP4 in S2. MD3 is gen-
erated by creating ITC3, and D1 ac-
quires MD3 via the following process:

1.	 D1 constructs its unicast address, 
where the GRP is 0 and the LRP is AP1’s 
1, and sends Req-M, where the source 
address is the unicast address and the 
destination address is CA3.

3.	 The parent creates an index entry 
for CA1. If the parent is a switch, it for-
wards Gen-Index to its parent and goes 
to Step 2.

4.	 The process is complete, as shown 
in Figure 3a.

Local multimedia data delivery. To 
achieve request aggregation, each in-
frastructure stores a pending table, and 
each pending entry includes the inter-
face and the cloud address. Multimedia 
data MD1 is identified by cloud address 
CA1 and is generated by creating ITC1. 
User D1 is located in subnet S1 with 
GRP1 and is associated with AP1. If ei-
ther Condition 1 or Condition 2 is satis-
fied, D1 acquires MD1 based on the lo-
cal multimedia data-retrieval process:

Condition 1. The GRP of CA1 is 
GRP1 and the LRP is equal to the 1 of 
AP2 in S1.

Condition 2. The GRP of CA1 is not 
GRP1, but there is at least one ITC1 
member in S1 that can provide MD1.

1.	 D1 constructs its unicast address, 
where the GRP is 0 and the LRP is AP1’s 
1, and then sends a Req-MD message, 
where the source address is the unicast 
address and the destination address is 
CA1.

Table 4. Simulation parameters.

Parameters Values

Subnets 5

Communication range 100m

Network hierarchy 5

Devices 200

Speed 2-8m/s

MAC IEEE 802.11,  
IEEE 802.3

Mobility model Random walk

Simulation time 1,000s

Runs 20
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	˲ Case 6: One device receives the 
Rep-MD

The device selectively caches MD3 
and becomes a member.

5.	 The process is complete, as shown 
in Figure 4.

Evaluation
The proposed scheme is evaluated in 
ns-2, as shown in Figures 3 and 4. The 
simulation parameters are shown in 
Table 4.

As shown in Figure 3a, data-delivery 
latency decreases with speed. The 
main reason is the increase in speed 
augments the area where the ITC mem-
bers spread, reducing the distance be-
tween a user and the nearest member 
or the intermediate infrastructure per-
forming request aggregation.

In ITC, users acquire data from the 
nearest members or share data from 
the intermediate infrastructure, so da-
ta-delivery latency in S1 and S2 de-
creases. In S2, the data is delivered be-
tween a user and the intermediate 
infrastructure performing request ag-
gregation, so data-delivery latency is 
lower than the one in S1. The average 
data-delivery delay is the one of multi-
ple users retrieving data in either S1 or 
S2; it also reduces with the growth in 
speed. Consequently, the success rates 
in S1 and S2 slightly grow, as shown in 
Figure 3b.

In Figure 3c, with the increase in 
speed, the remote multimedia data la-
tency slightly grows. The main reason 
is that the retransmission of the lost 
packets brings the extra delivery 
latency. In S1, a user retrieves data 
from a remote ITC member. Since the 
distances between a user and the local 
AR and between an ITC member and 
the remote AR are hardly affected by 
speed, data-delivery latency tends to 
be steady. In S2 or S3, a user obtains 
data from the intermediate infrastruc-
ture that performs request aggrega-
tion and is located in the local or re-
mote subnet. Similarly, the distances 
between a user and the local AR and 
between the local or remote AR and 
the intermediate infrastructure are 
hardly impacted by speed, so data-de-
livery latency in S2 or S3 also tends to 
be stable. The delay in S2 is minimal 
and the one in S1 is maximal.

To sum up, the mobility of ITC 
members has little impact on data-

2.	 After Req-MD is received from in-
terface f, it is dealt with based on the 
following cases:

	˲ Case 1: An infrastructure receives 
Req-MD

If Condition 3 is satisfied, it goes to 
Step 4. If both Condition 4 and Condi-
tion 5 are satisfied, it goes to Step 4. If 
both Condition 4 and Condition 6 are 
satisfied, it goes to Step 3. The infra-
structure creates a pending entry for 
CA3. If the infrastructure has only one 
request entry for CA3, it goes to Step 3. 
Otherwise, it goes to Step 4.

Condition 3: The infrastructure has a 
pending entry, where the cloud ad-
dress is CA3 and interface is f.

Condition 4: The infrastructure is 
AR2 and f is the interface linking with 
the Internet backbone.

Condition 5: The infrastructure has a 
pending entry for CA3.

Condition 6: The infrastructure has 
no pending entry for CA3.

	˲ Case 2: A device receives Req-MD
If the device can provide MD3, it re-

turns Rep-MD with MD3, and goes to 
Step 4.

3.	 The infrastructure deals with the 
Req-MD based on the following cases:

	˲ Case 3: The infrastructure in S1 re-
ceives Req-MD

If the infrastructure is AR1, it up-
dates the GRP of the source address in 
Req-MD with GRP1, forwards Req-MD to 
the Internet backbone where Req-MD is 
routed to AR2, and goes to Step 2. The 
infrastructure forwards Req-MD to its 
parent and goes to Step 2.

	˲ Case 4: The infrastructure in S2 re-
ceives Req-MD

If the infrastructure has an index 
entry for CA3, it forwards Req-MD from 
the interface in the entry and goes to 
Step 2. If the infrastructure is not AP4, 
it forwards Req-MD from the interface 
maximally matching the LRP of CA3 
and goes to Step 2. AP4 generates MD3, 
returns Rep-MD, and goes to Step 4.

4.	 After MD-Rep is received, it is dealt 
with based on the following cases:

	˲ Case 5: An infrastructure receives 
Rep-MD

If AR2 receives Rep-MD, it forwards 
Rep-MD to the Internet, where Rep-MD 
is routed to AR1 and goes to Step 4. For 
each pending entry for CA3, the infra-
structure forwards Rep-MD from the in-
terface in the entry, removes the pend-
ing entry, and goes to Step 4.

One of the most 
critical challenges 
facing IoT-related 
multimedia data 
is to improve its 
delivery efficiency 
by sharing 
resources with  
IoT devices.
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sons are twofold:
	˲ Users can acquire multimedia data 

from the nearest members via one da-
ta-delivery process.

	˲ ITC members do not need to per-
form lengthy CoA configuration.

The proposed scheme integrates 
MC with IoT to construct ITC, and ITC 
has the following differences from 
clustering:

	˲ The main objective of clustering is 
to enhance routing reliability and scal-
ability by reducing node population in-
volved in forwarding and enhancing 
network stability.4,20 The main goal of 
ITC is to enable resource sharing and 
collaboration among cloud members 
to create, share, and provide multime-
dia data.

	˲ The architecture of clustering is 
hierarchical because each cluster 
member independently generates 
data, and a cluster head is responsible 
for aggregating data generated by 
cluster members to enhance data-de-
livery efficiency.4,20 The architecture of 
ITC is flat, since each member is equal 
and has a right to cache and provide 
multimedia data.

	˲ In clustering, each data-delivery 
process is independently performed 
between a source and destination pair. 
That is, a source node has to retrieve 
data from a specific node identified by 
a destination address.4,20 In ITC, by 
contrast, multiple users can acquire 
data from the nearest ITC member via 
one data-delivery process.

	˲ In clustering, cluster heads need to 
perform CoA configuration and suffer 
from data-delivery failures caused by 
address changes.4,20 In ITC, each mem-
ber does not need to be configured with 
CoA, so data-delivery failures caused by 
address changes are avoided.
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delivery latency due to the following 
reasons: Firstly, most users acquire 
data from intermediate infrastruc-
tures performing request aggrega-
tion in either S2 or S3. Since mobility 
has no impact on intermediate infra-
structures, it has little influence on 
data delivery latency. Secondly, dur-
ing mobility, CoA reconfiguration 
and address binding account for a 
large proportion of mobility hando-
ver latency.18,22 Since ITC members 
perform neither CoA reconfiguration 
nor address binding, delays caused 
by mobility are avoided. Lastly, users 
acquire data from the nearest ITC 
members that have usually complet-
ed reconfiguration to system chang-
es. Since the increase in speed weak-
ens the link performance, the remote 
data-delivery success rate slightly de-
creases, as shown in Figure 3d.

This proposal is compared with the 
standard,11 as shown in Figure 4.

Figure 4a shows the effect of speed 
on the average delay of users retriev-
ing data locally or remotely. As depict-
ed in Figure 3a, local data-delivery la-
tency decreases with the growth in 
speed because the distance between a 
user and the nearest ITC member or 
the intermediate infrastructure per-
forming request aggregation is short-
ened. As illustrated in in Figure 3c, re-
mote multimedia data latency slightly 
grows with the increase in speed. 
Since multi-hop Ethernet architecture 
expands the area covered by a local 
network, in most cases users can re-
trieve data locally.

Consequently, the average delay of 
users retrieving data slightly decreas-
es with the growth in speed. Since the 
growth in speed increases the hando-
ver frequency, data-delivery latency 
and cost in the standard grow. As 
shown in Figure 4b, network perfor-
mance degrades as speed increases, 
so data-delivery success rates in the 
proposal and the standard decrease. 
This proposal reduces data-delivery 
delay by nearly 43.68% and improves 
data-delivery success rates by nearly 
15.12%.

Conclusion
In this article, we propose MDITC 
which, according to experimental re-
sults, reduces data-delivery delays and 
improves success rates. The main rea-
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CON VERSATIONAL AGENTS,  OR chatbots, providing 
question-answer assistance on smart devices, 
have proliferated in recent years and are poised to 
transform online customer services of corporate 
sectors.1,6 Implemented through dialogue 
management systems, chatbots converse through 
voice-based and textual dialogue, and harness natural 
language processing and artificial intelligence to 
recognize requests, provide responses, and predict 
user behavior.5,28 Market analysts concur on current 
adoption trends and the magnitude of growth and 

impact of chatbots anticipated in the 
next five years. According to a report 
by Grand View Research, for instance, 
already 45% of users prefer chatbots as 
the primary point of communications 
for customer service enquiries, trans-
lating into a global ‘chatbot’ market of 
$1.23 billion by 2025, at a compounded 
annual growth rate (CAGR) of 24.3%.9

The strategy for conducting con-
versations using chatbots requires an 
efficient resolution of two key aspects. 
First, user  queries or automatically per-
ceived needs through user interactions 
have to be interpreted and mapped 
into categories, or user intents. This is 
based on historical processing of que-
ries and needs, and the use of intent 
classification techniques.12 Second, 
conversations must be constructed 
for specific intents using frame-based 
dialogue management2 and neural 
response generation techniques.15 In 
frame-based dialogue management, 
the chatbot needs to converse with the 
user to have a fully filled frame (for ex-
ample, flight information) in which 
all slot values are provided by the user 
(for example, airline carrier, departure 
time, departure location, and arrival lo-
cation). Inputs on one or more frames 
results in meeting the user’s goal. The 
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A future-state architectural strategy 
designed to support chatbot integration 
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 key insights
	˽ The key question is how can chatbot 

capabilities and architecture scale up 
for corporate services of increasing 
complexity, sensitivity, delivery 
processes, and duration?

	˽ There are two distinct types of service 
interactions for delivering complex 
services via chatbots, including: search-
oriented interactions (that is, service 
discovery: search for available services, 
rules, locations, and forms) and action-
oriented interactions (for example, filling 
application forms, checking for eligibility 
and entitlements, negotiations for service 
offers, and service on-boarding tasks). 
Chatbots must scale up to cover both 
types of services.

	˽ Chatbots should be retrofitted into 
a multifaceted contextual-aware 
service delivery, where dialogue can 
be effectively anchored, directed and 
sustained through distinct contexts to 
meet user goals.
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by the service management, analytics, 
channel management, IT, and enter-
prise architecture groups at the orga-
nization. These process steps were in 
the form of operational guidelines and 
BPMN process models. With regards 
to the observation of service delivery 
interactions, we focused on observing 
the face-to-face interactions between 
staff and customers at six major offices 
in three large cities to further our un-
derstanding of the service interactions 
at a large call center of the organiza-
tion and observed customer interac-
tions with the self-service technologies 
(for example, website and chatbot) at 
the areas of the service offices which 
were providing computer and internet 
facilities for customers. Overall, we 
observed over 250 face-to-face service 
interactions and over 400 service in-
teractions between customers and the 
self-service technologies.

Next, given that design of digital ser-
vices often builds upon contributions 
from multiple areas of expertise,10,14 
we conducted two workshops where 
experts from several different areas of 
organization with different areas of ex-
pertise participated. In each workshop 
we discussed the process steps, the 
challenges and opportunities of digi-
tizing service delivery using intelligent 
agents, with a focus on complex social 
welfare services using animated pro-
cess steps and scenario walkthroughs. 
Each workshop took three hours with 
10 participants including the direc-
tors, associate directors, and service 
support personnel at the service desk 
management, applications, infrastruc-
ture, and business analytics depart-
ments within the social welfare agency.

The overall result of these observa-
tions and workshops was a deep under-
standing of the nature of services and 
service process steps at the organiza-
tion and different patterns of service 
interactions from the customer’s per-
spective, which also led to modifying 
some of the service delivery process 
steps at the organization. Our insights 
from these methods are presented lat-
er. These insights helped us to move to 
the next step which is designing pro-
tocols for focus groups and individual 
interviews to understand how the pat-
terns of service interactions need to 
correspond to the back-end processing 
of the interactions, enabling us to pro-

dialogue flow is constructed through 
an ordered sequence of frames.

As seen through widely adopted 
examples such as Google Assistant, 
Apple Siri, and Amazon Alexa, chatbots 
have been effective for search, recom-
mender, and singleton task capabili-
ties involving bounded contexts, where 
service knowledge is limited and the 
conversations are short (typically, not 
more than a few question-answers). 
Building upon these capabilities, ex-
amples have emerged from retail, fi-
nancial, government, and other cor-
porate sectors, where chatbots are 
advancing and moving toward having 
better capabilities of assisting with in 
financial, trust and risk sensitive ser-
vices, traditionally delivered by staff 
and enterprise systems.22,23

These next-generation chatbots 
are expected to operate in broader 
user contexts and operating environ-
ments of systems, given the extent of 
data, business rules, and processes in-
volved.23 Examples of trends underway 
are as follows. Transport for London’s 
Travel demonstrated how chatbots can 
be integrated with enterprise systems 
to find information about services in 
user contexts, including geospatial 
and historical user preferences and 
patterns.27 Online travel systems such 
as Expedia, Booking.com, Skyscanner, 
Cheapflights, and airline companies 
such as KLM, British Airways, and Ice-
landir, assist customers in making 
and changing flights, thus extending 
the reach of actions associated with 
dialogue to tasks undertaken by enter-
prise systems and transactional tasks 
within them. AI Jim from Lemonade In-
surance26 integrates chatbot dialogue 
with inputs and outputs of multistep 
processes by supporting customers in 
capturing claim details, scheduling re-
pair quotes, and providing instant pay-
ments, where possible. Despite these 
advances, the task-based repertoire of 
current chatbots are currently limited 
to single tasks or a small set of tasks 
where user conversations involve fill-
ing in a small number of frames, typi-
cally one or two.

This article provides a domain-
specific exposition, drawn from social 
welfare, on how chatbots can scale 
customer service delivery processes 
in corporate sectors. Services in so-
cial welfare have long-running pro-

cesses, with multiple steps, stages 
and user goals, and carry increased 
data exchange through service inter-
actions compared to the examples 
above. They involve a mixture of cus-
tomer, self-assistance interactions 
and staff-assistance through call 
centers and service centers and their 
processes are managed through cus-
tomer relationship management and 
other enterprise systems. The nature 
of the service processes and service 
dialogue is studied to understand 
how user conversations associated 
with different users goals align with, 
and are interweaved through, long-
running delivery processes. As a result 
of empirical insights, an architectural 
strategy which supports enhanced 
tight-coupling of chatbot systems and 
service delivery systems, is proposed. 
Through this, we identify the key chal-
lenges for developing and integrating 
dialogue models and service delivery 
processes, through extensions to ma-
chine learning techniques and pro-
vide recommendations.

Empirical Method
Our study of a complex service domain 
relates to a large provider of social 
welfare services in a Commonwealth 
country. Its services, involving unem-
ployment benefits, family support, 
medical insurance payments, senior 
pensions, and many other payments, 
are among the highest in volume and 
complexity for customer services. The 
agency provides call centers, service 
centers, a website and mobile applica-
tions among its channels to support 
customers across many demographics, 
needs, and vulnerabilities, to access 
payment-based and other assistance 
services. It utilizes whole-government, 
one-stop shop service centers and web-
sites and third-party partner systems as 
further channels.

First, we conducted an archival 
analysis of service delivery process 
steps and customer journey maps at 
the same time with an extensive obser-
vation of service delivery interactions 
to understand the nature of service 
interactions. With regards to the archi-
val analysis, we reviewed the organiza-
tion’s existing service delivery process 
steps and customer journey maps 
for the top one hundred (the most re-
quested services) which were designed 
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pose recommendations for developing 
an architectural strategy for integrating 
chatbots and service delivery systems.

We then conducted six focus groups 
(on average, 12 people in each focus 
group, each of which took sixty to nine-
ty minutes) and twelve individual inter-
views (on average, 60 minutes each in-
terview) were conducted. Participants 
were different individuals within the 
same groups of participants who had 
attended the two workshops (that is, di-
rectors, associate directors, and service 
support personnel at the service desk 
management, applications, infrastruc-
ture, and business analytics depart-
ments within the agency). We followed 
Miles et al.21 for our thematic analysis 
of the individual interviews and fol-
lowed Nili et al.24 for thematic analysis 
of focus groups. The researchers in the 
team discussed the thematic analysis 
process and the findings iteratively at 

five meetings, resulting in compete 
consensus among the researchers on 
the insights we gained from the data.

The overall insight from individual 
interviews and focus groups was that 
the heart of the challenge of chatbot 
scalability in the corporate sector is 
integration of customer dialogue pro-
cesses with task-based service deliv-
ery processes (in an interweaved way), 
which existing chatbots do not pro-
vide. In this regard, we also identified 
major challenges including: the chal-
lenge of chatbot systems and service 
delivery systems be properly integrat-
ed, and the need for assisted learning 
of dialogue models be done coherently 
with service delivery processes. Draw-
ing upon the insights we gained from 
these methods, we explain the current 
state architecture and its technical ca-
pabilities and propose recommenda-
tions for a future state architectural 

strategy for integrating chatbots and 
service delivery systems in the corpo-
rate sector, contextualized through the 
social welfare domain. Moreover, the 
details of the systems involved (for ex-
ample, channel applications and ser-
vice delivery systems) are also shown in 
the current and future state architec-
ture covered and depicted on the left-
hand side of the accompanying figure.

Background on Customer Service 
Delivery in Social Welfare
Organizations in the finances, energy, 
government, and other corporate sec-
tors provide a wide range of product-
oriented services for diverse customer 
segments, needs, and circumstances.4,8 
Unlike the delivery of ‘everyday’ con-
sumables through e-commerce applica-
tions, examples such as home loans and 
insurance claims carry higher risk, lon-
ger cycles (days, months, or years) and 

Current and future state strategy for integrated chatbots and service delivery systems.
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mation for different customer cohorts, 
supporting service discovery or allow-
ing service application forms to be filled 
in. The applications are tailored to the 
processes for specific channel contexts 
and have dedicated capabilities, for ex-
ample, customer dialogue scripts used 
for the call center applications. The 
channel applications interact with en-
terprise systems, providing the core pro-
cesses. These consist of: a customer re-
lationship management system (CRM); 
a service management delivery system 
(managing service applications, servic-
es for customers, service contracts and 
obligations and interactions with third-
party systems); and a payment engine. 
We observed the both channel applica-
tions, CRM and service delivery man-
agement systems were adapted from ei-
ther bespoke or off-the-shelf enterprise 
systems (for example, SAP ERP), provid-
ing an integration framework for these 
including shared databases.

Self-serve channels can support 
chatbots for specific and well-under-
stood tasks such as service finding and 
providing indicators for service eligibil-
ity as part of online customer inquiries. 
Conventionally, chatbots have oper-
ated through dialogue management 
systems, which use natural language 
processing and semantic knowledge 
of the domains to parse user requests, 
infer intents and formulate responses.5 
A basic strategy for operating chatbots 
is to store unstructured question-and-
answers through social media, auto-
matically classify these (intent classifi-
cation), match user queries using these 
to retrieve recommended responses, 
and to allow user rating of the recom-
mendations. In this way, internal 
and external social channels can be 
harnessed through chatbots. How-
ever, more targeted forms of chatbot 
strategy involved dialogue manage-
ment, through conversational interac-
tions. This involved identifying key data 
entities relevant to customer intents, 
for example, customer identification as 
frames and customer name, customer 
identifier, date of birth, and residential 
address as slots.11 For multi-interaction 
conversations,3 multiple frames/slots 
and corresponding dialogue request/re-
sponse interactions can be coordinated 
in defined sequences, allowing capture, 
confirmation, action, and interactions 
to be coordinated.

mutual exchange of personal, agency 
and third-party data, making them diffi-
cult to be delivered seamlessly through 
a self-managed set of steps online.18 
This is especially the case for social 
welfare services, sought by individuals, 
families and other social groups, across 
a wide spectrum of demographics and 
temporary or permanent vulnerabilities 
(for example, unemployed, aged, single 
parents and child custodians, disabled, 
and students).7,23

Many social welfare service types 
across different domains are offered 
through government social welfare 
providers through different types of 
payments (for example, aged pension, 
medical insurance, unemployment 
benefits, and paid parental leave), con-
cessions (for example, public trans-
port, and health services) and tenan-
cies (for example, public housing).23 
Not only is service matching complex 
given the range of needs and circum-
stances of customers that need to be 
properly elicited and evidenced, but 
access to these is subject to equity and 
transparency regulated by legislated 
policy and business rules.

Services are delivered through a 
combination of front-office interac-
tions that take place via self-serve and 
staff-assisted channels and‘back-office 
processes managed by various ser-
vice delivery management systems. 
Many tasks of the service delivery (for 
example, service matching, filling in 
claims application forms and tracking 
claims assessments service access) are 
available through self-serve channels, 
reflecting the digital by default strat-
egy advanced by governments in recent 
years.19 In addition, service and contact 
centers are available for customers to 
engage in staff-assisted interactions that 
are required when they face uncertain-
ties in finding, applying, and access-
ing, or when they need to be physically 
present, for example, for meetings or 
identification processes.13,23

The channels are supported by chan-
nel applications, for example, service 
center applications, contact center 
systems, self-serve Web and mobile ap-
plications, and business center applica-
tions. The purpose of these applications 
is to provide context-specific interfaces 
for customer and service processes pre-
sented to customers or staff, for exam-
ple, presenting coherent service infor-

A key challenge 
is to effectively 
understand  
specific contexts  
in the requests, 
from which  
the relevant 
direction  
of dialogue  
can proceed,  
from a choice  
of dialogue 
directions.
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Multiple chatbot applications ap-
ply, for example, for anonymous cus-
tomers, identified customers and 
(internal) staff. These applications 
operate through specific channels, for 
example, the chatbots for anonymous 
and identified customers are available 
through self-serve and mobile applica-
tions while chatbots for staff operate 
on the business center channel ap-
plication. We observed that these ap-
plications are not currently connected 
to service delivery systems. They only 
support channel applications, which 
control interactions with “backend” 
service delivery systems.

Search-oriented interactions. When 
customers pose requests at channels as 
part of the first stage, or potentially oth-
er stages, of service delivery, they typi-
cally undergo a general service triage 
step so that their requests are imme-
diately answered or routed to different 
tasks, systems or channels for further 
processing. In the simplest case, the 
needs are obvious in the request. A ser-
vice or a related aspect is explicitly pro-
vided in a request posed by a customer, 
for example, get study allowance, aged 
carer’s allowance or make an appoint-
ment for a social worker assessment. 
The interactions that follow serve to 
confirm the service need and communi-
cate details about where to access it and 
the conditions of eligibility and use.

However, in other cases, the service 
need is either ambiguous or unknown 
in the request. This can arise when 
providers offer a variety of services for 
similar customer segments and circum-
stances, for example, the set of welfare 
benefits for single parents, which vary 
depending on whether parents are 
working full/part-time or not, have di-
rect custody of dependents or not, or 
are biological parents or custodians of 
dependents. As such, the indications of 
needs in requests must be ‘unpacked’ 
through question-answer dialogue. The 
key challenge as part of this is to effec-
tively understand specific contexts in 
the requests, from which the relevant 
direction of dialogue can proceed, from 
a choice of dialogue directions—for ex-
ample, as seen through dialogue scripts 
used by staff in call and service centers.

There are at least three types of con-
texts at play when customers present 
requests in which they are uncertain or 
unaware of the services relevant for their 

needs. The first is a customer’s personal 
context (or circumstances). The nature 
of the need may be couched in terms 
of customer circumstances or more di-
rectly in terms of service needs for cir-
cumstances. The second type of context 
for open-ended requests concerns ser-
vices, whereby a service or service area 
is indicated through, or can be inferred 
from, a request. For example, when the 
need for unemployment benefits is re-
quested by a customer, the dialogue is 
directed to confirm the service area or 
specific service stated by the customer 
and the circumstances of customers 
relevant for the service, for example, the 
customer’s age, any existing services be-
ing provided and any current, part-time 
employment, and income level. It may 
turn out that instead of unemployment 
benefits, a customer needs either youth 
allowance, parenting payments, unem-
ployment benefits, or the aged pension, 
depending on their age and dependent 
responsibilities. The third context is a 
situational context, such as an event or 
occurrence, which in some way impli-
cates a customer’s circumstances or 
needs and may trigger the discovery of 
required services or action in relation to 
existing services being accessed. As ex-
amples, emergencies such as flooding, 
industrial action or changes to social 
welfare policy may be reported, requir-
ing triage-style dialogue involving de-
tails of the situation, in order to deter-
mine specific concerns, incidences, or 
needs of customers. This can then be 
used to determine further course of in-
teractions in relation to customer and 
service contexts.

Action-oriented interactions. Most 
stages of service delivery, notably those 
that occur after service needs have 
been identified, involve actions on the 
part of both customers and providers. 
Examples of actions include customer 
registrations, filling and lodging ap-
plication forms, assessment checking 
for eligibility and entitlements, nego-
tiations for service offers, and service 
on-boarding tasks. While the nature 
of actions varies widely, we observed 
common characteristics in terms of 
their service interactions. Action-ori-
ented interactions can be more cog-
nitively targeted than search-oriented 
interactions because the services typi-
cally known when action are request-
ed, specific information is involved, 

and the tasks are deterministic, com-
pared to more open-ended nature of 
service discovery.

Consider a prominent action task, in-
volving the filling in application forms, 
which follows service needs being iden-
tified and customers being registered. 
The details relate to their circumstances 
with over 150 data fields for information, 
such as: customer identity, relation-
ships, dependencies, employment, and 
details about existing services or claims, 
and information from third-parties, 
for example, taxation reference, study 
course transcripts, medical certificates, 
and income pay details. When filling 
in application forms, people may have 
questions concerning uncertainties in 
the form, commitments being made, 
corrective actions and tracking of prog-
ress. Examples of questions which trig-
ger interactions include: the meaning of 
data fields such as dependents, where 
the applicant does not have custody of 
children and does not live at the same 
address as them; the interpretation of 
defacto partner for a recently formed 
relationship where both partners live at 
a parent’s residence; and the privacy im-
plications for providing consent to the 
agency to obtain information about the 
customer from a third-party organiza-
tion like the tax agency.

In more complex cases of questions, 
customers may query the interpreta-
tion of service eligibility or entitlement 
rules related to their circumstances, as 
required to be captured in the form. 
Examples of commitments include 
provision of data that is missing and 
agreeing to provide consent to the 
provider to get information from a 
third-party agency. Although updates 
and corrections are often made dur-
ing the claims application process, we 
observed corrective actions being ones 
that are formal (for example, making 
appointments for social worker as-
sessments or contesting decisions for 
assessment outcomes). Tracking in-
volves targeted and straight-forward 
questions about the claims processing 
and assessment progress.

Architectural Strategy for 
Integrating Chatbots and 
Service Delivery Systems
Chatbots have been designed for ef-
ficient natural language interactions 
with users and are managed through 
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tion can shift to service eligibility rules, 
among others, which is supported by 
specific dialogue knowledge for the 
service context.

Accordingly, we propose: chatbots 
should be retrofitted into a multi-faceted 
contextual-aware service delivery, where 
dialogue can be effectively anchored, direct-
ed, and sustained through distinct contexts 
to meet user goals. The distinct contexts 
(general, customer, service and event) 
are implemented through correspond-
ing respective service, customer and 
event models of the dialogue system.

To support and distinguish search-
oriented and action-oriented interac-
tions with the customer, it is useful to 
maintain different contexts. The cus-
tomer model would consider frames 
and slots related to the customer and 
customer circumstances. By ‘model,’ 
we refer to the behavioral specification 
of the dialogue (or dialogue policy). 
During a search-oriented interaction, 
the goal of the dialogue would be to 
capture relevant and optimal informa-
tion about the customer. For action-
oriented interactions the focus would 
shift to capturing or retrieving infor-
mation about the service. To support 
relevant interactions, the dialogue 
policies or rules of customer, service, or 
event model are handcrafted as a set of 
production rules. A production rule is 
a condition-action pair. The rules con-
sider the conditions pertaining to cus-
tomer, service or event context. The ac-
tion could involve seeking more details 
from the customer, retrieving informa-
tion of a service, or handing off to a staff 
agent when the conversation cannot be 
handled further.

The production rules when chained 
together implicitly result in dialogue 
graphs. Each context specific dialogue 
graph is aligned to the business pro-
cess tasks and business rules of the 
service delivery system. The alignment 
of contextual dialogue graphs to the 
underlying business process of service 
delivery system ensures that actions of 
the chatbot are coherent with the ac-
tions directed by the system when the 
customer uses other channels such as 
a web-based interface or a staff-assisted 
enquiry. Designing dialogue rules and 
constructing the dialogue graphs as a 
sequence of possible interactions can 
be time-consuming, expensive and in-
tractable. The interleaving of different 

dialogue management systems and 
knowledge (frame-based dialogue sys-
tems), which are decoupled from ser-
vice delivery systems—with no data 
sharing and limited process integra-
tion with service delivery systems. 
This raises uncertainties about how 
chatbots could be more effectively in-
tegrated and exploited through service 
delivery systems, and how service inter-
actions handled by both chatbots and 
channel applications could be better 
integrated, leading to an enriched and 
a coherent user experience. To open 
up insights in this regard, we elabo-
rate on key limitations of how chatbots 
are architected to operate with service 
delivery systems and, accordingly pro-
pose recommendations for a future 
state architectural strategy. The figure 
depicts the current and future state ar-
chitectural strategy, referred to in the 
discussion of the recommendations.

The architectural strategy is ex-
tended from the current state of ser-
vice delivery operations and systems, 
as discussed earlier. As such, it ad-
dresses the following aspects: chan-
nel user interfaces which govern the 
types of interactions and modalities 
that can be supported; channel appli-
cations which coordinate the resourc-
es that can be engaged in service inter-
actions (self-serve or staff-assisted); 
dialogue management system man-
aging the dialogue-related knowledge 
using frames and dialogue interac-
tions sequences which refer to the 
frames; the service delivery systems 
through which service interactions 
and tasks are coordinated, notably 
customer relationship management 
and service delivery management 
systems. The aspects of the current 
state architecture were drawn from 
our empirical analysis. Using this 
structure, the future state analysis for 
scaling up chatbots in an integrated 
service delivery systems architecture 
is discussed in the following (noting 
that the blue arrows between the com-
ponents are the architectures signify 
key differences).

Context-Awareness of Dialogue 
Intents and Conversations 
in Customer Interactions
The wide-ranging set of requirements 
that customers seek at different stages 
of service delivery involve distinct con-

texts, specific to customers, services, or 
events. As analyzed through the public 
social welfare agency, customers typi-
cally nominate circumstances when 
they are uncertain about which servic-
es are suitable for them. In this case, 
service delivery interactions focus on 
determining service needs based on 
customer contexts. In cases where 
customers request services, the focus 
is on service contexts, while specific 
aspects of services such as eligibility 
checks result in interactions that relate 
to customer contexts.

However, current approaches for di-
alogue management make no distinc-
tion between such distinct contexts. 
Rather, a singular dialogue context 
is captured, through relevant frame 
and slot-filling method, and chatbots 
determine dialogue intents from cus-
tomer requests against this. Existing 
chatbot architectures do not address 
scenarios that involve multiple goals to 
be addressed in a single conversation. 
For example, a customer could start a 
conversation with a search-oriented in-
teraction such as, “Am I eligible for any 
payment if I am studying and working 
for a few hours per week?” the chatbot 
needs to capture minimal details of the 
customer to determine one of more 
payment services the customer may be 
eligible for and further capture specific 
details that are required to identify the 
customer’s eligibility for the payment. 
These complex scenarios cannot be 
captured by having singular dialogue 
graph that is often the design approach 
of enterprise chatbots using frame-
based dialogue management.

For the future state, we recommend 
that distinct contexts be managed 
through the dialogue management 
system and used to direct conversa-
tions. As illustrated in the figure’s ar-
chitectural strategy, a general dialogue 
context (or dialogue state) can be used 
to orchestrate overall dialogue flow. It 
can be used to generally triage intents 
and coordinate dialogue related to cus-
tomer, service or event contexts. As an 
example, when a customer describes 
the need for financial support related 
to food, rent, and transport, the cus-
tomer context can be used to direct the 
conversation to identify the customer 
circumstances such as income, de-
pendencies and other circumstances. 
Once this is determined, the conversa-
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contextual models further makes it dif-
ficult to choose an optimal rule for dia-
logue designer. Additionally, the cover-
age and completeness of production 
rules and dialogue graphs is difficult to 
assess given distinct ways of customer 
interactions. Hence, learning from 
real-world conversations is imperative.

There are multiple techniques to 
generating optimal dialogue graphs 
dynamically: reinforcement learn-
ing, automated planning. Optimality 
could be the cardinality of customer 
interactions that leads to customer 
meeting their set goal. In reinforce-
ment learning, the dialogue manager 
learns from dialogue conversations 
based on the feedback from the cus-
tomer or a staff agent supervising the 
chatbot responses.15 The feedback col-
lected at the end of the conversation 
between the chatbot and the customer 
is used to refine dialogue trees. Based 
on the feedback rewards or penalties 
are applied to the refine the conversa-
tion. Another approach of generating 
dialogue tree is to use automated plan-
ning. A non-deterministic planner is 
used to orchestrate the production 
rules. Given the complexity of service 
system rules and artifacts, use of learn-
ing approaches or automated plan 
generation approaches to generate dia-
logue graphs of a large service delivery 
systems is still an open research chal-
lenge and their suitability needs to be 
ascertained. Hence, we propose they 
are used with traditional proven and 
reliable hand-crafted dialogue trees.

Context-awareness of service de-
livery execution in customer interac-
tions. Service delivery systems manage 
information related to customers and 
services required for managing service 
delivery tasks while dialogue systems 
provide knowledge contexts related to 
customers and services required for 
managing dialogue interactions. How-
ever, in the current state, no alignment 
exists across service delivery and dia-
logue systems in relation to customer, 
service and event information. This can 
lead to redundancies and inconsisten-
cies concerning this information across 
both systems, for example, the man-
agement of customer circumstance 
attributes related to service eligibility 
is captured in both frames of dialogue 
management systems and business 
rules of service delivery systems. More 

problematically, dialogue systems do 
not fully leverage detailed information 
available in service delivery systems. 
For example, the conditions for ser-
vice eligibility, circumstance reporting 
obligations and penalties of violating 
obligations, could be provided to users 
and further clarified through dialogue 
interactions and information displayed 
in the user interface information.

If service models and service data in 
service delivery systems were aligned 
with dialogue management, the data 
returned from systems could be up-
dated into concretely specified slots 
of frames and be used as part of user 
interactions. The frames and the slots 
could be filled with the data retrieved 
from the service systems data for dia-
logue construction. In addition, dia-
logue frames and slots could be speci-
fied abstractly, with data retrieved 
from service systems data for dialogue 
to then be constructed flexibly. For ex-
ample, a customer identification frame 
could have slots determined from sys-
tems data, such as customer reference 
number, customer name, residential 
address, and marital status. This way, 
frames related to customer identity 
could be concretely refined (expanded) 
through identity information in cus-
tomer profiles managed by service de-
livery systems. Likewise, details about 
what services offer (for example, pay-
ments and concessions), their claim 
forms, conditions of access, among 
others can be linked directly through 
an abstract-concrete data alignment 
relationship between dialogue and 
service delivery systems. Such rela-
tionships would also allow for dia-
logue models to automatically support 
changes to data at the service delivery 
systems level.

We therefore propose: chatbots should 
be integrated with service delivery processes, 
such that dialogue interactions and systems 
interactions are effectively integrated.

As indicated in the figure, to support 
transparency of data at the service de-
livery systems level for alignment with 
dialogue models of dialogue manage-
ment systems, we recommend support 
for dedicated masters data reposito-
ries for customers profiles and service 
catalogues.23 For example, service cata-
logues store information such as ser-
vice delivery processes, service tasks 
and their inputs/outputs, and service 

If service models 
and service 
data in service 
delivery systems 
were aligned 
with dialogue 
management, the 
data returned from 
systems could 
be updated into 
concretely specified 
slots of frames and 
be used as part of 
user interactions.
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tain exceptions occur in the dialogue 
interactions not recorded dialogue 
designer.

Accordingly, we propose: chatbots 
should use the hybrid approach of using 
traditional frame-based method in con-
junction with end-to-end neural network-
based learning to support reliable com-
mon dialogue interactions and distinct 
staff-assisted customer interactions.

In the hybrid approach, scenari-
os, where the frame-based dialogue 
management fails to provide suitable 
response indicated by long conversa-
tions or user requesting staff-assis-
tance, the dialogue is first directed to 
a staff agent to continue, and close the 
conversation. The staff agent responds 
to the customer and invokes relevant 
calls to the service delivery system. The 
conversational data containing the 
responses and the invocations to the 
service operations is used to train the 
end-to-end neural network-based dia-
logue manager. The model is trained 
to identify slots, provide the relevant 
response, invoke the relevant service 
operations of the service delivery sys-
tem. The chatbot learns from the newly 
accumulated data.

The approach benefits from the 
use of an optimal subset of real-world 
conversations to teach the chatbot.29 
Hence, the training data only contains 
conversations that the chatbot needs 
to learn for future interactions.16 Up-
dates to production rules, resulting 
from changes in government policies 
or service delivery rules, are updated 
by dialogue designers. The end-to-end 
data-driven model would re-learn from 
the staff assisted conversations when 
such updates are made. For example, 
if policies related to an age pension 
changes and the dialogue rules are 
updated, the neural network model is 
re-trained with the new dialogue con-
versations related to age pension. The 
hybrid approach allows the chatbot to 
use the reliable and traditional frame-
based approach for a standard set of 
scenarios, and end-to-end dialogue 
learning with machine teaching by 
staff assisted conversations for other 
alternate dialogue interactions.

To support the hybrid approach to 
learning from human-assisted teach-
ing and feedback, the conversation 
from a chatbot can be routed to a con-
tact center. Similarly, when customers 

level agreements, can be fully referred 
to and aligned with service dialogue 
models. Access to execution state of 
services can further enrich service dia-
logue contexts.

Supporting a tight integration 
of the chatbot interactions with the 
service delivery system requires the 
frames and slots need to be aligned 
to the artifacts of the service delivery 
system. The dialogue actions further 
need to invoke relevant service op-
erations with the inputs as slot values 
and interpret the results of the service 
delivery system into responses. The 
dialogue production rules that lead 
to calling the service operations with 
relevant input values of slots need to 
be hand-crafted by the dialogue de-
signer. This can be time-consuming 
and expensive to specify and maintain 
for all possible customer interactions, 
especially in scenarios where there are 
hundreds of services operations with 
different input parameters. Often, it 
is feasible for the dialogue design-
ers to account for the most common 
dialogue interactions rules where the 
integration with one or more service 
operations is specified.

To alleviate the cost and effort of 
building the dialogue actions for all 
scenarios, deep neural networks have 
been explored to train dialogue man-
ager. Recent studies have explored 
the use of end-to-end training of task-
oriented dialogues. Here, a chatbot is 
trained with the dialogue conversa-
tions that allows it to learn all tasks in 
the dialogue pipeline: slot filling, dia-
logue state management, and the dia-
logue actions including making calls 
to specific service operations.15 Al-
though these approaches have gained 
research attention, their applicability 
for goal-oriented chatbots comprising 
of multiples frames and several slots 
is still a challenge. End-to-end neural 
network-based models need for large 
amounts of hand-curated data before 
they start generating a coherent and 
fluent response. They further provide 
no control on the actions chosen by 
the chatbot.20 Their advantage, howev-
er, is the ability to memorize and learn 
from past conversations and can be 
suitable for learning the actions when 
new slot values are encountered, the 
sequence or the sets of services opera-
tions that can be called, or when cer-

To alleviate the 
cost and effort 
of building the 
dialogue actions for 
all scenarios, deep 
neural networks 
have been explored 
to train the dialogue 
manager. 
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are assisted through calls, they should 
be automatically routed to other staff, 
systems or even chatbots, depending 
on how manageable the required action 
is. A future-state service delivery system 
should provide pro-active processes 
where the right forms of channels and 
interactions are available and pre-empt-
ed where possible, depending on in-situ 
customer needs.

Thus, we propose: chatbots should 
operate as part of a coherent, multi-channel 
service delivery process aimed at a consis-
tent, predictable and proactive interactions. 
This means the delivery processes 
need to be carefully orchestrated to use 
delivery resources including staff in 
different delivery roles and chabots, in 
a way that is consistent and avoids de-
livery latencies for customers.

Our proposed architectural strategy 
supports service delivery via a chatbot 
that requires dialogue graphs or the 
models to consider different contex-
tual elements of the social service do-
main and support distinct customer 
interactions. The interactions are 
aligned with the underlying service 
delivery process. As interleaving these 
interactions into a tractable dialogue 
graph is difficult, data assisted learn-
ing methods can be used to generate 
the optimal dialogue graphs. Further, 
a tight integration of the chatbot with 
the service delivery system is required 
to provide coherent interactions to the 
customer, consistent with interactions 
via other channels. To provide such a 
tight integration for all dialogue inter-
actions, we suggest a hybrid approach 
that combines frame-based dialogue 
management with an end-to-end neu-
ral network-based machine taught dia-
logue manager.

Conclusion
In this article, we presented important 
insights of corporate service delivery, 
drawn from the public sector, in or-
der to elicit key ways in which chatbot 
systems can be applied and extended 
in this setting. Our contributions were 
twofold. Firstly, we provided an expo-
sition of multi-channel service deliv-
ery systems involving both self-serve 
and staff assisted interactions and 
the different types of interactions that 
customers encounter across different 
stages of service delivery. In particular, 
this shed light on the different systems 

contexts that chatbot systems need to 
couple with (for example, front-end 
channel applications and service deliv-
ery systems) and the specific dialogue 
management foci that are in play for 
different service delivery interactions.

Building upon these insights, our 
second area of contribution related to 
four key recommendations for chat-
bot integration with service delivery 
systems are: dialogue management 
for customers, services and events, for 
effective targeting of dialogues for spe-
cific service delivery tasks; alignment 
and integration of dialogue manage-
ment with service delivery processes 
and data; hybrid approach that uses 
traditional frame-based dialogue man-
agement in conjunction with human-
teaching and feedback based end-to-
end neural network-based dialogue 
management; and multi-channels al-
lowing chatbot and staff to co-opted 
for assistance tasks. Future work can 
focus on detailed design, development 
and experimental analysis of these 
recommendations with corporate sys-
tems not only in the public sector but 
also in any sector featuring complex 
customer services.	
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I N  T H E  L A S T  10 years, the computer science (CS) 
community has developed novel programming 
systems that are transforming our world. Data 
journalists are wielding new programming tools to 
enrich many major media outlets with interactive 
visualizations. Microsoft Excel, the primary data 
programming environment for hundreds of millions 
of people, now comes with a program synthesis tool 
that helps users clean and transform their data, 
sparing them from writing painful spreadsheet 
formulas. These projects share an important 
common factor: they succeed because they make 
programming easier. They demonstrate the power 
of combining human-computer interaction (HCI) 
and programming languages (PL). We organized the 
PLATEAU workshop, part of a growing community 
that tackles work at this intersection. Here are the 
research problems that led us to this hybrid field:

PL → HCI Josh Sunshine began his 
career as a PL researcher working on 
the design of the Plaid language. He was 
drawn to HCI techniques when he tried 
to run a user study of Plaid. He found 
that users failed to complete even sim-
ple tasks—the language was just too dif-
ficult. His language design work since 
then has relied heavily on formative 
HCI methods like contextual inquiry 
and natural programming elicitation.24 
The end result is usable languages and 
successful users.

HCI → PL Elena Glassman was 
working toward her Ph.D. in HCI 
when she developed a tool for visual-
izing student code to help teachers 
see where student solutions overlap 
and where they differ. For each new 
programming assignment, she had 
to build a new analyzer, which was te-
dious, time-consuming, and required 
her expertise as the tool’s designer. 
Later, a colleague introduced her to 
program synthesis (PL). She realized 
that she could equip her tool with an 
example-based synthesizer so that 
teachers could author custom analyz-
ers for their own assignments.

HCI ↔  PL In talking to social scien-
tists about their technical challenges, 
Sarah Chasins learned that Web scrap 
ing was a big obstacle to obtaining data 
for their research. She began itera-
tively developing a Programming-By-
Demonstration (PBD) Web automation 
tool with its own custom language to 
meet the social scientists’ needs. Over 
the course of the work, each individual 
subproblem demanded both PL and 
HCI. For example, combined PL and 
HCI approaches put parallel scraping 
in reach. To make her new paralleliza-
tion construct usable, Sarah phrased 
the problem in terms of a familiar task 
(HCI); to implement it, she compiled to 
parallel programming primitives (PL).

The rising tide of PL+HCI research 
arrives as we observe a few key trends. 
First, advances in language engineer-
ing support make it easier for anyone 
to develop new languages. Second, 
methodological and theoretical innova-
tions in HCI make it easier than ever to 
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study humans doing rich and complex 
computing tasks like programming, 
which lets us apply HCI techniques to 
language development. Third, broad 
and diverse new audiences are seeking 
automation.

	˲ On the basis of these trends and 
our own knowledge of the field, we have 
identified a few key directions, sum-
marized in the accompanying figure, 
that HCI and PL experts should explore 
to take full advantage of the combined 
power of HCI and PL:

	˲ HCI practitioners can benefit from 
new tools that make it easy to build 
domain-specific and general-purpose 
programming languages. However, us-
ers need help writing safe and correct 
programs, and PL techniques can help. 
Finally, users may not always want to 
write code directly; to balance ease-of-
use with the power and flexibility of 

programming, our interfaces should 
give users multiple ways to express 
their intent.

	˲ PL practitioners can use need-
finding techniques to identify high-
impact problem domains or pro-
grammers’ current and future pain 
points. They can make better design 
decisions via cognitive and behavioral 
theory where those theories are avail-
able. Where theory is not available, 
they can make better design decisions 
by leveraging iterative design cycles 

that incorporate user feedback.
The remainder of this article de-

scribes misconceptions that have in-
hibited work at the intersection of 
these two subfields, how each subfield 
can benefit from the other, and the 
kinds of dramatic research successes 
that result from successful PL+HCI 
unions. Finally, we discuss the direc-
tions for future work and how they will 
deliver important new languages and 
interfaces. Our key takeaways are sum-
marized in Table 1.

Table 1. Key directions for HCI experts looking to integrate PL practices and PL experts 
looking to integrate HCI practices.

To interface designers: To language designers:

Give users PLs Pick good problems,

But help them use PLs responsibly, Develop theories of human capabilities and behavior,

And don’t expect code alone. And get frequent user feedback when you lack theory. 
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should be offloaded to specialized pro-
gram generation tools.

Misconception: PL just makes new 
general-purpose languages. Anoth-
er common misconception we hear 
about PL research is that it is all about 
creating new general-purpose pro-
gramming languages. Since the most 
popular languages are at least 20 years 
old, they ask, has the programming 
languages community had any im-
pact? Some even argue that PL research 
is stagnant. In fact, only a tiny fraction 
of papers at programming languages 
conferences (<1%) discuss new gen-
eral-purpose language designs. Most 
research investigates novel implemen-
tation techniques, program analyses, 
verification and synthesis techniques, 
tools to support language engineers, 
and new language features. Popular 
languages are taking advantage of that 
work as they evolve. For example, the 
tremendous performance improve-
ments in JavaScript engines were built 
on just-in-time compilation tech-
niques developed by PL researchers.

Misconception: PL can’t benefit 
from human factors research. Some 
researchers contend that HCI meth-
ods are not applicable to programming 
languages because they are complex 
learned artifacts. The benefit of new 
language constructs may only come 
after substantial education and expe-
rience, and they believe HCI methods 
are limited to tools for end users and 
novices. In fact, HCI methods have 
been used to study everything from 
nuclear power plant control systems 
to augmented reality and flight con-
trol systems. Another misconception 
we hear from PL practitioners is that 
HCI methods are only useful for sur-
face concerns like fonts, colors, and 
layout. HCI is not, and has never been, 
restricted to purely surface-level or vi-
sual features. It can encompass every-
thing from the user’s mental models 
as they learn a new tool to the class of 
information passed between user and 
tool to the set of abstractions that lets 
them express their needs.

Misconception: HCI is all about 
evaluation. Another common one: 
HCI is just about evaluating interfaces 
via users studies. HCI has never had 
a narrow focus on purely evaluative 
work. Over the course of its 40-year 
history, the HCI community has de-

What Are We Talking About Here?
HCI is concerned with creating new 
ways of interacting with computers, 
using computers to enhance human-
to-human interaction, and studying 
how existing systems affect individuals 
and society. PL is concerned with the 
theory, design, and implementation 
of programming languages, program 
analyses, and program transforma-
tions. This article is devoted to work 
that combines PL and HCI techniques 
to advance the goals of either field. 
However, many other fields and sub-
fields consider how we can use pro-
gramming languages to serve humans. 
We provide pointers to a few of the 
most relevant fields here:

Software engineering. PL, HCI, 
and software engineering (SE) have a 
key overlapping interest: getting com-
puters to do what we want. Modern 
PL-HCI research often ends up at SE 
venues as the closest fits in today’s 
conference landscape, but much of the 
work at the PL-HCI border does not fit 
naturally within SE’s scope of interest. 
In particular, SE primarily focuses on 
professional software engineers, and 
many PL-HCI works are aimed at other 
audiences.

Psychology of programming. The 
psychology of programming (PoP) 
community has a long history of study-
ing everything from the cognitive work 
of individual programmers to how they 
deal with large codebases to how they 
work in engineering teams. (See Black-
well et al.4 for an overview of how the 
field evolved from the late 1960s into 
the present.) This critically important 
work has unfortunately had limited im-
pact on mainstream PL.14,29 This article 
advocates for more work that crosses 
the boundaries between PL and HCI, 
but we hope readers will recognize that 
many of the same arguments apply for 
crossing the disciplinary boundaries 
between PL and PoP.

Computer science education. CS 
education (CSEd) research, because 
it focuses on interventions that make 
it easier for novices to learn CS, often 
involves forays into programming lan-
guages and tools. For example, con-
sider the Alice9 and Scratch32 projects, 
which set off the modern interest in 
block-based editors and structure edi-
tors. This style of CSEd work often ad-
vances HCI goals, but like SE it empha-

sizes a particular audience—novice 
programmers who want to learn CS—
and a particular set of goals.

End-user programming. This sub-
field has a long, rich history and, like 
SE and CSEd, an emphasis on a par-
ticular subset of users. In this case, the 
target audience excludes professional 
software developers and includes us-
ers in other domains who need com-
putational support for their goals. The 
body of work in end-user programming 
(EUP) extends back to “A Small Matter 
of Programming,”26 and it remains an 
active domain.18,21

Some of the work in the intersection 
of PL and HCI fits neatly into these re-
lated communities, and some of it 
does not. Certainly, the new collabo-
rations between PL and HCI research-
ers are not the first efforts to tackle the 
goals laid out in this article—see for 
example Kay,17 Myers et al.,24 and Pane 
et al.,28 in addition to the works cited 
earlier. However, this article highlights 
the work we can do when we bring 
HCI and PL techniques together at the 
same table that we cannot do in isola-
tion. Substantive collaboration across 
these fields—and with SE, PoP, CSEd, 
and EUP!—offers a promising route 
toward usable languages and powerful 
interfaces. We are excited to see what 
these subfields can do together as they 
begin a fresh wave of cross-disciplinary 
collaborations.

Common PL+HCI Misconceptions
We begin by addressing a few of the 
misconceptions that sometimes stand 
in the way of PL-curious HCI research-
ers and HCI-curious PL researchers.

Misconception: PL doesn’t care 
about people. This common miscon-
ception reflects the idea that PL re-
searchers only care about logic and 
proofs, or only about compiler per-
formance—not about people. In fact, 
much of the field’s work on language 
features and developer tools has been 
driven by an interest in the user expe-
rience. Although work that brings HCI 
techniques to bear on PL problems is 
still fairly young, the interest in mak-
ing programming languages and tools 
more usable is longstanding. For in-
stance, the entire program synthesis 
community sprang up around the idea 
that some programming tasks are eas-
ier for machines than for humans and 



AUGUST 2021  |   VOL.  64  |   NO.  8  |   COMMUNICATIONS OF THE ACM     101

review articles

veloped methods for engaging users 
in the entire iterative design cycle. At 
the beginning of the design process, 
need-finding and formative studies 
offer low-cost ways to identify exist-
ing pain points and anticipate usabil-
ity problems early. Throughout the 
design process, a vast space of HCI 
methods—for example, heuristic eval-
uation, cognitive walkthroughs, “Wiz-
ard of Oz” studies, rapid prototyping, 
think-aloud studies, natural program 
elicitation—can give developers more 
information to make better-informed 
design decisions.

Misconception: HCI is just imple-
menting what users say they want. An-
other misconception, about formative 
studies in particular, is that using HCI 
during the design process means sim-
ply implementing what users say they 
want. This is the Steve Jobs, Henry Ford 
“If I had asked people what they want-
ed, they would have said faster horses” 
concern. Conducting formative stud-
ies does not have to mean asking us-
ers what they want and then delivering 
what they request. Some need-finding 
research involves listening to user re-
quests; but a great deal is focused on 
observing users’ behavior in a given 
context, even testing hypotheses about 
their behavior. Via iterative design of 
prototypes, researchers can expose po-
tential users to multiple hypothetical 
futures they would never have request-
ed and solicit feedback. These strate-
gies empower potential users to shape 
technologies that have never existed 
before, putting those technologies on 
track to be useful and usable.

Misconception: Doing HCI is too 
hard. This misconception usually 
revolves around either the idea that 
user studies need to include dozens of 
people to be valid or the idea that the 
IRB approval process is grueling. In 
fact, even studies with small numbers 
of participants can contribute impor-
tant insights and evaluations. The key 
is to include enough participants to 
provide evidence of the claims we want 
to make. If we build a tool for rare do-
main experts, we may run a study with 
five people that focuses on qualita-
tive insights. Or, if we expect our tool 
to have a large effect on outcomes, 
enrolling 10 participants in a within-
subjects study may be enough to show 
meaningful differences between their 

experiences using the experimental 
and control interfaces. If the class of 
potential participants is large, we may 
run a medium-sized lab study of 20–25 
people or a large online study that fo-
cuses on quantitative insights. Finally, 
if we want a lightweight way to check 
our ideas during a design process, it 
can be enough to watch over a friend’s 
shoulder and hear them talk through 
using our prototype; this informal, n=1 
‘study’ can be enough to reveal critical 
design flaws or spark new ideas!

IRB processes vary by institution, 
but most have official low-risk (‘ex-
empt’) submission categories for 
which the approval process is light-
weight and fast—and a vast majority 
of PL+HCI studies fall into these cat-
egories. Colleagues who do exempt 
human subjects research are a great 
resource for institution-specific advice 
about IRB processes.

HCI and PL: A Two-Way Street
While PL and HCI have had relatively 
little cross-over in terms of collabora-
tions and shared literature, each com- 
munity has developed techniques that 
can help researchers in the other field. 
Here we describe a few concrete ways 
that HCI concepts and techniques can 
improve PL outcomes; PL concepts 
and techniques can improve HCI out-
comes; and PL and HCI researchers 
can integrate their complementary ex-
pertise to advance goals that matter in 
both communities.

PL → HCI: The power of PL-backed 
interfaces. Languages are powerful 
interfaces for communicating with 
computers. Unlike typical menu- and 
button-based interfaces, languages 
are compositional: they provide a set 
of primitives and a means of combina-
tion, empowering users to create new 
primitives out of existing ones. If they 
are Turing-complete, they can describe 
any computable function. Even a non-
Turing-complete language can express 
an infinite space of functions. While 
both GUIs and languages are often de-
signed around making it easy for users 
to say common things, a language em-
powers users to say uncommon things 
too. Users can even interact with 
standard interface elements instead 
of code and still wield the power of a 
programming language, if the inter-
face automatically generates programs 

for the user (for example, via program 
synthesis). These PL-backed interfaces 
can help us realize the vision for pow-
erful interfaces advanced by Shneider-
man in his seminal “Direct Manipula-
tion.”34 In particular, the expressive 
power of programming languages can 
elicit the “desire to explore more pow-
erful aspects of the system” that is of-
ten lacking from GUIs.

Building PLs can be easy. Language 
engineering has become easier with 
the development of new, easier lan-
guage implementation support tools 
like language workbenches and pars-
er generators. Designing task-relevant 
abstractions and instantiating them 
in a domain-specific language now 
takes only minimal training. For HCI 
work that benefits from the power 
and flexibility of a language, these 
new PL tools can support interface 
and system designers in making new 
languages, abstractions, and domain-
specific languages.

Using PLs can be easy. PL advances 
like synthesis and modern retargeting 
let us ask users for a little work and get 
a lot in return. With techniques like 
programming by demonstration and 
programming by example, users can 
provide non-code specifications (for 
example, input-output pairs) and get 
a program in return. With retargeting 
approaches, we can take programs 
originally intended for one purpose 
and reuse them to create new artifacts.

Using PLs correctly. PL, like all other 
areas of computer science, brings tech-
nical capabilities to the table that can 
help address HCI concerns. For exam-
ple, the PL community has developed 
verification techniques to the point 
that they can check more than simple, 
low-level properties; they can verify 
functional correctness, safety, securi-
ty, accessibility, even adherence to so-
cial norms,30 and other properties that 
matter to the HCI community. Many 
PL techniques, such as program analy-
sis, bug fixing, and verification, can 
offload tasks to the machine, reducing 
the cognitive load of human operators 
and designers. These sophisticated 
techniques are already being applied 
in professional programming environ-
ments. As more end users begin auto-
mating tasks, we see opportunities to 
apply these same techniques to their 
computer and robot interactions.
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reusable abstractions. The HCI com-
munity has deep expertise in develop-
ing abstractions that are easy to learn 
or match the existing mental models of 
their target users. With rich histories of 
abstraction design across both fields, a 
union of these forms of expertise holds 
the promise of delivering useful, us-
able, and powerful abstractions.

Interactive and non-interactive 
environments. Programming envi-
ronments that demand a mix of in-
teractive and non-interactive modes 
are common in the real world. For ex-
ample, programmers draft code in a 
relatively non- interactive text window, 
then refactor the same code via an in-
teraction with their editor of choice. 
HCI has developed rich theories of 
interactive computing environments, 
while PL has long studied how to shape 
languages to produce good experienc-
es for non-interactive programming 
settings. For modern programming 
systems that demand both modes, it 
is the combination of both PL and HCI 
expertise that offers the guidance we 
need (also, see the sidebar “Can We 
Simply Stage HCI and PL Expertise?”).

What It Looks Like 
When It Goes Well
Bringing HCI and PL expertise togeth-
er at the same table lets us meet chal-
lenges that neither field can accom-
plish alone. This section highlights 
how the union of these fields equips us 
to bring programming to new audienc-
es, improve the programming experi-
ence for novices and experts alike, and 
fine-tune the division of labor between 
human and machine.

PL+HCI brings the power of pro-
gramming to new audiences. Non-
coders want programs. They want 
programs that collect, analyze, and vi-
sualize data; programs to control their 
own phones, computers, and other de-
vices; programs to eliminate boring, 
repetitive tasks. But for now, there is 
still a gap between the programming 
skills of the average adult and the skills 
required to write the programs they 
want or need.

The union of PL and HCI tech-
niques can close that gap by dramati-
cally reducing the programming skills 
required to automate important tasks. 
Modern domain-specific languages 
put simple but useful programs in 

HCI → PL: Iterative, user-centered 
design. User-centered design focuses 
us on assessing the usefulness and 
usability of our languages and tools 
throughout the design process—not 
just in a final evaluative step. Need-
finding studies let designers iden-
tify key needs, stumbling blocks, and 
challenges before the design process 
even begins. When we tackle needs 
that have already been validated via 
need-finding studies, we have good 
reason to believe our languages or 
tools can solve real users’ problems. 
Formative studies throughout the de-
sign process let us progress steadily 
toward usability during the language 
or tool building process. Solicit-
ing feedback from users at multiple 
points in the design process means 
we are less likely to end up with user-
antagonistic tools at the end, when we 
have already sunk years of time, ener-
gy, and engineering into them.

Theories of human cognition and 
behavior, design heuristics. Making 
every design decision based on direct 
user observation would be expensive, 
time-consuming, and impractical. De-
sign heuristics, for example, Green et 
al.12 describe elements of interactive 
systems that designers have found 

over and over are critical to usability, 
like the visibility of the system’s status 
or the ability to ‘undo’ an action. Theo-
ries of human cognition and behavior 
make predictions about what users 
will, will not, and cannot do in any 
system we construct for them. Like de-
sign heuristics, theory predictions are 
guidelines to narrow our design space 
and form expectations that may or may 
not be violated when the user and the 
system ultimately interact. Some pro-
gramming tools are already designed 
on the basis of programming-specific 
behavioral theory, for example: under-
standing how programmers backtrack 
enabled researchers to develop selec-
tive undo in Integrated Developer En-
vironments (IDEs).37 Developing more 
and deeper theory can pay dividends 
for the entire programming languages 
community.

Evaluation: Beyond user studies. 
Many programming systems develop-
ers are interested in making claims 
about their advantages for users. HCI 
has developed many methods for eval-
uating these claims. These include tra-
ditional user studies in the lab but also 
low-cost heuristic methods, deeper 
long-term case studies,35 and rigorous 
analysis of field data like user logs. To 
back up the strongest and most excit-
ing claims, we may need multiple eval-
uation methods—for example, user 
logs to acquire large-scale data and a 
lab study to understand the otherwise 
contextless log statistics. Readers in-
terested in learning more about the di-
verse set of human-factors evaluations 
we can apply to programming interac-
tions are encouraged to read Myers et 
al.’s excellent essay, “Programmers Are 
Users Too: Human-Centered Methods 
for Improving Programming Tools.”25

HCI ↔ PL: In a few domains, both 
HCI and PL currently advance the state 
of the art, although these advances are 
not always shared across the disciplin-
ary divide. In these domains, we hope 
to engender a richer culture of cross 
pollination, in the belief that both 
communities can benefit from the 
findings of the other.

Abstraction design. Each subfield 
has its own culture and design goals. 
They both contribute to features that 
matter to users, but often to different 
sets of features. The PL community has 
deep expertise in developing modular, 

Design choices interact. We cannot 
ask the PL expert to design the 
abstractions, deliver them to the HCI 
expert for a second pass, and expect 
the optimal design as a result. These 
choices interact. Design decisions 
that we make to improve learnability 
have implications for how we achieve 
modularity, and vice versa.

To achieve tools and languages 
that meet the goals of both subfields, 
we need HCI and PL expertise at 
the same table. It is not enough to 
know what users want unless we 
can make a language, synthesizer, 
or programming environment 
that delivers it. Likewise, making 
a new language, synthesizer, or 
environment will not advance our 
goals unless the new artifact meets 
real user needs.

Can We 
Simply Stage 
HCI and  
PL Expertise?
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reach in domains like building web-
sites36 or automating smart home ac-
tions (IFTTT). With HCI, we can learn 
the kinds of inputs users are willing 
and able to provide; with PL, we can in-
vent techniques that turn those inputs 
into the programs users need. Already, 
modern program synthesis empowers 
non-coders to build new voice assis-
tant skills via a conversation with their 
phone;20 write feedback about one stu-
dent program to propagate feedback 
to many students’ programs;15 scrape 
large datasets from the Web by dem-
onstrating how to scrape one row;7 
transform and clean data by giving ex-
amples of a few transformed items or 
cells;13,19 and visualize or model a data-
set by providing just the dataset.6,23

PL+HCI lets us use formal reason-
ing to create richer programming ex-
periences. Some work that starts as 
advances to programming language 
theory or implementation ultimately 
invents novel programming interac-
tion techniques. The simplicity of 
Smalltalk’s object model enabled the 
language designers to develop many 
novel programming conveniences 
that we now take for granted—for ex-
ample, an integrated development en-
vironment, reflection, and unit testing 
frameworks.17 Work that starts as an 
effort to make incomplete programs 
well-typed can ultimately let us build 
programming environments that work 
just as well for partial programs as 
complete programs.27 Work that starts 
as an effort to create bidirectional 
mappings between program inputs 
and outputs can let us build program-
ming environments in which users can 
program by editing code or by tweak-
ing a diagram.16 By deeply considering 
formal models of programming, we 
can ultimately produce richer interac-
tive programming systems.

PL+HCI produces better decisions 
about the division of labor between 
the human and the machine. Com-
puters are better at some tasks than 
humans, and vice versa, and this land-
scape shifts as computing advances 
and education evolves. In the classi-
cal model of programming, the pro-
grammer instructs the machine, and 
the machine follows the instructions. 
Modern programming tools can di-
vide programming tasks between hu-
man and machine in new and creative 

ways. For example, reasoning about 
whether a robot upholds human so-
cial norms (for example, maintaining 
eye contact) is usually left to the hu-
man programmer, but new human-
robot interaction work offloads this 
task to a verifier,30 effectively erecting 
guardrails that keep programmers 
from violating their own design goals. 
Synthesis tools let users offer input-
output examples and other non-code 
specifications when those specifica-
tions are easier to provide than the 
code itself. Rather than requiring 
humans to hand-write low-level im-
age processing pipelines, the Halide 
project31 allows programmers to write 
in a high-level language, delegating 
the low-level scheduling details to 
the computer. This new generation 
of tools leverages a diverse array of 
techniques, everything from program 
synthesis and machine learning to do-
main-specific languages and program 
verification.

Obstacles
There are two key obstacles to accom-
plishing our vision of united PL and 
HCI. First, most PL and HCI research-
ers lack knowledge of each other’s 
tools and methods. The prerequisites 
for work in these fields are disjoint. 
Many, even most, researchers in PL or 
HCI enter one of these subfields with-
out learning even the basics of the 
other.

Second, the demands for rigor in 
the PL and HCI communities do not 
always compose. We need knowledge 
of both communities to selectively ap-
ply the standards of each community 
as appropriate. Not all tasks should 
be neatly evaluated in a one-hour 
controlled user study. Not all claims 
require mathematical proofs. We are 
in danger of smothering exciting new 
research if we ask authors to check 
boxes that make sense for the single-
subfield contributions we have seen 
before but not for the new contribu-
tions they are offering.

We believe that learning about both 
fields and their intersection is the 
best remedy to both these obstacles. 
We hope this article’s glimpse into 
PL+HCI research inspires readers to 
learn more. Readers who want a pre-
view of the kinds of contributions that 
will push this field forward—the kinds 

The union of PL  
and HCI techniques 
can dramatically 
reduce the 
programming  
skills required  
to automate  
important tasks. 
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ply to programming. It is common in 
other disciplines to write papers that 
adapt or transfer theory from one do-
main to another. We know of no exam-
ples in programming languages litera-
ture, but there are many such papers 
in HCI1 and software engineering.2 As 
we establish or adapt behavioral theo-
ries of programming, language de-
signers can base design decisions on 
predicted user behavior, rather than 
direct experimentation with target us-
ers, to quickly make languages more 
useful and usable.

Contribution: Theory development 
and theory transfer, for predicting hu-
man cognition and behavior during in-
teraction with programming systems.

Iterative refinement. We can learn 
from users throughout our PL design 
processes. Formative studies enable 
designers to learn from users before 
implementing a complete system. For 
instance, we can conduct formative 
user studies with incomplete proto-
types, learning where users stumble 
and what features help them. Such 
studies can help us ensure our lan-
guage designs are usable, learnable, 
and not error-prone before substantial 
effort is put into developing formal-
isms, proofs, compilers, and other 
high-effort artifacts. Methods for solic-
iting user feedback during the design 
process include surveys, interviews, fo-
cus groups, natural programming elic-
itation, think-aloud studies, “Wizard 
of Oz” studies in which a human plays 
the role of the compiler, and studies 
with other low-cost prototypes. We can 
evaluate some of the same questions 
without even recruiting users, for ex-
ample, via cognitive walkthroughs or 
heuristic evaluation. HCI venues often 
publish papers describing such forma-
tive studies and the resulting designs. 
Programming language designs that 
have been iteratively refined via forma-
tive methods should similarly find a 
place in the literature.8 As designers, 
we should get input from users early 
and often.

Contribution: Language and tool 
designs guided by user-centered, itera-
tive design processes.

HCI → PL summary. With a new, 
broader, and more diverse audience 
interested in computing, we face an ex-
citing time in our field’s history. As we 
develop more of the contribution types 

of papers we should be accepting into 
our favorite venues—should read on to 
the next section for a taste of how we 
advance to the vision of productively 
integrated HCI and PL.

Where Do We Go Next?
In this section, we present a vision of 
where this hybrid field should go now. 
We highlight a few types of contribu-
tions that harness PL and HCI’s com-
bined strengths. Readers who want 
to participate in the PL+HCI field can 
read on for a guide on how to contrib-
ute. We give specific recommenda-
tions for those with HCI backgrounds 
and those with PL backgrounds.

PL practitioners: Consider the fol-
lowing contribution types. We believe 
a few key contribution types have the 
potential to dramatically improve PL 
practice. By borrowing techniques 
from HCI, PL practitioners can pro-
duce higher-impact languages and 
tools, make their languages more us-
able by novices and experts, and make 
it easier for future language designers 
to produce usable languages.

Need-finding studies. Need-finding 
studies help us produce a rich un-
derstanding of the needs of a target 
population and ultimately identify the 
problems that real users need to solve. 
Contextual inquiry, interviews, sur-
veys, analyses of log data, analyses of 
forums and StackOverflow, exploratory 
user studies—all of these can reveal 
important user needs. Need-finding 
has played an important role in shap-
ing successful PL projects ranging 
from D35 and Vega33 to FlashFill.13 At 
their best, need-finding studies pro-
duce needs analyses that are useful not 
just for motivating a single project but 
for the research community as a whole.

The HCI and SE communities al-

ready publish standalone need-finding 
papers for a variety of user populations. 
The PL community serves different 
populations, with different problems, 
using different techniques. We have 
started to see excellent need-finding 
papers that address these populations, 
problems, and techniques, but we have 
just scratched the surface.22

Contribution: Standalone need-
finding studies for populations, set-
tings, and tasks that could be particu-
larly well-served by novel programming 
language research.

Cognitive and behavioral theory 
transfer and development. Psychol-
ogy, cognitive science, linguistics, 
and many other fields study the char-
acteristics of human cognition. Their 
work offers theories about the classes 
of reasoning that humans find easy, 
hard, and impossible, with and with-
out training. In the domain of PL de-
sign, a scientific understanding of 
how programmers write programs 
could guide us to better language 
and tool designs. In the 1970s, the 
PoP field started building the founda-
tion for this direction, and their work 
points us to methods we can reuse 
for learning about modern high-level 
languages. Critical work in this field 
continues, drawing on work in soft-
ware engineering, psychology, CS edu-
cation, and HCI. Although language 
design rarely motivates current work 
in this area, we see a huge opportunity 
to design experiments to generate lan-
guage-relevant theory.

One way to bootstrap theory devel-
opment is to borrow or adapt theories 
from other disciplines. Social scienc-
es ranging from psychology and eco-
nomics to cognitive science, organiza-
tional behavior, and learning science 
offer behavioral theory that may ap-

Table 2. What can PL practitioners borrow from HCI? This table summarizes three classes 
of PL contribution that we can produce by drawing on HCI techniques.

Contribution Key Message Elaboration

Need-Finding Pick good problems If we identify real needs before we begin designing,  
we have a better chance of contributing useful,  
high-impact programming languages and tools.

Behavioral Theory Develop theories of hu man 
capabilities and behavior

Given that user evaluation is time-consuming  
and expensive, we can make better design decisions  
more quickly if our field builds up theories that  
predict user behavior.

Iterative Refinement And get frequent  
user feedback when  
you lack theory

PL innovation constantly uncovers new design questions. 
We can apply user-centered design—a feedback loop 
between builders and users, a cycle of evaluations  
and redesigns—to inform our decisions in addition  
to any applicable theory.
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described in this work, we are poised to 
offer useful, usable programming lan-
guages and tools that tackle high-im-
pact problems. Taken together, these 
three contribution types, summarized 
in Table 2, tell us: Pick good problems, 
develop theories of human capabilities 
and behavior, and get frequent user 
feedback when you lack theory.

HCI practitioners: Consider the 
following contribution types. Going 
forward, we hope to see a few contri-
butions become more common in the 
HCI community, as HCI increasingly 
draws on advances in PL. With new PL 
techniques, HCI practitioners can de-
liver even more powerful and flexible 
interfaces, help users avoid important 
classes of failures, and offer acces-
sible new pathways into the world of 
computing.

PL-backed interfaces. Where you 
might typically design a GUI, consider 
giving your users a language—either 
a domain-specific programming lan-
guage or a graphical UI that offers the 
key components of a language: primi-
tives and means of composition. From 
here on, we will refer to the class of in-
terfaces with primitives and means of 
composition, whether they are textual 
or graphical, as PL-backed interfaces.

PL-backed interfaces offer power 
and flexibility, enabling new interac-
tions that other UI types cannot sup-
port. Con- sider the success stories of 
languages like D35 and Vega,33 which 
could have been encapsulated within 
authoring tools, but not without sac-
rificing some expressiveness and user 
control. With advances in tools for lan-
guage design and implementation—
including support for domain-specific 
languages, language extensions, em-
bedded languages—it is now much 
easier to offer PL-backed interfaces.10

Contribution: Developing or study-
ing languages as UIs.

Guardrails to make PL-backed UIs saf-
er. Giving users powerful, flexible PL-
backed interfaces can empower them, 
but it can also empower them to make 
new mistakes. We can address this by 
building guardrails into our UIs, tools 
that prevent or catch errors, bugs, and 
bad outcomes. For this goal too, PL of-
fers a wealth of techniques for aiding 
programmers, everything from verifi-
cation (for example, verifying that a ro-
bot control program makes the robot 

compliant with human social norms30) 
to program analysis (for example, a 
spreadsheet extension that identifies 
likely spreadsheet errors based on 
discrepancies with other nearby for-
mulas3 or generates spreadsheet tests 
automatically11).

Contribution: Developing or study-
ing techniques for enforcing or en-
couraging correct use of PL-backed 
interfaces.

Non-code inputs to PL-backed UIs. 
Although providing a PL-backed in-
terface can put powerful new com-
puting experiences in reach, it often 
takes more than a well-designed lan-
guage to help users unlock a PL’s full 
potential. We can help users author 
complex programs via PL tools that 
write code based on non-code specifi-
cations. Program synthesis paradigms 
like programming by demonstration, 
programming by example, and pro-
gramming by manipulation offer users 
alternative ways to express their intent. 
For example, a Helena7 user demon-
strates how to collect the first row of 
their target dataset in a standard Web 
browser, and Helena synthesizes a pro-
gram that traverses thousands or mil-
lions of webpages to collect the full da-
taset. Programming by demonstration 
thus enables social scientists and oth-
er domain experts to collect the data 
they need from the Web. Leveraging 
new PL techniques lets us design new 
interfaces for programming and ulti-
mately brings the power of program-
ming to new audiences.

Contribution: Developing or study-
ing techniques for creating code from 
non-code specifications.

PL → HCI summary. We are excited 
for the potential of PL-backed inter-
faces in the future of HCI. As our us-

ers face increasingly complex new 
computing tasks, now is the time to 
put human-centered languages in the 
hands of more users. Together these 
three contribution types, summarized 
in Table 3, offer a simple takeaway 
message: Give users PLs, but help 
them use PLs responsibly, and don’t 
expect code alone.

Fostering HCI+PL research. We 
believe the six contribution types dis-
cussed previously—need-finding, be-
havioral theory, iterative refinement, 
PL-backed interfaces, guardrails, and 
creating code from non-code—can 
advance both human-computer inter-
action and programming languages, 
that they represent important new 
frontiers for both subfields. We want 
to invest in these contribution types. 
What actions should we take, as indi-
viduals and as a community, to pro-
duce more work like this?

	˲ For new or aspiring PL+HCI re-
searchers: For new researchers, this ar-
ticle describes classes of work that rep-
resent important but under-explored 
contributions. Are you bringing exper-
tise that would help you write a theory 
transfer paper? A “guardrails” paper? 
As our community is opening to these 
topics, now is a great time to consider 
these directions. If you’re looking to 
test-drive this path, start attending 
talks. Take a PL class if you are more 
familiar with HCI, take an HCI class if 
you are more familiar with PL, or take 
one of the new crop of courses at the 
HCI-PL intersection. Start collabora-
tions across the boundary. Find ways to 
publish the work in multiple but sub-
stantial coherent pieces, if necessary, 
to reach both fields.

	˲ For reviewers: This article provides 
an overview of why these contribution 

Table 3. What can HCI practitioners borrow from PL? This table summarizes three classes 
of HCI contribution that we can produce by drawing on PL techniques.

Contribution Key Message Elaboration

PL as UI Give users PLs, Giving your users a PL gives them a powerful tool  
that offers flexibility, expressiveness, and control.

Guardrails But help them  
use PLs responsibly,

Both fields offer methods for building in guardrails—checks  
in the languages, tools, and environments that make errors  
less likely when we give users languages as interfaces.  
For example, static analysis, verification, and type systems  
can all offer important guardrails.

Beyond Code And don’t expect  
code alone.

Don’t expect code alone to be enough to put the target  
programs in reach, especially for complex domains.  
Sometimes users need further aids, some of which can come  
from PL—for example, program synthesis, programming  
by demonstration, anything that makes code out of non-code,  
new editors, new programming experiences.
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types are necessary, why they hold the 
promise of enriching both fields. We 
encourage you to read more on these 
topics, but we hope this article is rea-
son enough to think twice before dis-
missing these contributions, even if 
the papers strike you as unusual or un-
precedented at first.

	˲ For advisors and mentors: In-
creasingly, we find researchers are 
succeeding not despite but because 
of their cross-disciplinary research. 
Students considering work at this in-
tersection are not sacrificing job pros-
pects. And as reviewers in both com-
munities are becoming more open 
to work that combines contributions 
in both PL and HCI, there is less and 
less reason to limit your students to a 
single domain.

	˲ For the research community as a 
whole: Venues like VL/HCC, PLATEAU, 
PPIG, and LIVE have long track records 
of recognizing and evaluating work at 
the intersection of PL and HCI. Howev-
er, the work needs to appear at flagship 
conferences to thrive. These flagship 
conferences should invite reviewers 
with PL+HCI expertise and evaluate 
the work rigorously based on appropri-
ate evidence standards.

	˲ For the industrial and practitio-
ner community as a whole: We want 
to see powerful PL-backed interfaces 
and usable programming languages 
reaching real users. We should be 
pouring resources and engineering ef-
fort into making it easier for humans 
to control computers. Few companies 
have engineering teams working on 
language design and language us-
ability questions jointly. If you sell a 
product—cloud computing resourc-
es, data analysis suites—that people 
use via programming, or that people 
may want to automate, spin up an en-
gineering team that joins PL and HCI 
expertise.

Conclusion
Computers have given us services, 
scientific results, and communica-
tion modes that we would not have 
achieved without them—but many 
modern interactions with computers 
feel constrained. Many users feel as 
if they work in service of the machine 
rather than the other way around. 
Even expert programmers still spend 
a surprising amount of time wrestling 

with the command line or tackling 
painful sysadmin tasks. If we are suc-
cessful in this PL+HCI effort, it will be 
easier for us—programming experts, 
novices, and previously unreached us-
ers alike—to communicate our intent 
quickly and accurately to computers. It 
will be easier for us to rally computers 
to our billions of exciting and diverse 
human goals.	
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Technical Perspective
The Quest for Optimal Multi-Item Auctions
By Constantinos Daskalakis

understanding of what settings allow 
near-optimal mechanisms to be identi-
fied from polynomially many samples; 
in particular, it is known that some con-
ditional independence across item val-
ues is needed for statistical efficiency.1

Rather than pursuing optimality 
guarantees for their mechanisms, they 
again deviate from prior work by pur-
suing best-effort guarantees, that is, 
the best revenue that gradient descent 
may deliver, even without endowing 
their neural networks with much in-
ductive bias about the structure of the 
optimal mechanism. Moreover, rather 
than exact truthfulness they seek ap-
proximate truthfulness, enforced via 
min-max training formulations for 
their neural networks.

With those design choices, the au-
thors provide a flexible computational 
framework, which readily accommo-
dates continuous distributions, and is 
more scalable in some dimensions of 
the problem. Despite the lack of strong 
inductive bias and gradient-based opti-
mization, empirical testing shows that 
the mechanisms identified by their 
framework attain close to optimal rev-
enue in simple settings where optimal 
mechanisms have been otherwise iden-
tified, while in other settings where the 
optimum had not been identified it 
computes mechanisms that are near-
optimal. How robust are these findings 
in broader settings? And, if they are, 
what would be that elusive property of 
optimal multi-item mechanisms that 
enables relatively agnostic architectures 
to represent them and gradient-descent 
to identify them?	
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WHAT IS THE  best way to sell one or mul-
tiple indivisible items to maximize rev-
enue? Should they be priced separately, 
priced in bundles, or sold using a more 
complex sales mechanism? Despite 
their practical importance, ancient his-
tory, and centuries of scientific study, 
these questions have remained unan-
swered. The challenge facing sellers 
and scientists alike is that there are 
myriad sales mechanisms. While we 
are used to price tags on items in stores, 
many other sales mechanisms exist. 
Writing a model encompassing all pos-
sible mechanisms is already onerous, 
let alone optimizing over them.

It thus came as a surprise when, in 
the 1980s, economists developed math-
ematics that could pinpoint the best way 
of selling a single item to one or multiple 
strategic buyers, given distributional in-
formation about their values for the 
item. When these values are indepen-
dent and identically distributed, the op-
timum can be cast as the familiar as-
cending price auction with a reserve 
price, such as what eBay uses, and be-
comes a somewhat more exotic auction 
when values are not identically distrib-
uted. Myerson’s extremely influential, 
Nobel-prize winning work prescribes 
exactly how to set it up.

Alas, pushing this program to the 
multi-item setting has bedeviled econo-
mists and computer scientists. It should 
be appreciated that organizing the si-
multaneous sale of multiple items is 
neither an innocuous nor an esoteric 
problem. When governments sell radio 
spectrum, they simultaneously sell mul-
tiple licenses in one big auction. When 
ad exchanges sell banner ads on, say, 
the New York Times frontpage, they si-
multaneously sell all banners for each 
impression. When online retailers sell 
various items to competing buyers, they 
should organize their sales cleverly. De-
spite the importance of multi-item set-
tings, optimal solutions remain elusive.

Indeed, extensive study has revealed 
that optimal multi-item mechanisms, 
even for selling two items to one buyer, 
are tremendously more complex than 

single-item ones. Bundling and ran-
domized allocations are necessary, and 
the optimal mechanism may exhibit 
various counterintuitive properties, as I 
describe in a recent survey.2 At the time 
of writing, there only exist results char-
acterizing optimal multi-item single-
buyer mechanisms.3 Those results, us-
ing optimal transport theory to 
characterize the structure of the opti-
mal mechanism in terms of stochastic 
dominance conditions satisfied by the 
buyer’s value distribution, suggest that 
there is no one-size-fits-all optimal 
multi-item mechanism.

Absent a simple, universal structure 
in the optimal mechanism there are 
two natural approaches, which both 
bode well with the CS aesthetic and 
have been extensively pursued. One is 
trading optimality for simplicity, as 
pursued in a growing body of work that 
has been identifying progressively sim-
pler, approximately optimal mecha-
nisms for progressively more complex 
multi-item multi-buyer settings.

Another approach is to develop 
frameworks for computing optimal 
mechanisms on an instance-by-in-
stance basis, given the buyers’ value dis-
tributions. Such frameworks are useful 
both for their end products, that is, the 
mechanisms they compute, but also as 
exploratory tools, for investigating the 
existence of structure in the optimal 
mechanism over a range of settings of 
interest. There is a large volume of work 
on this topic, computing optimal mech-
anisms in quite complex settings via 
convex programming.2

The following paper by Dütting et al. 
contributes a very interesting and for-
ward-looking new take on this compu-
tational challenge, initiating the use of 
deep learning for mechanism design.

Rather than taking the value distribu-
tions as input, their framework receives 
samples from that distribution and 
trains a neural network representing the 
mechanism to attain good empirical rev-
enue. The sample complexity of optimal 
multi-item mechanisms has been some-
what studied, so we have a reasonable 
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Abstract
Designing an incentive compatible auction that maximizes 
expected revenue is an intricate task. The single-item case 
was resolved in a seminal piece of work by Myerson in 1981. 
Even after 30–40 years of intense research, the problem 
remains unsolved for settings with two or more items. We 
overview recent research results that show how tools from 
deep learning are shaping up to become a powerful tool 
for the automated design of near-optimal auctions auc-
tions. In this approach, an auction is modeled as a multi-
layer neural network, with optimal auction design framed 
as a constrained learning problem that can be addressed 
with standard machine learning pipelines. Through this 
approach, it is possible to recover to a high degree of accu-
racy essentially all known analytically derived solutions for 
multi-item settings and obtain novel mechanisms for set-
tings in which the optimal mechanism is unknown.

1. INTRODUCTION
Optimal auction design is one of the cornerstones of 
economic theory. It is of great practical importance, as auc-
tions are used across industries and by the public sector to 
organize the sale of their products and services. Concrete 
examples are the US FCC Incentive Auction, the sponsored 
search auctions conducted by web search engines such as 
Google, and the auctions run on platforms such as eBay. 
In the standard independent private valuations model, each 
bidder has a valuation function over subsets of items, drawn 
independently from not necessarily identical distributions. 
The auctioneer knows the value distribution, but not the 
actual valuations (willingness to pay) of bidders. The bid-
ders may act strategically and report untruthfully if this is to 
their benefit. One way to circumvent this is to require that it 
is in each agent’s best interest to report its value truthfully. 
The goal then is to learn an incentive compatible auction 
that maximizes revenue.

In a seminal piece of work, Myerson resolved the opti-
mal auction design problem when there is a single item 
for sale.17 Quite astonishingly, even after 30–40 years of 
intense research, the problem is not completely resolved 
even for a simple setting with two bidders and two items. 
Our focus is on designing auctions that satisfy dominant-
strategy incentive compatibility (DSIC), which is a robust 
and desirable notion of incentive alignment. Although 
there have been some elegant partial characterization 
results,6, 10, 15, 20 and an impressive sequence of algorithmic 
results, for example, Babaioff et al.1 and Cai et al.,2 these 
apply to the weaker notion of Bayesian incentive compat-
ibility (BIC) except for the setting with one bidder, when 
DSIC and BIC coincide.

An extended abstract was published in Proceedings of the 
36th International Conference on Machine Learning, 2019. 
A full version of this paper is available at https://arxiv.
org/abs/1706.03459. All code is available through the 
GitHub repository at https://github.com/saisrivatsan/ 
deep-opt-auctions.

In Dütting et al.,7 we have introduced a new, deep-learning- 
based approach to address the problem of optimal, multi-
item auction design. In particular, we use multilayer neural 
networks to encode auction mechanisms, with bidder valu-
ations forming the input and allocation and payment deci-
sions forming the output. The networks are trained using 
samples from the value distributions, so as to maximize 
expected revenue subject to constraints for incentive com-
patibility. Earlier work has suggested to use algorithms to 
automate the design of mechanisms,3 but where scalable, 
this earlier work had to restrict the search space to auction 
designs that are known to be incentive compatible.13, 23 The 
deep learning approach, in contrast, enables searching 
over broad classes of not necessarily truthful mechanisms. 
Another related line of work has leveraged machine learning 
to optimize different aspects of mechanisms,8, 18 but none of 
these offers the generality and flexibility of our approach.

Our framework provides two different approaches to 
handling DSIC constraints. In the first, we leverage results 
from economic theory that characterize DSIC mechanisms 
and model the network architecture appropriately. This 
approach, which we refer to as RochetNet, is applicable in 
single-bidder multi-item settings and provides exactly DSIC 
mechanisms.22 In the second, we lift the DSIC constraints 
into the objective via the augmented Lagrangian method, 
which has the effect of introducing a penalty term for DSIC 
violations. This approach, which we refer to as RegretNet, is 
also applicable in multibidder multi-item settings for which 
we do not have tractable characterizations of DSIC mecha-
nisms but will generally only find mechanisms that are 
approximately incentive compatible.

In this Research Highlight, we describe the general 
approach and present a selection of experimental results 
in support of our general finding that these approaches 
are capable of recovering, to a high degree of accuracy, 
the optimal auctions from essentially all analytical results 
obtained over the past 30–40 years and that deep learning 
is also a powerful tool for confirming or refuting hypoth-
eses concerning the form of optimal auctions and can be 
used to find new designs. In the full version of the paper, 
we also prove generalization bounds that provide confi-
dence intervals on the expected revenue and expected 
violation of DSIC based on empirical properties obtained  

http://dx.doi.org/10.1145/3470442
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during training, the complexity of the neural network used to 
encode the allocation and payment rules, and the number of 
samples used to train the network. Others have provided general-
ization bounds for training revenue-maximizing auctions in sim-
pler settings; see, for example, Morgenstern and Roughgarden.16

Follow-up work has extended our approach to handle 
budget constraints,9 as well as to a problem in social choice, 
the so-called facility location problem,12 studied specialized 
architectures for single-bidder settings,24 introduced net-
works that encode symmetry,21 and provided methods to 
certify the strategy-proofness of learned mechanisms.4

2. OPTIMAL AUCTION DESIGN
We start by stating the optimal auction design problem and 
providing a few illustrative examples.

In the general version of the problem, we are given n bid-
ders N = {1, …, n} and m items M = {1, …, m}. Each bidder i 
has a valuation function vi: 2

M → R≥0, where vi(S) denotes how 
much the bidder values the subset of items S ⊆ M. In the sim-
plest case, a bidder may have additive valuations. In this case, 
she has a value vi({j}) for each individual item j ∈ M, and her 
value for a subset of items S ⊆ M is . If a bid-
der’s value for a subset of items S ⊆ M is  ,  
we say this bidder has a unit-demand valuation. We also con-
sider bidders with specific combinatorial valuations but 
defer the details to our full version.

Bidder i’s valuation function is drawn independently 
from a distribution Fi over possible valuation functions Vi. 
We write v = (v1, …, vn) for a profile of valuations and denote 

. The auctioneer knows the distributions F =  
(F1, …, Fn) but does not know the bidders’ realized valuation v. 
The bidders report their valuations (perhaps untruthfully), 
and an auction decides on an allocation of items to the bid-
ders and charges a payment to them. We denote an auction  
(g, p) as a pair of allocation rules gi : V → 2M and payment 
rules pi : V → R≥0 (these rules can be randomized). Given bids 
b = (b1, …, bn) ∈ V, the auction computes an allocation g(b) 
and payments p(b).

A bidder with valuation vi receives a utility ui(vi; b) =  
vi( gi(b) ) − pi(b) for a report of bid profile b. Let v−i denote the 
valuation profile v = (v1, …, vn) without element vi, similarly 
for b−i, and let  denote the possible valuation 
profiles of bidders other than bidder i. An auction is domi-
nant strategy incentive compatible (DSIC) if each bidder’s  
utility is maximized by reporting truthfully no matter  
what the other bidders report. In other words, ui(vi;(vi, b−i) ) 
≥ ui(vi; (bi, b−i ) ) for every bidder i, every valuation vi ∈ Vi, every 
bid bi ∈ Vi, and all bids b−i ∈ V−i from others. An auction is 
ex post individually rational (IR) if each bidder receives a 
nonzero utility, that is, ui (vi; (vi, b−i) ) ≥ 0 ∀i ∈ N, vi ∈ Vi , and 
b−i ∈ V−i .

In a DSIC auction, it is in the best interest of each bidder 
to report truthfully, and so the revenue on valuation profile v 
is . Optimal auction design seeks to identify a DSIC 
auction that maximizes expected revenue.

Example 1 (Vickrey auction26). A classic result in auction 
theory concerns the sale of a single item to n bidders. It states that 
the following auction—the so-called Vickrey or second-price 

auction—is DSIC and maximizes social welfare: Collect a bid bi 
from each bidder, assign the item to the bidder with the highest 
bid (breaking ties in an arbitrary but fixed manner), and make 
the bidder pay the second-highest bid.

Example 2 (Myerson auction17). A simple example shows 
that the Vickrey auction does not maximize revenue: Suppose 
there are two bidders with vi ∈ U[0, 1], then its expected rev-
enue is 1/3. Higher revenue can be achieved with a second-
price auction with reserve r: As before, collect bids bi, allocate 
to the highest bid but only if this bid is at least r, and make 
the winning bidder (if any) pay the maximum of the runner- 
up bid and r. It is straightforward to verify that this auction is 
DSIC and that choosing r = 1/2 leads to an expected revenue 
of 5/12 > 1/3.

In the simple example with a single item and uniform 
valuations, a second-price auction with reserve 1/2 is in 
fact the optimal auction. This auction illustrates a special  
case of Myerson’s theory for the design of revenue-optimal, 
single-item auctions.17 Comparable results are not available 
for selling multiple items, even when we are trying to sell 
them to a single bidder!

3. THE LEARNING PROBLEM
At the core of our approach is the following reinterpretation 
of the optimal auction design problem as a learning prob-
lem, where in the place of a loss function that measures 
error against a target label, we adopt the negated, expected 
revenue on valuations drawn from F.

More concretely, the problem we seek to solve is the fol-
lowing: We are given a parametric class of auctions, (gw, pw) 
∈ M, for parameters w ∈ Rd for some d ∈ N, and a sample 
of bidder valuation profiles S = {v (1), …, v (L)} drawn i.i.d.  
from F. Our goal is to find an auction that minimizes the 
negated, expected revenue  among all auc-
tions in M that satisfy incentive compatibility.

We consider two distinct approaches for achieving DSIC. 
In the first approach, we make use of characterization results. 
When it is possible to encode them within a neural network 
architecture, these characterizations from economic theory 
usefully constrain the search space and provide exact DSIC. 
At the same time, the particular characterization that we use 
is limited in that it applies only to single-bidder settings. 
The second approach that we take is more general, applying 
to multi-bidder settings, and does not rely on the availability 
of suitable characterization results. On the other hand, this 
approach entails search through a larger parametric space 
and only achieves approximate DSIC.

We describe the first approach in Section 4 and return to 
the second approach in Section 5.

4. THE ROCHETNET FRAMEWORK
We have developed two different frameworks that achieve 
exact DSIC by applying appropriate structure to the neu-
ral network architecture. One framework, referred to as 
MyersonNet, is inspired by Myerson’s lemma17 and can be 
used for the study of multi-bidder, single-item auctions 
(see the full version of this paper). A second framework, 
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is the induced utility. Figure 1(b) shows an example of an 
induced utility function for a single item (m = 1) and a net-
work with a menu consisting of four choices (K = 4).

The network architecture ensures that the utility function 
is monotonically non decreasing, convex, and 1-Lipschitz, 
conforming to Rochet’s characterization.22 It also easily pro-
vides the following theoretical property.

Theorem 4.1. For any parameterization w, the mechanism 
(gw, pw) corresponding to RochetNet is DSIC and IR.

Proof. For DSIC, note that (1) the available choices are 
fixed, and independent of the report; and (2) for a truthful 
report, the “max” structure of RochetNet ensures that the 
bidder receives the choice that maximizes its true expected 
utility, and thus, the bidder can do no better than this. For 
IR, note that the expected utility for a true report is at least 
zero because of the availability of the null outcome.� 

4.2. Training
During training, we seek to minimize the negated, expected 
revenue. Let F denote the distribution on valuation v. To 
ensure that the objective is a continuous function of α and 
β (so that parameters can be optimized through gradient 
descent), the best choice k*(v) at input v is approximated dur-
ing training via a softmax operation in place of the argmax. 
With this, we seek to minimize the following loss function, 
which corresponds to the approximate, negated revenue:

	 � (3)

where

�(4)

and c > 0 is a constant that controls the quality of the 
approximation. The softmax function is softmaxk 

 and takes as input K + 1 real 
numbers and returns a probability distribution with each 
entry proportional to the exponential of the corresponding 
input. Once trained, RochetNet is used at test time with a 
hard max in place of the softmax to ensure exact DSIC and IR.

We train RochetNet using samples drawn from the bid-
der’s value distribution. Given a sample S = {v(1), …, v(L)}, we 
minimize the empirical loss, which is

� (5)

We use projected stochastic gradient descent (SGD) 
to minimize (5). We estimate gradients for the loss using 
mini-batches of size 215 valuation samples in every itera-
tion. In the projection step, we project each parameter αjk 
(for item j, choice k) onto [0, 1] to provide a well-defined 
probability.

5. THE REGRETNET FRAMEWORK
We next describe our second approach to handling DSIC 
constraints and the corresponding framework, which we 
refer to as RegretNet. Unlike the first approach, this second 

referred to as RochetNet, is inspired by Rochet’s charac-
terization theorem for DSIC auctions in single-bidder 
settings.22 We give the construction of RochetNet for addi-
tive preferences, but this can be easily extended to unit-
demand valuations.

4.1. The RochetNet architecture
For this single-bidder, multi-item setting, let  denote 
the bidder’s additive valuation, so that vj is its value for item j. Let 

 denote the bid, which need not be truthful. The alloca-
tion rule , for parameters w, defines for each 
item j ∈ [J] the probability  with which the item 
is allocated to the bidder. The payment rule  
defines the payment pw(b) made by the bidder.

The mechanism (gw, pw) induces a utility function uw: 
. For truthful bids, v, the utility function induced by 

the mechanism is

� (1)

The RochetNet architecture represents the rules of a mech-
anism through a menu. The menu encodes a set of K choices, 
where each choice consists of a randomized allocation together 
with a price. The network selects the choice for the bidder that 
maximizes the bidder’s reported utility given its bid, or chooses 
the null outcome (no allocation, no payment) when this is pre-
ferred. This yields the following utility function:

	 ,� (2)

with parameters w = (α, β), where α ∈ [0, 1]mK and β ∈ RK.  
For choice k ∈ [K], parameters αk ∈ [0, 1]m specify the ran-
domized allocation and parameter βk ∈ R specifies the 
negated price (βks will be negative, and the smaller the value 
of βk, the larger the payment).

For input b, let k*(b) ∈ argmaxk∈[K]∪{0}{αk · b + βk} denote 
the best choice for the bidder, where choice 0 corresponds 
to α0 = 0 and β0 = 0 and the null outcome. This best choice 
defines the allocation and payment rule—for bid b, the allo-
cation is  and the payment is .

RochetNet represents this induced utility function as a 
single layer neural network as illustrated in Figure 1(a). The 
input layer takes a bid  and the output of the network 

Figure 1. RochetNet: (a) Neural network representation of a menu, 
shown here with K choices as well as the null outcome (0); here,  
hk(b) = αk · b + βk  for b ∈ Rm, αk ∈ [0, 1]m, and βk ∈ R.  (b) An induced 
utility function represented by RochetNet for the case of a single 
item (m = 1) and a network with a menu with four choices (K = 4).
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and seek to minimize the empirical loss (negated revenue) 
subject to the empirical regret being zero for all bidders:

	 � (7)

We additionally require the designed auction to satisfy 
IR, which can be ensured by restricting the search space to a 
class of parameterized auctions that charge no bidder more 
than her valuation for an allocation.

5.2. The RegretNet architecture
In this case, the goal is to train neural networks that explicitly 
encode the allocation and payment rule of the mechanism. The 
architectures generally consist of two logically distinct compo-
nents: the allocation and payment networks. These components 
are trained together and the outputs of these networks are  
used to compute the regret and revenue of the auction.

An overview of the RegretNet architecture for additive 
valuations is given in Figure 2.

The allocation network encodes a randomized allocation 
rule gw : Rnm → [0, 1]nm and the payment network encodes a 
payment rule , both of which are modeled as 
feedforward, fully-connected networks with a tanh activa-
tion function in each of the hidden nodes. The input layer of 
the networks consists of bids bij ≥ 0 representing the valua-
tion of bidder i for item j.

The allocation network outputs a vector of allocation prob-
abilities z1   j = g1 j (b), …, znj = gnj (b), for each item j ∈ [m]. To ensure 
feasibility, that is, the probability of an item being allocated is 
at most one, the allocations are computed using a softmax acti-
vation function, so that for all items j, we have . To 
accommodate the possibility of an item not being assigned, 
we include a dummy node in the softmax computation to hold 
the residual allocation probability. The payment network out-
puts a payment for each bidder that denotes the amount the 
bidder should pay in expectation for a particular bid profile.

To ensure that the auction satisfies IR, that is, does 
not charge a bidder more than her expected value for the 

approach does not rely on characterizations of DSIC mech-
anisms. Instead, we replace the DSIC constraints with a 
differentiable approximation and lift the DSIC constraints 
into the objective by augmenting the objective with a term 
that accounts for the extent to which the DSIC constraints 
are violated. Here, we provide an overview of the special 
case in which bidders have additive values for items, but the 
framework also handles more general settings.

5.1. Expected ex post regret
We can measure the extent to which an auction violates 
incentive compatibility through a particular variation on 
ex post regret introduced in Dütting et al.8 Fixing the bids 
of others, the ex post regret for a bidder is the maximum 
increase in her utility, considering all possible nontruth-
ful bids.

For mechanisms (gw, pw), we will be interested in the 
expected ex post regret for bidder i:

where the expectation is over v ∼ F and    
 for model parameters w. We assume that F has full 

support on the space of valuation profiles V, and recognizing 
that the regret is nonnegative, an auction satisfies DSIC if 
and only if rgti(w) = 0, ∀i ∈ N, except for measure zero events.

Given this, we reformulate the learning problem as mini-
mizing expected negated revenue subject to the expected ex 
post regret being zero for each bidder:

Given a sample S of L valuation profiles from F, we esti-
mate the empirical ex post regret for bidder i as:

	 � (6)
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where

The terms  and g
, i in turn involve a “max” over misre-

ports for each bidder i and valuation profile . We solve this 
inner maximization over misreports using another gradi-
ent-based optimizer (lines 6–10).

As the optimization problem is nonconvex, the solver 
is not guaranteed to reach a globally optimal solution. 
However, this method proves very effective in our experi-
ments, and we find that the learned auctions incur very low 
regret and closely match the structure of optimal auctions in 
settings where this is known.

6. EXPERIMENTS
We present and discuss a selection of experiments out of a 
broad range of experiments that we have conducted and that 
we describe in more detail in Düetting et al.7 and the full ver-
sion. The experiments demonstrate that our approach can 
recover near-optimal auctions for essentially all settings for 
which the optimal design is analytically known, that it is an 
effective tool for confirming or refuting hypotheses about 
optimal designs, and that it can find new auctions for set-
tings where there is no known analytical solution.

6.1. Setup
We implemented our framework using the TensorFlow deep 
learning library.

For RochetNet, we initialized parameters α and β in  
Eq. (2) using a random uniform initializer over the interval 
[0,1] and a zero initializer, respectively. For RegretNet, we 
used the tanh activation function at the hidden nodes, and 
Glorot uniform initialization.11 We performed cross-valida-
tion to decide on the number of hidden layers and the num-
ber of nodes in each hidden layer. We include exemplary 
numbers that illustrate the trade-offs in Section 6.6.

We trained RochetNet on 215 valuation profiles and sam-
pled every iteration in an online manner. We used the Adam 
optimizer with a learning rate of 0.1 for 20,000 iterations for 
making the updates. The parameter κ in Eq. (4) was set to 1000. 
Unless specified otherwise, we used a max network over 
1000 linear functions to model the induced utility functions 
and report our results on a sample of 10,000 profiles.

For RegretNet, we used a sample of 640,000 valuation pro-
files for training and a sample of 10,000 profiles for testing. 
The augmented Lagrangian solver was run for a maximum of 
80 epochs (full passes over the training set) with a minibatch 
size of 128. The value of ρ in the augmented Lagrangian was 
set to 1.0 and incremented every two epochs. An update on 
wt was performed for every minibatch using the Adam opti-
mizer with learning rate 0.001. For each update on wt, we ran 
Γ = 25 misreport update steps with learning rate 0.1. At the 
end of 25 updates, the optimized misreports for the current 
minibatch were cached and used to initialize the misreports 
for the same minibatch in the next epoch. An update on λt 
was performed once every 100 minibatches (i.e., Q = 100).

We ran all our experiments on a compute cluster with 
NVDIA Graphics Processing Unit (GPU) cores.

allocation, the network first computes a normalized pay-
ment  for each bidder i using a sigmoidal unit, and 
then outputs a payment , where the zij’s are 
the outputs from the allocation network.

5.3. Training
For RegretNet, we have used the augmented Lagrangian 
method to solve the constrained training problem in (7) over 
the space of neural network parameters w.

Algorithm 1 RegretNet Training

1:    Input: Minibatches S1, …, ST of size B
2:   Parameters: ∀t, ρt > 0, γ > 0, η > 0, Γ ∈ N, K ∈ N
3:   Initialize: w0 ∈ Rd, λ0 ∈ Rn

4:     for t = 0 to T do
5:        Receive minibatch St = {v (1), …, v (B)}
6:        Initialize misreports 
7:         for r = 0 to Γ do
8:             ∀  ∈ [B], i ∈ N:
9:                  
10:    end for
11:    Compute regret gradient: ∀  ∈ [B], i ∈ N:
12:        
13:     
14:    Compute Lagrangian gradient (8) on St and update:
15:     
16:    Update Lagrange multipliers once in Q iterations:
17:         if t is a multiple of Q
18:             Compute  on St

19:            
20:         else
21:                λt+1 ← λt

22: end for

We first define the Lagrangian function for the optimiza-
tion problem, augmented with a quadratic penalty term for 
violating the constraints:

where λ ∈ Rn is a vector of Lagrange multipliers and ρ > 0 is a 
fixed parameter that controls the weight on the quadratic pen-
alty. The solver alternates between the following updates on 
the model parameters and the Lagrange multipliers: (a) wnew 
∈ argminw Cρ (w

old;  λold) and (b) 
The solver is described in Algorithm 1. We divide the 

training sample S into minibatches of size B, estimate gra-
dients on the minibatches, and perform several passes over 
the training samples. The update (a) on model parameters 
involves an unconstrained optimization of Cρ over w and is 
performed using a gradient-based optimizer. The gradient 
Cρ of w.r.t. w for fixed λt is given by:

� (8)
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Giannakopoulos and Koutsoupias10 proposed a Straight-
Jacket Auction (SJA) and gave a recursive algorithm for find-
ing the subdivision and the prices, and used LP duality to 
prove that the SJA is optimal for items. These authors also 
conjecture that the SJA remains optimal for m ≤ 6 general m 
but were unable to prove it.

Figure 5 gives the revenue of the SJA and that found by 
RochetNet for m ≤ 10 items. We used a test sample of 230 
valuation profiles (instead of 10,000) to compute these 
numbers for higher precision. It shows that RochetNet 
finds the optimal revenue for m ≤ 6 items and that it finds 
DSIC auctions whose revenue matches that of the SJA for 
m = 7, 8, 9, and 10 items. Closer inspection reveals that 
the allocation and payment rules learned by RochetNet 
essentially match those predicted by Giannakopoulos and 
Koutsoupias10 for all m ≤ 10. We take this as strong addi-
tional evidence that the conjecture of Giannakopoulos 
and Koutsoupias10 is correct.

6.2. Evaluation
In addition to the revenue of the learned auction on a test 
set, we also evaluate the regret achieved by RegretNet, aver-
aged across all bidders and test valuation profiles, that  
is, . Each  has an inner “max” of the 
utility function over bidder valuations vi′ ∈ Vi (see (6) ). We 
evaluate these terms by running gradient ascent on vi′ with 
a step-size of 0.1 for 2000 iterations (we test 1000 different 
random initial  and report the one that achieves the larg-
est regret). For some of the experiments, we also report the 
total time it took to train the network. This time is incurred 
during offline training, whereas the allocation and payments 
can be computed in a few milliseconds once the network  
is trained.

6.3. The Manelli-Vincent auction
As a representative example the optimal designs from eco-
nomic theory that we can almost exactly recover with our 
approach, we discuss the Manelli-Vincent auction.15

A. Single bidder with additive valuations over two items, 
where the item values are independent draws from 
U[0, 1].

The optimal auction for this setting is given by Manelli 
and Vincent.15 We used two hidden layers with 100 hidden 
nodes in RegretNet for this setting. A visualization of the 
optimal allocation rule and those learned by RochetNet 
and RegretNet is given in Figure 3. Figure 4(a) gives the 
optimal revenue, the revenue and regret obtained by 
RegretNet, and the revenue obtained by RochetNet. Figure 
4(b) shows how these terms evolve over time during train-
ing in RegretNet.

Both approaches essentially recover the optimal design, 
not only in terms of revenue but also in terms of the alloca-
tion rule and transfers. The auction learned by RochetNet is 
exactly DSIC and matches the optimal revenue precisely, with 
sharp decision boundaries in the allocation and payment 
rule. The decision boundaries for RegretNet are smoother, 
but still remarkably accurate. The revenue achieved by 
RegretNet matches the optimal revenue up to a <1% error 
term and the regret it incurs is <0.001. The plots of the test 
revenue and regret show that the augmented Lagrangian 
method is effective in driving the test revenue and the test 
regret toward optimal levels.

The additional domain knowledge incorporated into the 
RochetNet architecture leads to exactly DSIC mechanisms 
that match the optimal design more accurately and speeds 
up computation (the training took about 10 minutes com-
pared to 11 hours for RegretNet). On the other hand, we find 
it surprising how well RegretNet performs given that it starts 
with no domain knowledge at all.

6.4. The Straight-Jacket auction
Extending the analytical result of Manelli and Vincent15 to 
a single bidder and an arbitrary number of items (even with 
additive preferences, all uniform on [0, 1]) has proven elu-
sive. It is not even clear whether the optimal mechanism is 
deterministic or requires randomization.

Figure 3. Side-by-side comparison of allocation rules learned by 
RochetNet (panels (a) ) and RegretNet (panels (b) ) for Setting A. The 
panels describe the probability that the bidder is allocated item 1 
(left) and item 2 (right) for different valuation inputs. The optimal 
auctions are described by the regions separated by the dashed black 
lines, with the numbers in black being the optimal probability of 
allocation in the region.
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Figure 4. (a) Test revenue and regret for RegretNet and revenue 
for RochetNet for Setting A. (b) Plot of test revenue and regret as a 
function of training epochs for Setting A with RegretNet.
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C. Three additive bidders and ten items, where bidders 
draw their value for each item independently from the 
uniform distribution U[0,1].

D. Five additive bidders and ten items, where bidders 
draw their value for each item independently from the 
uniform distribution U[0,1].

The optimal auction for these settings is not known. However, 
running a separate Myerson auction for each item is optimal  
in the limit of the number of bidders.19 For a regime with a  
small number of bidders, this provides a strong benchmark. We 
also compare to selling the grand bundle via a Myerson auction.

For Setting C, we show in Figure 6(a) the revenue and 
regret of the learned auction on a validation sample of 10,000 
profiles, obtained with different architectures. Here, (R, K) 
denotes an architecture with R hidden layers and K nodes per 
layer. The (5, 100) architecture has the lowest regret among 
all the 100-node networks for both Setting C and Setting D. 
Figure 6(b) shows that the learned auctions yield higher rev-
enue compared to the baselines, and do so with tiny regret.

7. CONCLUSION
The results from this research demonstrate that the methods 
of deep learning can be used to find close approximations to 
optimal designs from auction theory where they are known, 
to aid with the discovery of new optimal designs, and to scale-
up computational approaches to optimal, DSIC auction 
design. Although our approach can be applied to settings that 
are orders of magnitude more complex than those that can be 
reached through other approaches to optimal DSIC design, 
a natural next step would be to scale this approach further 
to industry scale (e.g., through standardized benchmarking 
suites and innovations in network architecture). We also see 
promise for this framework in advancing economic theory, 
for example in supporting or refuting conjectures and as an 
assistant in guiding new economic discovery.

More generally, we believe that our work (together with 
a handful of contemporary works such as Hartford et al.,14 
Thompson et al.25) has opened the door to ML-assisted eco-
nomic theory and practice, and we are looking forward to 
the advances that this agenda will bring along.�

6.5. Discovering new optimal designs
RochetNet can also be used to aid the discovery of new, prov-
ably optimal designs. For this, we consider a single bidder with 
additive but correlated valuations for two items as follows:

B. �One additive bidder and two items, where the bidder’s  
 valuation is drawn uniformly from the triangle  
   where c > 0 is a free  
 parameter.

There is no analytical result for the optimal auction design 
for this setting. We ran RochetNet for different values of c 
(e.g., 0.5, 1, 3, 5) to discover the optimal auction. Based on this, 
we conjectured that the optimal mechanism contains two 
menu items for c ≤ 1, namely {(0, 0), 0} and ,  
and three menu items for c > 1, namely {(0, 0), 0}, {(1/c, 1), 
4/3}, and {(1, 1), 1 + c/3}, giving the optimal allocation and pay-
ment in each region. In particular, as c transitions from val-
ues less than or equal to 1 to values larger than 1, the optimal 
mechanism transitions from being deterministic to being 
randomized. We have used duality theory5 to prove the opti-
mality of this design, as stated in Theorem 6.1.

Theorem 6.1. For any c > 0, suppose the bidder’s valua-
tion is uniformly distributed over set  

. Then, the optimal auction contains two menu 
items {(0, 0), 0} and  when c ≤ 1, and three menu 
items {(0, 0), 0}, {(1/c, 1), 4/3}, and {(1, 1), 1+c/3} otherwise.

6.6. Scaling up
We have also considered settings with up to five bidders and 
up to ten items. This is several orders of magnitude more 
complex than settings that can be addressed through other 
computational approaches to DSIC auction design. It is also 
a natural playground for RegretNet as no tractable character-
izations of DSIC mechanisms are known for these settings.

The following two settings generalize the basic setting 
considered in Manelli and Vincent15 and Giannakopoulos 
and Koutsoupias10 to more than one bidder:

Items SJA (rev) RochetNet (rev)

2 0.549187 0.549175

3 0.875466 0.875464

4 1.219507 1.219505

5 1.576457 1.576455

6 1.943239 1.943216

7 2.318032 2.318032

8 2.699307 2.699305

9 3.086125 3.086125

10 3.477781 3.477722

Figure 5. Revenue of the Straight-Jacket Auction (SJA) computed via 
the recursive formula in Giannakopoulos and Koutsoupias10 and that 
of the auction learned by RochetNet, for various numbers of items m. 
The SJA is known to be optimal for up to six items and conjectured 
to be optimal for any number of items.

(a)

(b)

Setting RegretNet RegretNet Item-wise Bundled
rev rgt Myerson Myerson

C : 3 × 10 5.541 < 0. 002 5.310 5.009
D : 5 × 10 6.778 < 0. 005 6.716 5.453
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Figure 6. (a) Revenue and regret of RegretNet on the validation set 
for auctions learned for Setting C using different architectures, 
where (R, K) denotes R hidden layers and K nodes per layer. (b) Test 
revenue and regret for Settings C and D, for the (5, 100) architecture.
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glucose levels—and in the case of 
eBP—blood pressure. 

Blood pressure is an important 
health marker for a variety of condi-
tions. Accurate measurement requires 
a cuff which compresses the artery on 
your arm for a pulse signal. eBP sup-
ports continuous blood pressure mea-
surement with clinical accuracy, out-
side the clinic. It is a small device that 
sits in and around a person’s ear. A 
balloon inside the ear is automatically 
inflated to contact the artery in the 
ear, then a sensor on the balloon 
touching the skin can gather a weak 
signal. I greatly simplify here, but I 
don’t want to spoil the fun! The paper 
details the significant challenges in 
making this system work, from weak 
and noisy signals, uneven contact, 
biocompatibility, battery lifetime, and 
user burden. 

eBP is a wonderful example of this 
third wave of mobile health in two 
ways. First, the system achieves techni-
cal and computational sophistication 
within the constraints of modern med-
icine and telehealth. We can learn a lot 
from eBP on designing resource con-
strained computers. Second, the proj-
ect leverages partnerships across 
health and computing disciplines, giv-
ing a laser focus on the actual needs of 
people, and a deep understanding of 
the issues that arise when trying to 
deploy health monitoring devices. 

eBP and this third wave of mobile 
health devices will eventually replace 
expensive clinical machines without 
giving up accuracy. Soon these devices 
will provide automated interventions, 
suggesting exercises, dietary change, 
or mindfulness sessions. Preventive 
healthcare assisted by low-cost wear-
ables will allow our medical workers 
to move from crisis care to long-term, 
data-driven health maintenance of 
their patients.	

Josiah D. Hester is an assistant professor in the 
McCormack School of Engineering at Northwestern 
University, Evanston, IL, USA.

Copyright held by author.

IMAGINE, FOR A second, that you suffer 
from hypertension (high blood pres-
sure), diabetes, have a family history of 
heart disease, or have long battled 
with asthma. Unfortunately, most of 
you won’t have to imagine this; accord-
ing to the World Health Organization, 
over two billion people worldwide live 
with one of these chronic health con-
ditions, so likely you or a close family 
member are afflicted. Treating these 
conditions requires frequent doctor 
visits and physical checks, both in and 
out of the clinic. Careful health main-
tenance and preventive care can lead 
to a happy and long life but is a life-
long burden on the patient and the 
doctor. Without it, however, these con-
ditions can be deadly. 

Why do they become deadly? The 
key problem, even in developed, rich 
countries, is access to continuous care; 
this can happen in a variety of ways, 
from inequitable healthcare systems, 
lack of trained professionals, distance 
from hospitals, lack of access to data, 
or patient non-adherence. These 
problems are now compounded by the 
COVID-19 pandemic, which has over-
loaded hospital systems and reduced 
health infrastructure’s ability to priori-
tize preventive care. The bitter pill here 
is that preventive care is the best way to 
reduce this load long term, but it is just 
not feasible with available resources 
and exhausted clinicians. 

For the past three decades, the com-
puting community has asked if it can 
fill this preventive care gap. eBP—the 
automated blood pressure wearable 
system described in the following pa-
per—is a sterling example of the third 
wave of mobile health tech to fill this 
gap. Where did it start? Well, in the 
1960s, “Star Trek” showed the tricord-
er: a device that senses bio-signals,  
records them, and computes to pre-
scribe treatment. In the 1980s and 
1990s, before smartwatches, FitBits, 
or even iPods—researchers were build-
ing wearable prototypes enabling sim-
ple interaction with users and sensing 
of a few things like motion. Smart 

clothes, headbands, wristwatches, 
that sense, record, and compute like 
the tricorder. These were clunky—with 
poor battery life and limited ability—
but proved the concept of mobile 
health and sparked the field. In the 
2000s, everyone had a smartphone in 
their pocket, and the next wave of mo-
bile health leveraged these modern 
versions of the “Star Trek”  tricorder. 
Because of the phone, these mobile 
health approaches were the first to 
have broad usage. Researchers used 
the phone’s camera, motion sensor, 
and significant computational ability 
to do things like screen for anemia and 
measure heart rate.

For the past decade, and especially 
in the last five years, the third wave of 
mobile health has been in full force. 
Taking advantage of the increases in 
computational power, accuracy, and 
efficiency of modern MEMS sensors, 
and major strides in applying machine 
learning and signal processing to bio-
logical data, a new class of wearable 
has emerged. These are unobtrusive 
and highly sophisticated devices that 
enable sensing of things we used to 
think were only possible in “Star Trek” 
and science fiction. More than just a 
FitBit, these devices have allowed us to 
identify and understand complex 
health-related human activities like 
eating, smoking, and sleeping, as well 
as accurately measure novel health 
markers like stress, respiration, pain, 
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Abstract
Frequent blood pressure monitoring is the key to diagnosis 
and treatments of many severe diseases. However, the con-
ventional ambulatory methods require patients to carry a 
blood pressure (BP) monitoring device for 24 h and conduct 
the measurement every 10–15 min. Despite their extensive 
usage, wearing the wrist/arm-based BP monitoring device 
for a long time has a significant impact on users’ daily activi-
ties. To address the problem, we developed eBP to measure 
blood pressure (BP) from inside user’s ear aiming to mini-
mize the measurement’s impact on users’ normal activities 
although maximizing its comfort level.

The key novelty of eBP includes (1) a light-based inflatable 
pulse sensor which goes inside the ear, (2) a digital air pump 
with a fine controller, and (3) BP estimation algorithms that 
eliminate the need of blocking the blood flow inside the ear.

Through the comparative study of 35 subjects, eBP can 
achieve the average error of 1.8 mmHg for systolic (high-
pressure value) and −3.1 mmHg for diastolic (low-pressure 
value) with the standard deviation error of 7.2 mmHg and 
7.9 mmHg, respectively. These results satisfy the FDA’s 
AAMI standard, which requires a mean error of less than 5 
mmHg and a standard deviation of less than 8 mmHg.

1. INTRODUCTION
BP provides doctors with insight to initiate their diagnosis. 
For example, chronic kidney disease, sleep apnea, and adre-
nal and thyroid disorders can all cause high BP, whereas 
low BP indicates the possibility of heart or endocrine prob-
lems, dehydration, severe infection, or even blood loss. 
Additionally, uncontrolled elevated BP is a major symptom 
of many life-threatening diseases, such as hypertension, 
heart failure or stroke.4 Commonly, the reliable approach 
to measure BP was done by a health care practitioner using 
inflatable wrist cuff with a pressure gauge. Since the inven-
tion of digital BP devices, nonmedical trained users can self-
measure their BP at home, as an acoustic sensor can replace 
the stethoscope, and a pressure sensor with a DC pump can 
substitute the pressure gauge and hand pump. However, 
these devices often cause discomfort and inconvenience 
for those who need frequent BP monitoring, such as hemo-
dialysis (kidney failure) patients,18 individuals with undi-
agnosed white coat hypertension or undiagnosed masked 
hypertension. There is also an increased use of frequent BP 
monitoring for postoperative organ transplant recipients. In 
such cases, BP is measured every 30 min for 24 h,9 although 

The original version of this paper is entitled “eBP: A 
Wearable System For Frequent and Comfortable Blood 
Pressure Monitoring From User’s Ear” and was pub-
lished in Proceedings of the 25th ACM Conference on 
Mobile Computing and Networking, 2019, ACM, New 
York, NY, USA.

each hemodialysis session takes around 4 h. Therefore, 
there is a significant need for an unobtrusive and comfort-
able BP monitoring approach. In the case of prolonged 
dialysis, patients hardly rest because the BP cuff constantly 
squeezes their arm and often hinders the wearer’s mobility. 
Therefore, by moving the location of measuring BP to inside 
the ear, our device has a minimal impact in affecting the 
users’ mobility and comfort.

In this paper, we aim to develop a novel wearable system  
to capture BP inside the ear called eBP, as illustrated in  
Figure 1. eBP resolves the aforementioned issues with its dis-
creet design, quiet components, and convenient location.

eBP includes (1) a light-based pulse sensor attached to 
an in-ear inflatable pipe (or balloon), (2) an air pump, a 
pressure sensor, and a valve controlling module to control 
the balloon’s contact to the in-ear skin for pulse measure-
ment, and (3) a BP estimation algorithm. The in-ear pipe is 
slowly inflated by the digital pump to create small pressure 
on the outer ear canal until the diastolic and the systolic 
values are estimated.

Silicon
Pipe

Ear Canal

Balloon

Artery

PPG
SensorControl

Circuit

Figure 1. eBP’s overview.
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are only applicable for the arm or wrist BP measurement 
model. Therefore, they are not eligible for our in-ear case. 
Generating a new in-ear ratio requires a large-scale dataset, 
such as an invasive method to measure BP from inside the 
ear, which is infeasible. Instead, we propose a technique 
to measure BP without applying the characteristic ratios. 
To achieve this goal, we thoroughly examine the change of 
amplitude with respect to the change of cuff pressure. Then, 
we extract the key properties and formulate them into math-
ematical equations for processing. According to Guest com-
mentary,3 during the deflation:

•	 Pulse amplitude increases when the cuff pressure is 
close to the systolic level. The increment increases 
more quickly when the pressure reaches and passes 
through the systolic point.

•	 At the systolic and diastolic cycle cross section, the 
amplitude obtains its highest value (the MAP).

•	 Amplitude rapidly decreases once the pressure passes 
the MAP and moderately decreases once it reaches the 
diastole point. In other words, the DBP position occurs 
at the highest decreasing amplitude.

These observations provide key insights for composing the 
solutions to detect MAP, SBP, and DBP. In particular, the 
diastolic position is the minimum of the downslope ampli-
tude, and MAP is the peak of the amplitude. We can derive 
the systolic location as being the maximum of the upslope 
amplitude. However, sometimes our in-ear balloon pressure 
might not reach the systolic phase due to comfort require-
ments. Therefore, we have to rely on the relational equation 
between MAP, SBP, and DBP7:

� (1)

where β is the systole ratio of the cardiac cycle and PM, PS, 
and PD are the MAP, SBP, and DBP, respectively. Most litera-
ture reports β as a fixed value14, 16 and is widely accepted, but 
each person can have a slightly different ratio dependent on 
age, gender, and health condition. Moreover, an incorrect 
estimation of β increases the estimation error, as noticed 
from Drawz et al.19 In our eBP system, we propose an adap-
tive estimation for β based on the pulse-wave form.

3. SYSTEM OVERVIEW
We designed our system as shown in Figure 2 to address the 
aforementioned challenges.

Nonratio approach for the calculation of systolic and dia-
stolic BP. Unlike the oscillometric method, we do not apply 
the fixed-ratio BP because there is no valid ratio for inside 
the ear. For safety purposes, our pressure may not cover the 
SBP range. Therefore, we aim at estimating the pressure in 
diastole first according to its minimal downslope amplitude. 
Then, we substitute the DBP into the MAP-relational equa-
tion to estimate the SBP. Moreover, we propose a personal-
ized approach to estimate the systolic fraction β instead of 
using the common fixed ratio.

In-ear pulse sensor with the flexible circuit. eBP uses the  
light-based sensing technique, named photoplethysmography 

Challenges: Realizing eBP has the following challenges:

1.  In-ear BP monitoring is an unexplored topic in which 
many of the existing techniques cannot be applied. 
Even the feasibility of the technique has not been 
confirmed.

2.  The mechanism enabling the use of an inflatable bal-
loon to measure BP from inside the ear is nontrivial. 
When the balloon inflates, the sensor should attach 
firmly to the ear canal and not slide out. In addition, 
applying insufficient pressure will result in an inaccu-
rate BP measurement, although applying too much 
pressure may cause discomfort or hurt the ear canal.

3.  The in-ear pulse signals are weak and buried under 
noises. In addition, the motion artifacts are difficult to 
remove and can impact BP measurement accuracy.

4.  BP measurements are sensitive to the contact quality 
(i.e., pressure) between sensor and in-ear skin; yet 
maintaining consistent contact pressure is difficult.

Contributions: In this paper, we make the following contri-
butions. First, we propose a novel concept of in-ear frequent 
BP monitoring. Second, we propose a blocking-free optical-
oscillometric approach to allow the in-ear sensor to measure 
important parameters in BP measurements (i.e., systolic 
amplitude and diastolic amplitude). Third, we prototype a 
device with a custom-built circuit and hardware/software 
components for in-ear BP measurements. The light-based 
inflatable pulse sensor is built using an off-the-shelf cath-
eter attached with a plethysmography (PPG) sensor.

2. FUNDAMENTALS OF BP MEASUREMENT
The section begins with a brief study of existing BP monitor-
ing widely used nowadays. We will then point out its current 
limitations, setting a stage for our novel approach. Although 
invasive BP monitoring approach promises highly accurate 
results, it is costly and only available in clinics. Noninvasive 
techniques are far more favorable as their process is quick, 
low cost, and relatively simple. The noninvasive BP mea-
surement relies on a technique called oscillatory.

Noninvasive BP requires an inflatable cuff squeezing 
around the arm or wrist to generate blood flow signatures. 
Based on these signatures captured by the pressure gauge, 
HCP can estimate the BP values. In particular, when the cuff 
pressure is equal to the systolic pressure (SBP), blood flow 
continues through the occluded artery, but only the highest 
arterial pressure can be detected. On the other hand, if the 
cuff pressure is lower than the diastolic pressure (DBP), the 
detected pulse is very weak. Oscillatory method was devel-
oped for the digital device to estimate BP from the change of 
pulse amplitude. It detects the maximum pulse amplitude 
(MAP) AM first and applies predefined fractions of the peak 
amplitude ratio AM/AS and AM/AD to detect where the systolic 
and diastolic pressure occur and use these values to infer 
the pressure. AS and AD are the amplitude of systole and dias-
tole, respectively. Unlike auscultatory methods, oscillatory 
methods do not need to completely occlude the blood ves-
sel in order to detect the systolic BP,10 which is well-suited 
for our balloon model. However, current oscillation ratios 



research highlights 

 

120    COMMUNICATIONS OF THE ACM   |   AUGUST 2021  |   VOL.  64  |   NO.  8

(PPG),23 to capture the superficial pulse (BP value). The opti-
cal sensor is small and sustainable enough to be attached to 
the balloon. However, the state-of-the-art BP sensing tech-
nology is often designed on a printed hard circuit board. 
When the sensor is placed on the balloon, its surface might 
create sharp contact, which may hurt the user’s ear. We 
overcome this problem by designing a flexible BP sensing 
circuit. This flexible circuit adapts to the balloon’s deforma-
tion, making the device comfortable to use for a long period 
of time (Figure 3).

High-quality elastic balloon. The balloon, which serves 
our specific purpose, needs to satisfy the following criteria: 
biocompatibility, safety, high elasticity, consistency, and be 
strong and resilient to. To satisfy these conditions, we cus-
tomize an off-the-shelf medical balloon often used for blad-
der catheterization.

In-ear PPG signal qualification. The in-ear PPG power 
is weaker than that of the finger, wrist, or arm. Therefore, 
after basic preprocessing, we employ two techniques for 
signal qualification, such as the Peak Interval Variation and 
Entropy Variance, to eliminate bad data chunks and identify 
the correct position inside the ear to place the sensor. For 
conventional signal filtering, we process every 50 ms with 
DC removal and a bandpass filter. This procedure helps to 
get rid of noise and other unwanted band signals, to disclose 
only the pulse waveform. With data that qualifies for this cri-
teria, we calculate their amplitude using our modified peak-
to-peak technique.

In-ear PPG signal processing. (1) Modified peak-to-peak 
amplitude calculation: Current peak-to-peak calculation is 
inconsistent for real-time processing due to the random 
order of peaks and bottoms. We propose a solution by add-
ing a verification module to ensure the order consistency. 
(2) Drift removal for Mean Arterial Pressure detection: During 
the first few seconds of the balloon deflating, a large drift 
away from the calibrated pressure causes the false detection 
of maximum amplitude. We have developed a solution to 
detect the MAP based on its local maxima property regard-
less of the appearance of the drift.

Ear-worn air pump and draining components. Air pump 
and draining components are designed to inflate and shrink 
the balloon with predefined configuration. We target the 
miniaturized components to develop the air pump. The con-
troller will process the signal and detect whether the pres-
sure is sufficient. Then, following the information, it will 
decide if more air should be pumped in or if the valve should 

be opened to reduce pressure. The final product will be worn 
outside the ear.

4.  SYSTEM HARDWARE DESIGN
Proprietary design of the balloon attaching PPG sensor. 
The inflatable in-ear pulse sensor is designed by integrat-
ing a PPG sensor with the balloon of a Foley catheter made 
by POIESIS MEDICAL,6 as illustrated in Figure 4. The Foley 
catheter is 100% medical silicon so it can be safely and com-
fortably inserted inside the body.6 We found that SFH7050 PPG 
sensor from OSRAM1 is the best fit for the small size of the ear 
canal. The sensor needs to be highly sensitive to capture the 
weak pulse signals from inside the ear and small enough to 
place into the ear canal. In particular, it has the size of 4.7 mm × 
2.5 mm × 0.9 mm and performs highly accurate measurements 
due to its special design for the crosstalk blocking technique.1

The catheter balloon usually expands in all directions, 
easily breaking the connection between the balloon sur-
face and the PPG sensor. Therefore, we improvise the bal-
loon structure by hardening one side and only allowing it 
to expand on the other side. The PPG sensor is soldered on 
a thin layer (0.1 mm) of flexible PCB and then is integrated 
on the hardened side of the balloon catheter by using a 
thin layer of liquid silicone gel. After curing for 1 h at 80°C, 
the bonding between the PPG sensor and catheter surface 
becomes hardened and stays robust. Furthermore, to make 
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accurate PPG measurement. Overall, Figure 6 presents the 
eBP prototype depicting the integration of the in-ear pulse 
sensor with the main module.

Power consumption. Low power consumption is an 
important requirement of a wearable device because it 
directly affects the user’s mobility and comfort, which 
are the advantages over the conventional cuff-based BP 
measuring devices. Thus, all components in our designed 
prototype are chosen to operate with low-power con-
sumption and also have small sizes. During a BP mea-
surement, the MCU, AFE, pressure sensor, and Bluetooth 
module consume at maximum of only 4.6 mA, 325 uA, 
1.7 mA, and 30 mA, respectively. The LED transmitter, 
valve, and mini pump draw 10 mA, 110 mA, and 150 mA, 
respectively. Thus, our module consumes around 303 mA 
although the BP measurement is running. On the other 
hand, only 4.95 mA is drawn when our measurement is 
not running. Thus, a 400 mA Li-Po battery could provide 
up to 1.3 h of continuous measurement (i.e., 80 measure-
ments). However, running the device all the time is not 
practical or necessary. Instead, the users usually only need 
to measure their BP a few times per day. If the system is 
not running any measurement, it can last for more than  
2 days (53 h) in an idle state.

the sensing unit more comfortable inside the ear, we coated 
Smooth-On Ecoflex 00-30 soft silicone2 around the edge of 
the sensor, covering all sharp corners. The surface of the 
sensor was kept at by using a glass slide, which is removed 
once the Ecoflex is cured. Thus, the surface of the sensor 
offers a better sensing ability.

In-ear balloon pressure monitoring. The relationship 
among pressure inside the balloon, its volume, and diame-
ter has been shown by experiments in literature to be non-
linear.17 Especially when the diameter is in the range from 
7 to 9 mm inside the ear canal, the pressure has an initial 
peak called the equilibrium point accompanied by a slow 
balloon expansion as the constituent polymer makeup of 
the balloon is altered. After the balloon has reached its 
equilibrium point, the pressure inside the balloon will 
keep stable or reduce, even if its volume increases. As a 
result, we cannot rely on pressure values to know whether 
the balloon has reached the wall of the ear canal or not. 
Instead, the quality of PPG signals is observed and the 
pump will be stopped when we observe clear PPG signals.

In addition, an over-threshold protection mechanism is 
implemented to stop pumping air when the pressure inside 
the balloon is over the threshold. As the size of each person’s 
ear canal is different, with its diameters in the range from 
2.4 to 17.5 mm, we want to continuously and slowly inject 
the air until one side of the balloon touches the skin of the 
user’s ear canal and partially blocks the artery. However, 
the balloon also has its limit as to how much air it can hold. 
Thus, we do not want to inject too much air into it, mak-
ing it permanently deformed or causing it to burst. From 
the balloon’s specifications6 and an experimental burst 
test from Mathis et al.,17 the failure pressure of the silicone-
based balloon is between 15 and 20 psi. Thus, the pressure 
inside the balloon is continuously monitored by the MCU 
and the pump will be stopped if the pressure reaches more 
than 10 psi, as a rule of thumb. This addresses the challenge 
of different ear canal sizes although maintaining the safety 
of our system.

Central processing controller. The central controller as 
shown in Figure 5 is responsible for (1) communicating to 
mobile devices through Bluetooth to receive commands 
and report sensing data, (2) driving the analog front-end IC 
to collect the PPG measurement to the sensor, and (3) con-
trolling the pump/valves to control the balloon pressure for 
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the MAP estimation by addressing the following issues: (1) 
precise peak-to-peak amplitude calculation and (2) remov-
ing the drift’s effect.

Peak-to-peak amplitude calculation. The following equa-
tion provides a consistent estimation of each cycle’s ampli-
tude, denoted as ampi, by suppressing the random order of 
appearance between the first peak and first bottom (Figure 9).

	 � (3)

Figure 10 (a) demonstrates the PPG signal variation with 
respect to reducing pressure. The bottom panel displays a 
PPG signal sample from 150th to 170th s. Figure 10 (b) shows 
the corresponding amplitude using the peak-to-peak method.

5.  IN-EAR BLOOD PRESSURE  
ESTIMATION ALGORITHMS
We propose our algorithm to handle blocking the artery 
inside the ear, which only blocks part of the artery and does 
not depend on the fixed BP ratio. In particular, eBP deter-
mines the MAP and DBP first from direct measurements 
and then infers SBP indirectly (Figure 7).15

5.1. Systolic BP measurement
We apply Equation 1 to estimate the SBP (PS), given the pres-
sure of MAP (PM) and diastole (PD). In addition, we propose 
an adaptive estimation for β which is the systole ratio of the 
cardiac cycle. We also notice that the derivation of Equation 
1 will lead to the adaptive estimation of β. Therefore, we first 
present the mathematical model of obtaining the Equation 1 
and then introduce our proposed formula to calculate β. We 
formulate MAP in one pulse cycle as follows:  
in discrete form or  in continuous form. By 
assuming systole belongs to the interval (0, τβ) and diastole 
is from (τβ, τ), PM is the total pressure average of systolic 
and diastolic pressure: . Then, 
we multiply the first term and second term by β and 1 – β, 
respectively.

�
(2)

 is the average of SBP and  is the aver-
age of DBP. Note that Equation 1 is equivalent to Equation 2  
by substituting and . In one 
cycle, we detect the peak and two bottom points, and then 
subtract their position in sequence as shown in Figure 8. 
∆tD, ∆tS, and tC are the duration of diastolic, systolic, and the 
whole cycle, respectively. The systolic fraction is β = ∆tS/∆tC. 
Given a frame of n cycles, we can compute β by averaging all βi 
in the frame. As our system runs in real time, we only collect 
the first 10 cleanest frames to estimate the systolic fraction.

5.2. Mean arterial pressure detection
MAP represents the pulse pressure or the highest PPG ampli-
tude. The precise location depends on the quality of the 
amplitude. This section introduces techniques to improve 
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genders and various ages. eBP participants place the in-
ear balloon inside their ear. Next, the cuff of the KonQuest 
device is wrapped around the upper arm of each participant. 
We simultaneously measure the BP of each participant from 
our Android app running on the Samsung Galaxy S9 and the 
gold standard BP device. This process is repeated twice and 
takes about 20 min. We sterilize our device with an alcohol 
wipe, between each experiment, by softly cleaning the bal-
loon tip and sensor. During the experiment, the participant 
has to sit still to ensure the BP reading is correct. In addi-
tion, the balloon needs to be mounted in the right position 
so that it will not fall out. It turns out that the ear can hold 
the sensor properly because the tragus helps to keep the sen-
sor tight as shown in Figure 12.

6.2. System performance
In this section, we evaluate eBP performance and showcase 
the comparative results between eBP and the Kon-Quest 
KBP-2704A.

Figure 13 shows the Bland-Altman diagram that describes 

Drift removal. To detect the correct MAP point instead of 
ones belonging to the drift, we impose an additional crite-
rion leveraging the local maxima property. Specifically, MAP 
is not only the maximum amplitude point, it also indicates 
the pulse amplitude transient state of increasing to decreas-
ing as shown in Figures 715 and 10. By contrast, points within 
the drift are not local maximums. Therefore, we employ the 
following steps to precisely detect the MAP:

1.  Detect pulse amplitude’s local maximums. This step 
confirms the removal of points belonging to the drift.

2.  The highest value of local maximums corresponds to 
the MAP location.

5.3. Diastolic BP measurement
Based on the fundamental property of the DBP, which occurs at 
the highest decreasing amplitude, we formulate this as the mini-
mum of the first derivative amplitude as shown in Figure 11. The 
dashed orange line represents the PPG amplitude, the solid pur-
ple is the first derivative, the dotted blue depicts the calibrated 
pressure, and the gray one is the PPG signal. In this example, 
the drift does not occur; thus, the MAP is the local maxima of 
the amplitude, in which its corresponding first-order derivative 
is approximately equal to 0. After the MAP, a rapid decrease is 
observed until the 43rd s, which corresponds to the minimal first 
order derivative and indicates the location of DBP.

6. EVALUATION
In this section, we present the set of experiments conducted 
to evaluate the overall performance of eBP and demonstrate 
the feasibility of using our BP device frequently in daily life. 
We first present the key results of performing BP measure-
ments using the eBP system. Then, we evaluate different fac-
tors that can affect eBP’s performance. Finally, we analyze 
the users’ experience survey when using eBP.

6.1. Experimental methodology
We obtained the IRB approval to conduct experiments for 
the evaluation of eBP. The participant demographics is 
shown in the accompanying table. We tested eBP alongside 
an FDA-approved, gold standard, arm-cuff BP measure-
ment device (KonQuest KBP-2704A5) (Figure 12). For assess-
ment, we use the metric that is widely accepted by other BP 
studies, which consists of bias or mean error µ, a precision 
or standard deviation (SD) σ error, and a Pearson correlation 
coefficient ρ.

This experiment is tested on 35 participants of both 
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frequencies of both SBP and DBP mean error falls between 
4 and 5 mmHg, which satisfies AAMI standards. Similarly, 
the highest frequency of SD errors is less than 8 mmHg, 
which also qualifies the AAMI protocol. In addition, 9 out of  
35 candidates proceed 10 times of data collection to calcu-
late the intraclass correlation coefficient (ICC). Figure 16 
shows the ICC result of each candidate. The average ICC of 
SBP and DBP are 0.8 and 0.76, respectively.

We refer the readers to the works of Bui et al.8 for more 
detailed validations of optimal sensor locations, user study, 
and our discussion on the limitations of eBP.

7. CONCLUSION
In this paper, we presented eBP, a new method to capture 
BP from inside the ear, which measures the artery BP from 
the superficial artery near the ear canal. Existing techniques 
that measure BP on the arm or wrist cannot be applied to 
measure BP from inside the ear as the required fixed systolic 
and diastolic detection ratios. We developed our model to 
estimate the in-ear BP by observing the behavior of pulse 

the average error between eBP and the ground-truth. 
Consequently, the mean and SD error of SBP and DBP are 
1.8 mmHg and 3.1 mmHg, which is within the Association 
for the Advancement of Medical Instrumentation’s (AAMI) 
requirement (µAAMI < 5 mmHg).24 In addition, our SD errors 
for SBP and DBP also satisfy the criteria where σAAMI < 8 
mmHg.24 On the other hand, Figure 14 displays the Pearson 
correlation coefficients of SBP and DBP measurements by 
eBP and the KonQuest device. We select five participants’ 
data for calibration using a polynomial regression model. 
There were some error cases where the measurement was 
performed without taking sufficient stability. For example, 
the balloon fell out of the ear because of sweat, movement, 
or the ear canal was too narrow. When the balloon falls out, 
there is no valid pulsatile waveform detected. As a result, the 
system cannot predict the BP, thus, providing no data for the 
evaluation. The correlation shown of 0.81/1.0 for the SBP 
and 0.76/1.0 for the DBP represents that our system’s predic-
tion is highly correlated to that of the FDA approved device.

6.3. Power consumption
We measure the power consumption of both eBP hardware 
module and eBP app (installed on a Samsung Galaxy S9) in 
two scenarios: (1) during BP measurement and (2) without 
BP measurement. eBP hardware module power consump-
tion is measured using Monsoon Power Monitor. eBP app 
power consumption is measured using AccuBattery applica-
tion. Note that the power measurement of eBP hardware is 
done in 1 min, whereas it takes 9 min to obtain a reliable 
measurement from AccuBattery app. eBP hardware con-
sumes 1279.28 and 31.34 mW during BP measurement and 
without BP measurement, respectively. eBP app consumes 
1406 and 1119 mW during eBP measurement and without 
BP measurement, respectively. In summary, eBP hardware 
consumes 1247.94 mW (1279.28–31.34 mW) to operate the 
pump, the valve, the LED, and the microcontroller. eBP app 
consumes 287 mW (1406–1119 mW) for BP calculation.

6.4. Prediction stability
We conducted experiments to verify the robustness of our 
calibration procedure based on polynomial fitting. We repli-
cated the process by taking 250 randomly picked times from 
the learning set. Finally, we explore the frequencies of mean 
and SD error as shown in Figure 15. Overall, the highest 
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amplitude. Therefore, no constant parameters are required 
in our proposed model. In this paper, we also introduce a 
technique to customize an off-the-shelf catheter to become 
our in-ear pulse pressure sensor. We built custom hardware 
and software for eBP and evaluated the system through a 
comparative study on 35 subjects. The study shows that eBP 
obtains an average error of 1.8 and −3.1 mmHg and standard 
deviation error of 7.2 and 7.9 mmHg for systolic (high-pres-
sure value) and diastolic (low-pressure value), respectively. 
These errors are within the acceptable margins regulated 
by FDA’s AAMI protocol, which allows average BP difference 
of up to 5 mmHg and standard deviation of up to 8 mmHg. 
These promising results not only show the feasibility of an 
in-ear blood monitoring concept but also open up the pos-
sibility of making current gold standard cuff-based BP mea-
surement more comfortable.

Broaden applications. Although eBP is currently a stand-
alone device, with the continued trend of incorporating 
biometric monitoring into devices12, 21 that are worn on a 
daily basis, there would be minimal behavioral changes 
required on the part of the wearer to benefit from eBP. As 
ear-worn sensing platforms such as Earable22 and eSense13 
are becoming increasingly popular, the BP monitoring 
modality could potentially be integrated into these plat-
forms. It enables the ability, which is not possible before, 
to sense and react to various dangerous diseases and condi-
tions in daily life such as hypertension, epileptic seizures, 
etc. Additionally, eBP could also be incorporated with a 
headphone or hearing aid, both of which are ubiquitous as 
the World Health Organization reports that approximately 
466 million people worldwide suffer from disabling hear-
ing loss20 and more than 365 million headphones were sold 
in 2017 in the US alone.11 In addition, our proposed BP cal-
culation algorithm can be applied to make existing cuff 
devices more comfortable. In the case of hardware design, 
the use of a medical balloon to deliver a sensor into the ear 
can widely benefit other applications. For example, it can 
improve the contact points and the conductivity of elec-
trodes for the in-ear sensing area.
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can we trust an algorithm that doesn’t 
know the rules?”

“You’ll get used to it,” said Carter. 
A noisy fanfare came from her pocket. 
“Sorry, I should change that alert. It’s 
the Dupin app. Looks like we’ve got an-
other case.”

She pulled her phone out as she 
walked and flicked up the details. “This 
is what I mean. There was a homicide 
just five minutes ago in E street, and 
Dupin has already cracked it. Have you 
ever been there?”

Lipcott shook her head.
“It’s where the DC medical examiner 

is based. It’s our very own Rue Morgue.”
“I’m sorry?”
“The Rue Morgue in Paris. That’s 

where Poe’s Dupin solved his first crime.” 
Carter flicked at her phone again. “The 
details are coming through.”

For a moment, Carter seemed to 
slip on the polished floor of the old FBI 
building. The Special Agent stopped 
dead and put her hand on the wall to 
steady herself. In a flashing red rect-
angle, the app was presenting her with 
a case summary:

Suspect: Saskia Lipcott.
Crime: Homicide (first degree).
Probability of conviction: 99.99%.
“What is it?” asked Lipcott.
Carter shook her head and stared at 

the combined camera and microphone 
that surveyed the corridor. Lipcott’s 
words seemed to float in front of her 
eyes. What she did next could deter-
mine not just Lipcott’s future, but her 
own.

She walked on to the corner, to a 
dead spot between cameras, took a 
deep breath, and mouthed, “Don’t ask 
questions. Get ready to run.”	

Brian Clegg (www.brianclegg.net) is a science writer 
based in the U.K. His most recent books are What Do You 
Think You Are?, exploring the science of what makes you 
you, and Quantum Computing, offering background to this 
new computing paradigm.

© 2021 ACM 0001-0782/21/8 $15.00

rules: it 
plays vast numbers of times and sees 
what improves its score.”

“That’s great for playing Breakout,” 
said Lipcott, unconvinced by Carter’s 
defense. “But what about Dupin? How 
did it learn to be so successful?”

“The same way. It was fed vast 
numbers of case details and worked 
out the rules for itself. You’ll see when 
you read the book properly that in the 
early days of AI they tried to list all the 
rules for the computer, but it never 
worked well enough for a complex 
task like detection. Machine learning 
totally beats anything we can teach the 
system.”

“Okay, sure. But think of that 
line…” Lipcott searched the page in 
front of her. “‘Managing to win in a way 
the game designers never envisaged.’ 
If you translate that into what Dupin 
does, isn’t that saying, ‘managing to 
convict someone in a way that the law 
is not intended to work?’ Could Dupin 
break the rules to win?”

“Not at all,” said Carter. “Look, in the 
old days we relied on witness statements, 
even though they were useless. Have you 
heard of the 1901 Stern experiment?”

Lipcott shook her head.
“This German professor faked a mur-

der in his lecture room and then asked 
the students, who thought the crime was 
real, to write accounts of what they saw. 
They named eight different people as the 
murderer. We rely on solid evidence. Of 
course Dupin considers witness state-
ments and monitors all conversations in 
this building to include interviews and 
our thinking on the case, but it’s Dupin’s 
ability to access substantial evidence 
that makes it so effective.”

“I understand that. But this is an 
artificial intelligence that made up its 
own rules. What’s to say that the video 
isn’t a deepfake, or the location data 
corrupted? Do we really know what Du-
pin is capable of?”

“Let’s get a coffee.” Carter headed 
down the corridor. “It’s hard to accept 
at first—it feels like we’re not real in-
vestigators anymore. But at least we’ve 
got jobs. Think of everyone replaced by 
machine-learning systems. The fact is, 
Dupin does the spade work, and we can 
concentrate on what humans do best. 
Interpreting outcomes and interacting 
with people.”

“I get it,” said Lipcott. “But how 

[CONT IN UE D  F ROM P.  128]

How can we trust  
an algorithm  
that doesn’t know  
the rules?
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“Do you have anything to say?”
“Only what I’ve said all along,” said 

Lamb. “I was at home all evening. I nev-
er left the apartment. I did not commit 
a crime. I was alone, but I spoke several 
times to my smart speaker.”

Carter countered. “Though the sys-
tem has no record of this. Do you have 
anything else to add?”

Lamb shrugged. “What’s the point? 
It’s a stitch-up.”

“Thank you for your cooperation,” 
said Carter. She nodded to the door. 
“Okay Lipcott, I’ll see you outside. I 
just need to authorize the suspect’s 
removal.”

“That’s it?” said Lipcott a few min-
utes later, as Carter emerged into the 
corridor. Lipcott had been flicking 
through the AI primer and now point-
ed at a paragraph. “Have you read this 
about artificial intelligence learning to 
play games?”

“Sure, I’ve read it,” said Carter. 
“They’re real good at games. That’s 
why Dupin’s perfect; detection is a 
kind of game. Isn’t that why you be-
came an investigator?”

“I guess,” said Lipcott. “But listen to 
this. ‘The remarkable success of AI sys-
tems is even more impressive because they 
were never given the rules of the game. 
Initially, their attempts were random fail-
ures, but over time, the machine-learning 
algorithm picked up strategies that were 
successful, often discovering loopholes 
in the game software and so managing 
to win in a way that the game designers 
never envisaged.’

“Isn’t that worrying?” Lipcott pressed.
“Why?” asked Carter. “It shows how 

clever the software is. It doesn’t need 
to know the 

gal representation. Any comments you 
make will be recorded and added to the 
evidence base. Do you understand?”

Lamb nodded.
Carter touched her tablet screen. 

“We have video placing you at the 
scene of an armed robbery last Mon-
day at a jewelry store on Connecticut 
Avenue Northwest, between Desales 
and L streets. You are clearly seen 
committing the crime. This evidence 
is backed up by location data from 
your cellphone, showing that you 
travelled from your apartment to the 
store, arriving at the exact time the 
crime was committed. DNA evidence 
from the shotgun makes it clear that 
you were involved.

AGENT SA SK IA  LIPCOTT  grimaced at her 
reflection in the mirror glass, wonder-
ing again if the look she’d gone for had 
too much of Dana Scully from “The X-
Files.” “I don’t get it,” she said. “Why 
call the computer Duppin? It sounds 
like a kid’s game.”

“Not Duppin,” said Special Agent 
Dinah Carter. “That’s Doo-pan. It’s 
from Edgar Allan Poe. He wrote the 
first detective stories, about a French-
man called Auguste Dupin.”

“Okay?” Lipcott sounded uncertain.
“And it’s not the name of the com-

puter; it’s the machine-learning 
software. Didn’t they give you the AI 
guide?”

Lipcott, who had grown up on a 
farm and had a very different idea of 
what AI stood for, raised her eyebrows. 
“Nope.”

Carter opened her desk drawer, took 
out a thin book, and threw it across. The 
AI Primer—Artificial Intelligence from 
DeepMind to Dupin. “Let’s move,” she 
said to Lipcott. “We need to interview 
the suspect. It’s a formality. Dupin tells 
us he’s guilty, but it has to be done.”

Lipcott followed Carter into the in-
terview room. It was far less impressive 
than the ones she had seen in TV dra-
mas—just an ordinary, bare office. A 
middle-aged man with thinning brown 
hair, wearing a sweater and jeans, was 
seated at a metal-topped table.

Carter drew up one of the two chairs 
on their side of the table and indicated 
Lipcott should take the other.

“Mr. Lamb, I am Special Agent 
Carter and this is Agent Lipcott. The 
purpose of this meeting is to put before 
you the evidence provided that will be 
used in your trial. You have refused le- [CONTINUED ON P.  127]
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