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vardi’s insights

I 
L O O K  I N  T H E  mirror every day. 
I look the same as the day be-
fore. No change. Then I have 
a Zoom call with a person I 
have not seen in many years, 

I wonder how they got so old, and I 
realize that the other person must be 
thinking the same! The human mind 
always struggled with comprehend-
ing the cumulative impact of a large 
number of very small changes. This 
phenomenon has already been the 
subject of two classical Greek para-
doxes: The Sand-Heap paradox and 
Zeno’s paradoxes. When I was an 
elementary-school pupil, a favorite 
brain-twister was “How much is infin-
ity times zero?”

We are facing the same paradox 
with respect to privacy and influence 
on the Internet. There are informa-
tion items that we clearly want to 
protect, such as credit-card numbers. 
When such sensitive information is 
stolen via a cybersecurity breach, we 
clearly feel our privacy has been vio-
lated. But it is harder to feel a loss of 
privacy when we reveal a tiny bit of 
information at a time: a link clicked 
or a social-media posting “liked.” Yet 
Internet companies have mastered the 
art of harvesting the grains of informa-
tion we share with them, knowingly 
or unknowingly, and using them to 
construct sand heaps of information 
about us. Shoshana Zuboff, of Harvard 
University, named this business mod-
el of Internet companies “Surveillance 
Capitalism” in a 2019 book.

Zuboff called surveillance capital-
ism “an assault on human autonomy” 
and “a threat to freedom and democ-
racy.” We all realize that Internet com-
panies persuaded us to give up some 
privacy for the sake of convenience, 

but how much privacy have we given 
away? This is opaque to us. We see 
each grain of information given away, 
but not the heap of information. It is 
also opaque to us how this heap of in-
formation has been used by others not 
only to predict our behavior but also 
to influence and modify it. After the 
January 6, 2021 Capitol Insurrection 
in Washington, D.C., Zuboff wrote 
that “We can have democracy, or we 
can have a surveillance society, but we 
cannot have both.”

The core issue, I believe, is that of 
human agency. Enlightenment think-
ers downplayed divine authority and 
emphasized human agency. Rousseau 
wrote that “in the depths of my heart, 
traced by nature in characters which 
nothing can efface. I need only con-
sult myself with regard to what I wish 
to do.” Of course, we all know that 
the poet John Donne was right when 
he wrote “No man is an island entire 
of itself; every man is a piece of the 
continent, a part of the main.” Our 
decisions and actions are clearly influ-
enced by the social context. Yet, unless 
we feel coerced, we do not feel a loss of 
agency due to such social context.

Advertising, which originated in 
antiquity but emerged as a major com-
mercial activity in the 19th century, ex-
panded our social context, yet we still 
felt in control. After all, you can always 
go to the bathroom during a television 
commercial. Subliminal advertising, 
invented in the 1950s, uses sensory 
stimuli below an individual’s thresh-
old for conscious perception. While 
there is some controversy about its 
effectiveness, most people find sub-
liminal advertising offensive, because 
it robs us from our sense of agency: 
we are being influenced without our 

awareness. Indeed, many countries 
ban subliminal advertising.

The Internet has become a sub-
liminal influence machinery. The days 
where the results of a Google search 
are ranked by the page algorithm are 
long gone. Google search results are 
now customized for each user indi-
vidually by an opaque algorithm. The 
argument in favor of such customiza-
tion is that it is aimed at maximiz-
ing user benefit, but it could also be 
aimed at maximizing advertising reve-
nues. Analogously, the stream of post-
ing on a Facebook user’s wall is algo-
rithmically customized, with the goal 
of “maximizing user engagement.” 
Just like the grains of information we 
reveal about ourselves result in a heap 
of information about us, the grains of 
information that Internet companies 
give us result in a heap of influence we 
are not aware of.

Marc Rotenberg raised privacy con-
cerns in a U.S. Senate testimonya in 
2000, but no action was taken then by 
the U.S. on Internet privacy. In 2018, 
Arnold King wrote a famous blog 
article,b “How the Internet turned 
bad.” The loss of privacy is at the core 
of that. It is time for us, as a commu-
nity, to ask now: “How do we turn the 
Internet good?”

Follow me on Facebook and Twitter. 

a https://epic.org/privacy/internet/senate-
testimony.html

b https://hackernoon.com/how-the-internet-
turned-bad-bf348cdb99e7

Moshe Y. Vardi (vardi@cs.rice.edu) is University Professor 
and the Karen Ostrum George Distinguished Service 
Professor in Computational Engineering at  
Rice University, Houston, TX, USA. He is the former 
Editor-in-Chief of Communications. 
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CAREER PATHS
IN COMPUTING

music exploration would lead to inter-
ests in compiler design, type theory, 
analog simulation, time predictable 
architectures, digital signal processing, 
cyber-physical systems, distributed sys-
tems, and more. All of these technical 
interests have developed in the pursuit 
of real-world goals.

Another way I like to explore the 
world is through the creation of pro-
gramming languages. My languages 
have been used to operate robotic tele-
scopes, steer physics simulations on 
supercomputers, build massive distrib-
uted interactive computer-graphics in-
stallations and to play robotically con-
trolled acoustic pianos in concert halls 
worldwide. What ties these disparate 
ideas together is that my languages al-
low for these systems to be modeled, 
built, modified, and controlled through 
a programming language interface in 
real time. Code in these interactive pro-
gramming systems is often ephemeral, 
being an incomplete representation of 
the state of the system and the world in 
which it runs. This is a style of program-
ming that focuses on code as a means 
of exploration first and of production 
second. A means to orchestrate com-
plex systems at the meta level.

Throughout my career in comput-
ing, I have been fortunate to have roles 
in both industry and academia, as the 
CTO of a public company, Senior Re-
search Fellow, and company founder. I 
have thoroughly enjoyed every position 
I’ve had.  As the world becomes ever 
more programmable, I continue to look 
for increasing opportunities to orches-
trate the world at the meta level.

Copyright held by author/owner.

I
’V E  A LWAY S T HOUG HT of pro-
gramming as a vehicle for explo-
ration and discovery. My first ex-
perience with a computer, at the 
age of 10, was an interactive pro-

gramming experience with Seymour 
Papert’s Logo language. In a special 
math class, held in a touring computer 
lab (our school didn’t own comput-
ers!) we “discovered” the properties of 
various geometric primitives by inter-
actively driving a little turtle around a 
monochrome screen through issued 
commands in the Logo programming 
language. I was hooked!

The ability to discover and expe-
rience world building is a relatively 
unique privilege afforded to computer 
programmers. Programming my little 
turtle literally helped me ‘experience’ 
geometry. How fortunate we are to be 

able to conceive of some microworld 
and then to attempt to create it, without 
requiring anything more than a com-
puter and some power. In my early 20s, 
I remember thinking that with time and 
effort, I really can build anything. While 
clearly naive, such a mindset is some-
thing I truly hope to never outgrow.

Alongside my early love of program-
ming was a love of music, and inevi-
tably these two worlds collided. My 
first degree was in jazz trumpet per-
formance—but since my early 20s, my 
primary musical instrument has been 
a programming environment. The en-
vironments I built were able to modify 
the sonic and visual landscape of the 
real world in real time when explored by 
a programmer. To paraphrase Stephen 
Holtzman, computers are of our time, 
and we are compelled to explore them.

My interest in programming music 
and sound has never been with the in-
tention of automating its production. 
Instead, I create each new musical work 
as its own program, and I have spent 
inordinate amounts of time develop-
ing the programming languages that I 
use to help me construct these bespoke 
musical microworlds. At its extreme, 
the construction of this music becomes 
a real-time process where a complete 
performance is “livecoded” on the fly in 
front of an audience. What fascinates 
me about creating music in this way is 
that, at its best, there is an “ideal” point 
where the code becomes an essential 
component of the artwork.

An unintended consequence of 
building microworlds has been the 
number and depth of rabbit holes I’ve 
dived down. My younger self would 
never have imagined that my computer 
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letters to the editor

for how the production logistics of the 
June issue operate.  For each month, 
final production for ~120 pages of 
editorial content begins approximately 
10 weeks before the issue date. This 
content production was well under way 
weeks before the Turing selection was 
made. Shortly after the award selection 
is announced, an exceptional process 
is triggered to collect photographic and 
interview information to add to the “Turing 
issue.” So this overload process, for the 
Turing issue and consistent with monthly 
publication, produced final layouts for 
the issue by May 1. With our physical 
publishers and mail delays, this is a hard 
constraint. The claim that logistics cannot 
be relevant belies the reality they are a 
constraint in any practical endeavor.

We regret any upset that inclusion of 
traditional content for an ACM A.M. Turing 
Award in the June 2021 issue caused but 
chose to do so based on the judgment 
to proceed in usual fashion until greater 
clarity emerged.

Andrew A. Chien, Chicago, IL, USA

Credit Where It Is Due
In Neil Savage’s June 2021 news article 
“Getting Down to Basics” (p. 12) 
describing the work of 2020 ACM A.M. 
Turing Award recipients Alfred Aho 
and Jeffrey Ullman, I was surprised 
to read they were credited with the 
development of LEX and YACC. LEX 
was the work of Mike Lesk and Eric 
Schmidt, and YACC was the work of 
Stephen (Steve) Johnson (Aho provid-
ed some insight and came up with the 
name)—these tools were released as 
Unix utilities, and all three scientists 
were employees of Bell Labs.

David M. Abrahamson, Dublin, Ireland

Editor-in-Chief’s Response:
Thanks, David.

Andrew A. Chien, Chicago, IL, USA

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less, and send to letters@cacm.acm.org
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T
HE COVER PHOTO of the June 
2021 edition of Communi-
cations of the ACM depicts 
Jeffrey Ullman and Alfred 
Aho, winners of ACM’s 2020 

Turing Award, and editorial content 
in the issue celebrates this selection. 
As ACM and Communications are well 
aware, for many Iranian members 
of the computing community, Ull-
man is the face of discrimination in 
academia. For more than 15 years, 
Ullman maintained a Web page that 
denigrates Iranian students using 
demeaning and derogatory language 
and told them they are not welcome in 
the computing community because of 
political reasons. The text is so clear 
and direct that it is hard not to see it 
as violating ACM’s Policy Against Ha-
rassment, but of course it was “just” 
published on Ullman’s page for more 
than a decade rather than being deliv-
ered at an ACM event, so in ACM’s eyes 
it does not count.

For context: shortly after the award 
announcement, a public letter1 signed 
by more than 1,200 individuals from 
academia and industry including 
over 450 ACM members condemned 
the decision and shared details of 
Ullman’s discriminatory correspon-
dence over the years. On April 19, 
ACM officially confirmed receiving the 
letter and published a response,2 in 
which they did not even recognize the 
victims and that any harm was done. 
In parallel to publishing celebratory 
content about the winners, ACM’s 
Executive Committee (EC), upon the 
request of Communications Editor-in-
Chief to intervene, decided to reject 
an Op-Ed submitted by myself and five 
colleagues in which we criticized ACM 
leadership’s, in our opinion, weak and 
inadequate response to the “CS for in-
clusion” letter and proposed concrete 
steps to be taken to help the cause.

To summarize:
1. Despite the claim that ACM EC 

and Communications were unaware of 
Ullman’s long history of discrimina-
tory rhetoric, they were officially made 
aware of this since mid-April;

2. Yet Communications published 

celebratory content about Ullman two 
months after the award;

3. In parallel, ACM EC and Com-
munications reject (as far as we know 
the only) “communication” done by the 
community through “Communications 
of ACM” about such an important issue, 
based on the reason that “enough has 
been said about it already;”

4. ACM still claims to hold D&I as 
core value,3 and that it “cannot accept 
any conduct that discriminates or den-
igrates an individual on the basis of 
citizenship or nationality.”

Of course, Communications can 
come up with logistic excuses, but 
they cannot be relevant when it comes 
to any issue of such importance with 
more than a month left until the publi-
cation date, and evidently Communica-
tions and ACM’s EC could in fact coor-
dinate quickly when they choose to. I 
hope the ACM EC and Communications 
either will have the courage to accept 
the harm they furthered by Ullman’s 
selection and Communications’ cel-
ebratory coverage of it and correct their 
stance now that it matters most, or al-
ternatively not claim to truly care about 
diversity and inclusion as core values 
or to be really against discrimination 
based on citizenship or nationality.

Resources
1. https://csforinclusion.wordpress.com/
2. https://www.acm.org/response-to-letter
3. https://www.acm.org/about-acm/mission-vision-

values-goals

 Mohammad Mahmoody,  
Charlottesville, VA, USA

Editor-in-Chief’s Response:
To air community concerns raised that 
the June issue of Communications did not 
present a balanced view, we are publishing 
the above letter.

The ACM’s official response to the 
letter from CSforinclusion can be found at 
https://www.acm.org/response-to-letter 
and addresses the current criteria and 
process for Turing award selection, and the 
efforts under way to improve them to live 
up to the values ACM has articulated.

With respect to the actions of 
Communications, here is a bit of context 

Turing Reaction
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Follow us on Twitter at http://twitter.com/blogCACM

The Communications website, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

System conversions represent a 
third distinct type of development. The 
project scope now includes all of the 
effort of an initial software release plus 
an entirely new set of complexities. 
The prior system is often caught in a 
downward spiral: technical constraints 
may exist that make upgrades difficult, 
which in turn can diminish the orga-
nizational will to improve the system, 
which in turn reduces system perfor-
mance and viability. The prior sys-
tem, however, must be kept alive long 
enough to transition the functionality 
as well as support the data conversion 
to a new platform. This can become 
an anxiety-inducing software “race 
against time.” As an example of life im-
itating art, the 1994 action movie Speed 
with Keanu Reeves offers some surpris-
ingly insightful lessons and how this 
situation can be managed.

Lesson #1: The Bus 
Couldn’t Slow Down
In the movie, a transit bus is wired with 
a bomb and cannot go below 50 MPH 
without dire consequences. From a 

software standpoint, if an existing sys-
tem is highly utilized and still running 
critical functions but not well main-
tained, it can feel like this. There may 
be multiple factors all pulling on the 
existing system to slow it down: an out-
dated and non-scalable architecture, 
an outdated codebase, and perhaps 
even a lack of developers to support the 
aforementioned items. Ignoring the 
current system, though, only makes 
the problem worse.

Lesson #2: A Second 
Bus Was Required
To save the initial bus, a second bus 
had to be obtained. In the software 
world, the “second bus” represents 
the new system and the development 
team to create that system. This could 
either be managed as one team with 
two major responsibilities (support 
old system, build new system) or two 
teams, but one thing is clear: there 
is effectively twice as much work. A 
key mistake of system conversion de-
velopment is only budgeting for the 
“new” development.

Doug Meil 
The Art of Speedy 
Systems Conversions
https://bit.ly/2TpmcsG
June 1, 2021
Building a software sys-

tem de novo is the baseline way that 
software engineering is taught and un-
derstood. Use cases are identified, ar-
chitectures and patterns are designed, 
and then software is implemented and 
deployed. Users are onboarded. This 
kind of green-field development can 
be exhilarating opportunity to create 
anew. Upgrading an existing system is a 
second and more frequent type of devel-
opment as for any given system there is 
only one initial release but many subse-
quent releases. While upgrades primar-
ily focus on incremental improvements, 
it is arguably a more complex case as up-
grades are primary risks of outages and 
functional regressions, whereas with 
the baseline case there is nothing else 
in place at the time of initial release.

But what if there is a prior opera-
tional system in place? Specifically, 
one that is being replaced.

Finding the Art in 
Systems Conversions, 
Naming
Doug Meil considers a third distinct type of development,  
while Mario Antoine Aoun ponders alternate names for ACM. 
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Lesson #3: The Second Bus Was 
Accelerated to Catch the First Bus
Achieving functional parity is one of 
the most difficult aspects of system 
conversions especially when the first 
bus has a 100-mile head start, meta-
phorically speaking. The “chasing 
system” needs a long-enough runway 
both in terms of time and budget, 
complicated by the fact that the prior 
system may still continue to evolve at 
the same time and not be a static tar-
get. Even the most well-intentioned 
projects can get tripped up on this. 
This type of development could take 
multiple fiscal quarters or years, and 
one of the biggest issues is execu-
tive expectation management.

Lesson #4: The Passengers 
Are Rescued
In the movie, the passengers are res-
cued in dramatic fashion, and anyone 
that has lived through a large system 
conversion will recognize this is pretty 
much what it feels like. To rescue the 
passengers, both buses must be operat-
ing not just at high speed, but also close 
proximity, re-emphasizing the impor-
tance of feature parity. Having a second 
bus running 50 MPH but 5 miles dis-
tant and receding doesn’t help.

Additionally, software to assist in 
conversions—particularly large-scale 
data migrations—is required and is a 
special art. Such software still needs 
to adhere to software engineering best 
practices, but also needs to be fast (as 
conversion windows are always under 
a time crunch), explainable (as conver-
sions are always being asked to explain 
exactly what happened), and automat-
able (as the best conversions are always 
heavily practiced).

The management of conversions is 
an important aspect of software engi-
neering and not for the faint of heart. 
The process represents the bridge 
from the old to the new.

Lesson #5: The First Bus Was Retired
In the movie, the first bus exploded 
spectacularly after the passengers 
were rescued. In real life, such kinetic 
outcomes are not generally desirable. 
Shutdown processes informed by con-
tractual or regulatory provisions are 
important considerations, such as sav-
ing the existing system state for a re-
quired period of time and potentially 

leaving the system online in a read-
only state. If a system state is saved as 
a backup, confirming that the backup 
can actually be restored is advised.

Conclusion
System conversions are a hard prob-
lem and will be ever-present in the 
software world as today’s blue-sky de-
velopment efforts become tomorrow’s 
legacy code. Reasons for system-rot are 
myriad: technological obsolescence of 
frameworks or languages are one set 
of causes, but more than a few systems 
with reasonably current architectures 
have been undercut by boom-and-bust 
budgeting behaviors as systems are 
deployed with an enthusiastic initial 
release and then lay fallow. Technology 
leaders must actively manage every sys-
tem in a portfolio. It’s a lot of work to 
do this, but the alternative is worse.

Mario Antoine Aoun 
The Name Game
https://bit.ly/3eYRBKN
May 19, 2021
There was a recent dis-
cussion in Communi-

cations’ Letters to the Editor section 
regarding a name change for ACM. Ed-
itor-in-Chief Andrew A. Chien even en-
couraged sending him ideas or sugges-
tions for new ways to rethink the letters 
A-C-M. I, too, thought of an interesting 
name change for ACM, but after care-
ful consideration, I realized I adore 
the current name for its longstanding 
value and history.

Concerning previous suggestions 
made by others (see Communications 
June 2020 and September 2020), we 
must be careful that our association 
is not dedicated only to its registered 
members. That is, it is dedicated for 
advancing computing machinery as 
science and profession, and not just for 
members contributing to its mission 
or benefitting from it. For instance, ar-
ticles are published in Communications 
or other ACM periodicals by authors 
who are not ACM members. Also, peo-
ple (like my lovely wife, for instance) 
may read ACM proceedings or attend 
ACM conferences with attendees who 
are not members of the association.

I liked Andrew Chien’s comment 
concerning name change and the 
idea of recursion. For that reason, I 
suggest the following list of poten-

tial substitutions for Association for 
Computing Machinery:

 ˲ Association of Computing Minds
 ˲ Association for Computing Minds
 ˲ Association for Computing Minds 

and Machinery
 ˲ Association of Computing Minds 

for Computing Machines
 ˲ Association of Computing Minds 

for All Computing Machines
My personal favorite is Association 

for Computing Minds because it encap-
sulates many meanings and its hold 
on ACM’s mission is twofold: it works 
toward the advancement of comput-
ing in terms of machinery, and it works 
toward the advancement of computing 
for scientists and professionals (as per 
ACM’s motto, “Advancing Computing 
as a Science & Profession”). Besides, it 
reminds us of Turing’s paper “Comput-
ing Machinery and Intelligence,” thus 
it implicitly offers tribute to him and 
explicitly to the evolution of computers 
while highlighting the mind and intel-
ligence (natural and artificial).

What is interesting is ‘Computing 
Minds’ can refer to both a human and 
a computing machine. On one side, it 
gives legacy to the evolution of comput-
ers from their early invention as pure 
mechanical programmable calculators, 
as well as today’s intelligent decision 
makers and knowledge discoverers. On 
the other side, it inspires programmers, 
software engineers, database design-
ers, and computer scientists by calling 
them ‘computing minds’ as they create 
computing solutions by transforming 
thoughts into computing codes. In this 
way, we elevate ‘machinery’ to ‘mind,’ 
and at the same time we considered ev-
ery person interested in this stuff as a 
computing mind, too.

Moreover, ‘Association for Comput-
ing Minds’ is new, novel, and unusual!

Still, as I said at the outset, I still 
adore ‘Association for Computing Ma-
chinery’ for its originality, value, and 
history.

What do you think?

Doug Meil is a software architect at Ontada. He also 
founded the Cleveland Big Data Meetup in 2010.  
Mario Antoine Aoun is an ACM Professional member 
who has been a Reviewer for ACM Computing Reviews 
since 2006. He has 25 years of computer programming 
experience and holds a Ph.D. in Cognitive Informatics 
from the Université du Québec à Montréal. His main 
research interest is memory modelling based on chaos 
theory and spiking neurons.

© 2021 ACM 0001-0782/21/9 $15.00
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and other natural creations. “Because 
Gaudí wanted to work with a vocabu-
lary that was free from two-dimension-
al drawing conventions, it made sense 
that he would work with models,”  
Gomez-Moriana explains.

To precisely communicate the in-
tricacy of his vision to the stone ma-
sons working alongside him, Gaudí 
made extraordinarily large plaster 
models, usually on a scale of 1:25 and, 
for his master model, 1:10. “The stone 

G
LA N CIN G AT BARCELONA’S 

still-unfinished Sagrada 
Família Roman Catholic 
basilica, with its famous 
sandcastle-like exterior, it 

is easy to get the wrong idea about its 
architect, Antoni Gaudí, as a carefree, 
loosey-goosey artist. The whimsical ex-
terior hides a geometrically sophisti-
cated, structurally advanced design—a 
big part of the reason this grand basili-
ca, begun in 1882, has taken so many 
decades to build, remaining the 
world’s longest-running ongoing ar-
chitectural project.

This complexity required an utterly 
different approach to modeling than 
what architects had typically deployed. 
Instead of using two-dimensional 
drawings to guide builders, Gaudí re-
lied heavily on large, high-fidelity plas-
ter models—models that needed to be 
reverse engineered and rebuilt after 
extensive damage during the Spanish 
Civil War. In a separate project, Gaudí 
pioneered the use of hanging-chain 
models that enable changes in real 
time; though he did not use these inter-
active models on the Sagrada Família, 
they guided his thinking and prefig-
ured the so-called parametric design 
software that has been instrumental to 
the acceleration of the project’s pace in 
recent years.

“Gaudí didn’t like to draw; he liked 
to model,” says Rafael Gomez-Mori-
ana, a Barcelona-based architect and 
architecture critic who leads architec-
tural tours of the city. “When you draw 
in two dimensions, you tend to limit 
yourself to those two dimensions,” to 
the kinds of simple angles that can be 
drawn easily with a T-square and a tri-
angle (set square). Gaudí resisted such 
limitations, preferring organic-looking 
shapes that took inspiration from trees 

A Model Restoration 
The architect of the Sagrada Familia appears to have done  
parametric modeling in his head; software is helping  
to complete the structure a century later. 

Science  |  DOI:10.1145/3474353  Marina Krakovsky

The exterior of the Sagrada Familia basilica, whose construction reflects the use of 
parametric design. 

http://dx.doi.org/10.1145/3474353
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masons were often going just straight 
from his model,” says Mark Foster 
Gage, a Manhattan-based architect 
and a professor at the Yale University 
School of Architecture who has writ-
ten about Gaudí. “The larger the mod-
el, the more accurate it would be.” As 
a result, some of these models were 
an astounding 16 feet (about five me-
ters) tall.

A New Arrival
In one of the project’s many setbacks, 
the Spanish Civil War (1936–1939) 
destroyed parts of the church and 
shattered the plaster models. Some 
effort went into restoring the models, 
but it was not until 1979 that infor-
mation needed to be extracted from 
the model fragments for building 
purposes. That was also the year a 
young New Zealander named Mark 
Burry, a newly minted architecture 
graduate of the U.K.’s University of 
Cambridge, arrived to study the way 
Gaudí mixed architectural styles. He 
met with two elderly project leaders 
who had worked with Gaudí himself 
decades earlier, before the architect’s 
death in 1926. When Burry asked 
them how Gaudí had communicated 
his vision to the people actually 
building the church, they showed 
him boxes and boxes of the broken, 
dust-covered plaster models.

Intrigued, Burry switched his focus 
to reconstructing these complex mod-
els. Before committing to a year-long 
contract, the elders gave him a week 
as a trial period to show that he had a 
working method. The good news was 
that he understood the problem: he 
needed to somehow reverse engineer 
the models’ underlying geometries, 
which meant figuring out the points at 
which three adjacent three-dimen-
sional surfaces intersected at a single 
point, called a triple point. “If you 
have a broken model, and you can at 
least find where those triple points 
are, you can then begin to unpack the 
constituent geometry,” says Burry, 
who is now a professor at Australia’s 
Swinburne University of Technology, 
and founding director of its Smart 
Cities Research Institute.

However, none of his education had 
taught him how to intersect these ge-
ometries. The project leaders had their 
eye on building the church’s nave—the 

central part of the main building—and 
the nave’s elaborate, kaleidoscopic 
ceiling is made up entirely of intersect-
ing hyperboloids. “Every single open-
ing in the ceiling and the windows of 
the nave is a hyperboloid of revolu-
tion—every single one,” Burry says. A 
hyperboloid of revolution itself is not 
terribly complicated: it is the surface of 
the three-dimensional (3D) shape that 
is formed from rotating a hyperbola 
around its axis (and can be formed by 
lathing wet plaster spun on a model-
maker’s turntable). Once you start in-
tersecting these surfaces, especially 
when the hyperboloids are not similar 
(say, a circular hyperboloid and an el-
liptical one), the resulting curves can 
become bewilderingly sinuous.

So finding the triple point of three 
different hyperboloids is a real chal-
lenge. Gaudí himself had managed to 
figure out how to design these com-
plex models through sheer genius, 
Burry says. Working through trial and 
error, the master achieved these ex-
traordinary results in just a few itera-
tions. “I am absolutely astonished that 
he was able to zero in on particular 
combinations with particular out-
comes without having to do thousands 
of models,” Burry says.

To begin reverse engineering 
Gaudí’s models, Burry spent three 
days in a fruitless search for a solu-
tion to the triple-point problem—un-
til, one morning, he woke up with a 
game-changing insight. “I don’t 

know where it came from, but I knew 
I’d seen this problem before,” he re-
calls. What dawned on him was that a 
mountain peak is, like any of Gaudí’s 
triple points, a point at which the 
mountain’s ridges intersect. Burry re-
alized that Gaudí was, in a way, build-
ing a landscape.

“That’s where it got easy for me,” 
he says, because seeing the models as 
a landscape meant Burry could use 
the same tool geographers use to rep-
resent mountains. They use con-
tours—topographic maps—in which 
all the points on a contour line repre-
sent the same height, with distances 
between contours corresponding to 
distances in elevation. “So if I could 
produce contours of these surfaces, I 
would be able to figure out where the 
intersections were and where the 
triple points were.”

This insight enabled Burry to mod-
el the components of Gaudí’s three-
dimensional models on paper. With 
no software to aid him, it was slow, 
painstaking work, but in 1979, such 
software simply didn’t exist. In fact, 
Burry recalls having traded in his slide 
rule for a calculator just a couple of 
years earlier.

A Revolution in Software
By 1989, though, when his colleagues at 
the Sagrada Família invited him back to 
resume the reverse-engineering effort, 
some architects had begun using soft-
ware, and Burry thought he’d be able to 
do the same. “Computer experts said 
this will be a breeze using AutoCAD,” 
Burry says. However, the experts he had 
spoken to were wrong. “I discovered 
that all the [available] architectural 
software was completely useless” for 
the task at hand. “I had this contract to 
get results, and I couldn’t.”

It was again time for Burry to take a 
page from another field. Designing 
boat hulls, he realized, poses the same 
spatial challenges, so he looked for 
boat-design software. Finding Inter-
graph VDS (for vehicle design system), 
he spent two weeks proving to himself 
that it could do the job. Yet, at about 
$75,000 per license, Intergraph was 
prohibitively expensive for the Sagrada 
Família. He found a suitable alternative 
from another company, Computervi-
sion, that granted him free access. This 
software ran only on pricey Sun work-

“If you have  
a broken model,  
and you can  
at least find  
where those  
triple points are, 
you can then 
begin to unpack 
the constituent 
geography.”
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models are parametric, explains Go-
mez-Moriana, because whenever 
Gaudí made a tweak—lengthening a 
chain, say, or hanging a bag of lead 
shot to represent an additional load—
the whole model would automatically 
adjust itself. “That’s what a digital 
[parametric] model of a building al-
lows you to do.”

In the decades since beginning to 
go digital, the Sagrada Família has em-
braced other technologies. Three-di-
mensional (3D) scanners and printers 
have enabled additional types of mod-
el-making. And these days, stone-cut-
ting robots are helping stone masons 
bring these designs to life.

Now in its final phases of construc-
tion, the Sagrada Família is scheduled 
for completion by 2026, for the centen-
nial of Gaudí’s death. “But,” says Yale’s 
Gage, “Just when you think they’ll fin-
ish it, COVID comes,” slowing con-
struction once again.

To the fervently devout Gaudí, such 
delays might be a reminder of who’s 
ultimately in charge. Known as God’s 
architect, Gaudí once said, “My cli-
ent can wait.” Gage has a somewhat 
less-reverent take on the delays: “You 
almost have to wonder if God really 
wants this church,” he says. Maybe, 
Gage adds, “He just really likes watch-
ing it be built.” 

Further Reading

Burr, M.
Scripting Cultures:  
Architectural Design and Programming
https://bit.ly/3tUpxxo

Burry, J.R. and Burry, M.C.
Gaudí and CAD
ITcon Vol. 11 (2006)
https://bit.ly/37ckBdz

Herta, S.
Structural Design in the Work of Gaudí
Architectural Science Review,  
Volume 494, pp 324,
https://bit.ly/3l6Xrxn

Burry, J., Felicetti, P., Tang, J., Burry, M., and 
Xie, M.
Dynamical structural modeling A 
collaborative design exploration
International Journal of Architectural 
Computing, Issue 01, Volume 03
https://bit.ly/2TKQ8QI
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is the author of The Middleman Economy: How Brokers, 
Agents, Dealers, and Everyday Matchmakers Create Value 
and Profit (Palgrave Macmillan).
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stations, but Burry got access to the req-
uisite hardware through a collabora-
tion with the Polytechnic University of 
Catalonia, in Barcelona, Spain, where 
he had secured a visiting professorship. 
The collaboration with the local univer-
sity, which lasted for 26 years, went fan-
tastically well, Burry says, with them re-
sponsible for the horizontal surfaces 
and him taking on the vertical ones—
the columns and the windows.

Soon after Burry and his colleagues 
adopted Computervision’s software, 
the company released a major up-
grade that replaced explicit modeling 
(which merely mimics what an archi-
tect would normally do on paper) with 
parametric modeling, which gives de-
signers an entirely different way of 
working. Using parametric (also 
called constraint-based) modeling 
software, an architect can change the 
value of one parameter and see the 
software immediately adjust the asso-
ciated geometries according to pre-
defined constraints. “That’s the quan-
tum leap in stepping away from 
Gaudí’s world to the contemporary 
design world,” Burry says.

While Gaudí worked a century be-
fore this software transformed archi-
tecture, he had actually done some-
thing conceptually similar to 
parametric modeling when he used his 
famous hanging-chain models to ex-
periment with complex arch configura-
tions in designing the Church of Colò-
nia Güell, another unfinished project 
which, in Burry’s view, would most 
likely have been Gaudí’s best building 
had he been able to complete it.

Gaudí was drawn to catenary arch-
es for their natural elegance. Unlike 
more traditional arches, which re-
quire support from either massive 
walls or flying buttresses, a catenary 
arch (mathematically, a hyperbolic co-
sine) supports its own weight. It can 
do so by minimizing the forces in 
compression much the way its upside-
down analogue—a chain or rope sus-
pended from two points—minimizes 
the forces in tension, perfectly distrib-
uting the natural force of gravity along 
the curve. Extending this basic idea, 
Gaudí created chandelier-like webs of 
chains hanging from other chains, 
pulling and deforming the chains 
(and thus their corresponding arches) 
in interesting ways. These catenary 
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Filippo Menczer 
is Distinguished 
Professor in the 
Luddy School of 
Informatics, 
Computing, 
and 

Engineering at Indiana 
University, where he also serves 
as director of the Observatory on 
Social Media, located at the 
Luddy School.

Menczer received his 
undergraduate degree in 
physics from the University of 
Rome, in Italy. He earned his 
master’s degree in computer 
science and his Ph.D. in 
computer science and cognitive 
science at the University of 
California, San Diego.

After obtaining his doctorate, 
Menczer became an assistant 
professor of management 
sciences at the University of 
Iowa, before joining the faculty 
of Indiana University, where he 
has remained ever since.

Menczer’s current research 
interests focus on analyzing 
and modeling the spread of 
information and misinformation 
in social networks, and 
detecting and countering the 
manipulation of social media.

“I study all aspects of  
information diffusion, especially  
misinformation and manipulation  
of social media,” Menczer says. 
This includes the detection of 
bots and the coordination of 
misinformation campaigns, as 
well as various kinds of abuse on 
social media by bad actors.

One tangent of his work is 
developing machine learning 
tools that are available to the 
public to detect and understand 
online manipulation.

Menczer does not think the 
challenges of online manipulation 
will go away anytime soon. He 
hopes his research will have an 
impact on computing, policy, and 
education to increase the quality 
of information shared on social 
media, but without censorship or 
hindering free speech.

“I think that’s going to be 
one of our top priorities, to 
create a healthier information 
ecosystem and be less 
vulnerable to manipulation,” 
Menczer says.
—John Delaney

https://bit.ly/3tUpxxo
https://bit.ly/37ckBdz
https://www.tandfonline.com/doi/abs/10.3763/asre.2006.4943
https://bit.ly/2TKQ8QI
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photonics in a way that actually deliv-
ers widespread benefits in general com-
puting systems—the field is advancing. 
“With the rise of machine learning and 
artificial intelligence, photonic proces-
sors found a field in which it can shine. 
Increasing volumes of data bring cur-
rent electronic technologies to their lim-
its,” says Johannes Feldmann, a post-
doctoral researcher at Oxford University 
in the U.K.

Optical technology, already widely 
used for cabling, communications, and  
increasingly, system interconnects, 
takes direct aim at the growing limita-
tions surrounding Moore’s Law and von 
Neumann architectures. When com-
pute-intensive tasks such as deep learn-
ing are tossed at electronic processors, 
they choke on advanced tasks and they 
devour energy. Moreover, scaling up 
systems to handle increasingly complex 
tasks is cost prohibitive. On the other 
hand, optics excels with low-precision 
linear functions. “This is where pho-
tonic processers challenge electronic 
processors: as hardware accelerators for 
artificial intelligence,” Feldmann says.

O
NGOING ADVANCES IN elec-
tronics and computing have 
introduced opportunities 
to achieve things that once 
seemed inconceivable: build 

autonomous machines, solve complex 
deep learning problems, and communi-
cate instantaneously across the planet. 
Yet, for all the advances, today’s sys-
tems—which rely on electronic proces-
sors—are grounded in a frustrating real-
ity: the sheer physics of electrons limits 
their bandwidth and forces them to pro-
duce enormous heat, which means they 
draw vast amounts of energy.

As demand for fast and low-energy  
artificial intelligence (AI) grows, re-
searchers are exploring ways to push 
beyond electrons and into the world of 
photons. They are replacing electronic 
processors with photonic designs that 
incorporate lasers and other light com-
ponents. While there is skepticism 
among some observers that the technol-
ogy can transform analog computing, 
researchers in the optical space are now 
building systems demonstrating signifi-
cant benefits in AI and deep learning.

“Photonic processors can resolve 
the bottlenecks associated with today’s 
electrical computing systems. They are 
highly efficient from an energy perspec-
tive and they can overtake the standard 
clock rates of electronic systems by 
almost two orders of magnitude,” ac-
cording to Maxim Karpov, a researcher 
at Switzerland’s École Polytechnique 
Fédérale de Lausanne (EPFL). Howev-
er, considerable challenges remain in 
optimizing photonics in integrated cir-
cuits, including finding the right mix of 
materials to replace silicon, which does 
not perform well with optical, and im-
proved packaging techniques.

Nevertheless, the technology is 
emerging from research labs and pop-
ping up in real-world systems, including 
from a handful of commercial startups. 

The possibilities are particularly entic-
ing in areas such as deep learning, ma-
chine learning, and quantum comput-
ing. Technical advancements, including 
miniaturization and better packaging, 
are pushing the field forward at a rapid 
clip. Says Karpov, “Photonic comput-
ing and especially the area of integrated 
photonic computing, which uses sili-
con-based chips for optical signal pro-
cessing, is actively evolving and begin-
ning to make an impact.”

Seeing the Light
The idea of using light to speed process-
ing is rooted in research from the 1980s. 
Yet, until recently, the idea had mostly 
stalled out. For one thing, the level of 
miniaturization required for compo-
nents did not exist. For another, lasers 
and other components were not ready 
for primetime. As a result, the focus has 
mostly remained on eking out perfor-
mance gains from conventional com-
puting frameworks.

Although challenges still exist in 
the optical space—for example, it is 
not clear whether researchers package 

Photonic Processors 
Light the Way 
Highly efficient light-based processors can  
overcome the bottlenecks of today’s electronics.

Technology  |  DOI:10.1145/3474357 Samuel Greengard

Demonstrating the principle underlying the photonic processor by showing the spread of 
light in a matrix of phase-change materials. 

http://dx.doi.org/10.1145/3474357
https://www.eurekalert.org/multimedia/713576
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It is important to recognize the key 
differences between electrical and opti-
cal systems, says Nathan Youngblood, 
an assistant professor in the Electrical 
Engineering Department at the Univer-
sity of Pittsburgh. At the most basic lev-
el, electrical systems constantly change 
the number of electrons in a line, there-
by charging and discharging metal in-
terconnects that span two logic gates on 
the chip. “Fundamentally, optics is not 
limited by the charging and discharg-
ing of the interconnect line, so you can 
transfer data at much higher speeds. 
You don’t have a trade-off between en-
ergy consumption and modulation.”

Photons are attractive for perform-
ing computations because, unlike elec-
trons, they can occupy the same physi-
cal state as other photons. This makes 
them more efficient and ideally suited 
to handle matrix-vector multiplications 
(MVMs) and convolutions used for deep 
learning. Light signals, which are mod-
ulated to encode input data vectors, 
are sent to the optical chip. “The light 
then propagates through the mesh of 
photonic waveguides. It is passively at-
tenuated and mixed to transform it so 
that it conforms to the data matrix we 
want to use for multiplications,” Karpov 
explains. As the chip generates output, 
the light bearing the result of the multi-
plication operation is detected.

Since photons can propagate within 
the chip in an ultra-efficient manner, 
the system puts the power it draws to 
maximum use. At the same time, the 
light modulation speed can easily hit 
tens of gigahertz, which radically boosts 
the throughput of the system in com-
parison to electronic components.  
Finally, multiple elements can be 
placed on a single chip, including mod-
ulators, detectors, and even light sourc-
es. This makes the technology ideal for 
a wide variety of other uses, including 
optical data transmission, spectrosco-
py, LiDAR, MRI scans, and even optical 
circuit switching in datacenters.

Fueling these advances are new pho-
tonic platforms that use materials such 
as silicon nitride and lithium niobate, 
and fabrication processes for extremely 
low-loss photonic waveguides based on 
these materials. Meanwhile, a growing 
number of commercial foundries are 
equipped to build photonic integrated 
circuits (PICs), and startup companies 
such as Lightelligence, Lightmatter, 

and Optalysys are introducing solutions 
that address various advanced comput-
ing and communications tasks. Says 
Youngblood, “Many of the obstacles 
that have prevented the technology 
from advancing are now being solved.”

Designs on Speed
Significant breakthroughs in photonic 
computing have appeared over the last 
few years. Some of the biggest advances 
revolve around the fundamental way 
these systems are designed and con-
structed. Packaging and interconnects 
are evolving rapidly and enabling even 
more sophisticated capabilities. Says 
Karpov, “We’re seeing a gradual transi-
tion from isolated chip-based photonic 
components to more complex photonic 
systems, where various technologies 
and material platforms are integrated 
on the same chip in a hybrid way.”

In fact, packaging is crucial. “With-
out the right packaging, you cannot 
fully take advantage of the functional-
ity and performance of the integrated 
circuits,” says Paul Fortier, senior engi-
neer for Photonic Packaging Develop-
ment at IBM’s assembly and test facility 
is Bromont, Canada. “Legacy photonic 
assembly is too often manual, time con-
suming, and difficult to bring the tech-
nology into high-volume production.” 
IBM is focused on developing low-loss 
optical interconnects, thermal manage-
ment packaging, integrating photon-
ics with microelectronics, and further 
miniaturizing components. The goal 
is to “allow light to get on and off the 
chips with the highest bandwidth in the 
smallest space, all the while being low-
cost, reliable, and scalable for automa-
tion,” he says.

In February 2021, the field took a sig-
nificant leap forward when a group of 

researchers—including Karpov, Young-
blood, and Feldmann—introduced a 
new architecture for photonics that 
combines processing and data storage 
on a single chip. With this design, the 
group developed a hardware accelera-
tor for MVMs that serves as the basis for 
neural networks. Relying on different 
light wavelengths that do not interfere 
with each other, they were able to build a 
processor that handles complex parallel 
calculations and produces highly accu-
rate results on convolution operations.

The technology framework, which is 
built using microresonator-based op-
tical frequency combs (microcombs), 
provides a simple and straightforward 
way to parallelize computing opera-
tions on photonic processors, Karpov 
explains. Microcombs create ultra-com-
pact light sources providing multiple 
equidistantly spaced optical frequen-
cies. They allow the photonic tensor 
core to accommodate simultaneous 
data transfer and computing at speeds 
comparable to those of fiber networks, 
while generating near zero heat.

Nevertheless, further advances are 
required to push the technology into 
the mainstream—particularly in areas 
such as machine vision, which require 
ultra-fast calculations, Youngblood 
says. One obstacle, for now, is that pho-
tonic devices are physically larger than 
electronic transistors—even if the com-
puting density, speed, and output is 
considerably higher for photonics. This 
makes optical chips unsuitable for cer-
tain tasks and situations. Another factor 
is that certain types of optical proces-
sors, such as free-space designs that rely 
on diffractive optics, introduce barriers 
related to the stability of the setup and 
the slow modulation speeds of spatial 
light modulators, Feldmann explains.

Scaling can also be a problem be-
cause photonic architectures still rely 
on electronic control circuits, which 
create a bottleneck. “The photonic pro-
cessor itself could easily handle much 
higher data rates,” Feldmann says. “The 
photonic chip operates at a very low 
power level. However, the electronic 
control circuit driving it introduces 
much higher power requirements.” 
This means that further improvements 
in electronics are necessary to drive  
better photonic performance.

Finally, photonic foundries remain 
relatively immature, and the fabrication 

“Many of the 
obstacles that 
have prevented the 
technology from 
advancing are now 
being solved.”
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of photonic circuits must be more re-
producible in the specifications of indi-
vidual components such as multiplex-
ers and light sources, he adds.

A Bright Future?
The jury is still out on whether photon-
ics will deliver niche benefits to com-
puting or revolutionize the space. “It 
is possible that photonics may play a 
role in some analog aspects of com-
puting, such as in neural network 
systems. And there is great potential 
for photonics to help relieve the com-
munications bottleneck at the edge 
of electronic chips,” says Rod Tucker, 
Melbourne Laureate Emeritus Profes-
sor at the University of Melbourne and 
former director of the Institute for a 
Broadband-Enabled Society (IBES).

However, Tucker believes formi-
dable challenges remain for swapping 
out digital electronic processing with 
digital photonic processing. As a result, 
a general-purpose photonic computer 
is not likely to appear anytime soon. 
“There is no photonic device that come 
anywhere near a digital electronic gate 
in terms of miniaturization, low energy 
consumption per operation, logic level 
restoration, and noise suppression. 
And no photonic device can store a bit 
of digital data as efficiently or as long as 
an electronic memory cell,” he explains.

Moreover, Tucker says, “There have 
been recent examples of clever experi-
ments that show how photonic devices 
can emulate digital electronics, but the 
challenges emerge when one tries to 
scale up to the processing capacity of 
a state-of-the-art electronic chip con-
taining millions of ultra-low-energy de-
vices.” He believes a focus on direct and 

fair comparisons with state-of-the-art 
digital electronics is paramount.

Feldmann says critics often miss 
the mark on the role of photonics. “An 
optical general-purpose processor is 
not very close to reality, but photonic 
processors shine currently in accel-
erating AI workloads.” For example, 
Lightmatter—a photonics AI startup 
rooted in MIT—generates 1.2 million 
inferences per second on a ResNet50 
deep learning architecture versus 
300,000 on an Nvidia DGX GPU. “This 
is for a full hybrid electro-optic sys-
tem,” he notes. “Other startups that 
focus on Theoretical Operations Per 
Second (TOPs/W) also beat electronics 
by a substantial margin.”

The benefits of this alone could be 
significant. For instance, AI-related 
computing already consumes a consid-
erable chunk of global energy, and the 
trendline indicates that increased de-
mand for computing resources is nearly 
certain in the future, particularly as au-
tonomous vehicles, robotics, and other 
machines demand more data-intensive 
input and output. Global sustainability 
hangs in the balance. “Photonic proces-
sors could reduce power consumption 
substantially,” Feldmann points out.

The biggest gains, however, would 
likely center on radically higher clock 
rates and parallelization that take ma-
chine learning and deep learning to 
an entirely different level—and unlock 
previously unachievable results. Optical 
signals can be modulated at up to 100 
GHz, which opens the door to new and 
different uses. “For now, photonic pro-
cessing makes sense where both high 
throughput and a high level of parallel-
ization is needed on linear operations, 

such as matrix-vector multiplications,” 
Feldmann says.

Although electronic microproces-
sors will continue to serve as the back-
bone of computing for the foreseeable 
future, photonic systems could begin 
to change computing—and many 
aspects of life. As researchers learn 
how to fully integrate electronic and 
photonic components into single sys-
tems and package them effectively, 
Markov sees a bright future for the 
field. Ultimately, “The technology 
is likely to lead to a variety of appli-
cation-specific photonic processors 
that will support ongoing advances 
in digital technology and the rise of 
quantum computing.” 
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The ACM Special Interest Group 
on Algorithms and Computation 
Theory (ACM SIGACT) named 
Moshe Vardi of Rice University 
recipient of the 2021 Donald E. 
Knuth Prize for his outstanding 
contributions that apply 
mathematical logic to multiple 
fundamental areas of computer 
science. 

Vardi’s work increased 
understanding of myriad 

computational systems, and led 
to practical applications such as 
industrial hardware and software 
verification. The major themes of 
Vardi’s contributions are the use 
of automata theory and logics of 
programs to algorithmically prove 
correctness of system designs; the 
analysis of database issues using 
finite-model theory; 
characterizations of complexity 
classes such as P in terms of 

logical expressions; and the 
analysis of multi-agent systems 
such as distributed computation 
systems, via epistemic logic.

ACM SIGACT also awarded the 
2021 Gödel Prize to researchers 
Andrei Bulatov of Canada’s Simon 
Fraser University, Martin E. Dyer of 
the U.K.’s University of Leeds, 
David Richerby of the U.K.’s 
University of Essex, Jin-Yi Cai of the 
University of Wisconsin, Madison; 

and Xi Chen of Columbia 
University, for advancing 
understanding of constraint 
satisfaction, an area of study within 
theoretical computer science.

Papers published by the 
researchers support a 
Complexity Dichotomy Theorem 
for counting constraint 
satisfaction and similar 
problems that are expressible as 
a partition function.

Milestones

ACM SIGACT Announces 2021 Knuth, Gödel Prizes
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the first file the artist created? Is it the 
first version of the finished piece?

Before NFTs, there was no widely 
accepted way to determine the “origi-
nal” piece of a digital artwork. There 
was also no widely accepted way to 
prove or transfer its ownership. NFTs 
have changed that, and with it, they’re 
changing the world of art.

“We feel very confident that this 
is just the beginning for NFTs,” says 
Meghan Doyle, a cataloguer of post-war 
and contemporary art at auction house 
Christie’s. “There is tremendous po-
tential for NFTs in the art market and 
beyond. As a mechanism, the potential 
that NFTs have to shift the way that we 
establish ownership has no bounds.”

A Better Way to Create
With this ability to mint ownership of 
digital assets, NFTs have transformed 
how artists and creators make a living 
while changing how we buy, sell, and re-
late to art. NFTs also have expanded in-
terest in blockchain technology beyond 
investment in Bitcoin and Ethereum.  
Experts still debate whether NFTs are the 
future of art or just a fad, but the amount 
of money changing hands for art backed 
by NFTs has the art world, technologists, 
and financiers paying attention.

The biggest mainstream use of 
NFTs today is for artwork, thanks to 
Beeple’s big sale.

NFTs are so prevalent in art because 
digitally native creators can bestow 
scarcity on works that consist entirely 
of pixels, says Doyle at Christie’s. They 
enable creators to earn more than they 
would outside the restrictions of the 
fine art world. Today, creators typically 
only get paid when they initially sell a 
piece of artwork; should the artwork’s 
new owner sell it to someone else, they 
pocket any gains made—and the artist 
gets nothing. However, NFTs use smart 
contracts to verify ownership and terms. 

B
E HIN D  J E F F KOONS  and David 
Hockney, the most lucra-
tive auction for a piece of 
art from a living artist hap-
pened in 2021—and it was 

for a work that existed in a JPEG file. 
The artist Beeple’s “Everydays—The 
First 5,000 Days,” a series of digital art-
works, sold at Christie’s for the prince-
ly sum of $69.3 million.

It was a stunning event made possi-
ble by a technology called non-fungible 
tokens (NFTs).

NFTs are cryptographic tokens built 
on the Ethereum blockchain. NFTs are 
“minted,” then sold, just like Bitcoin. 
The difference, though, is that Bitcoin 
is “fungible.” If you swap Bitcoin with 
someone, you both still have the same 
asset: some amount of Bitcoin. There’s 
no functional difference between one 
Bitcoin or another.

However, NFTs are “non-fungible.” 
Each token is unique, and that token 
proves that you, and only you, have 
ownership rights over a digital asset—
like Beeple’s art. As a random Internet 
user, you can view Beeple’s “Every-
days—The First 5,000 Days” online, 
but only the person who bought the 
NFT tied to the art owns it.

This dynamic creates a simple, but 
powerful, change in how digital art 
works: it makes digital art exclusive. 
Once minted on the Ethereum block-
chain, the NFT is represented on a public 
ledger that can’t be changed. By owning 
the token, you are proven the owner of 
the art piece. There is nothing stopping 
someone online from viewing, copying, 
and sharing a digital art file, but thanks 
to NFTs, they cannot fake possession of 
the art. NFTs make it possible to have ex-
clusive ownership of digital art—some-
thing that was previously impossible.

In some cases, artists like Beeple 
may structure the NFTs tied to their 
work in unique ways. They may retain 

rights to reproduce the image. They 
also may require automatic royalty pay-
outs every time the NFT is resold.

Think of an NFT like the documents 
that come with owning an original Pi-
casso. Art experts verify your Picasso is, 
in fact, original; they verify your owner-
ship and provide documentation. As a 
result, the world accepts that you own 
an original Picasso.

The only big difference here is that 
NFTs make it possible to verify owner-
ship of digital assets. Unquestionably 
there exist plenty of fraudulent Picas-
sos, but given the limited supply of 
his works, and the legions of experts 
evaluating paintings, it is possible to 
prove that an individual owns a spe-
cific, legitimate Picasso.

It used to be impossible to do this 
for digital art. You could create digital 
art and everyone would know you made 
it, but anyone could reproduce it and 
share it with the entire world at the 
click of a button. In a scenario in which 
you can duplicate art with perfect fi-
delity indefinitely, the artist has some 
legal recourse to protect against how 
reproductions are used in commercial 
ventures. But who owns the original 
piece? What is the original piece? Is it 

Non-Fungible Tokens  
and the Future of Art
A new blockchain-based technology is changing how the art world works, 
and changing how we think about asset ownership in the process.

Society  |  DOI:10.1145/3474355 Logan Kugler
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Those terms can include paying the 
original artist royalties every time the 
artwork changes hands.

“The smart contracts and royalties of-
fer an attractive proposition to artists all 
over the world,” says Seyi Awotunde, who 
runs the 0pulence (www.0pulence.com) 
marketplace for art backed by NFTs.

Awotunde says he’s seeing artists 
demanding 10% royalties on resales 
become the market standard for 
NFTs. That gives artists the possibili-
ty of earning residual lifetime income 
from each piece of art they create. In 
turn, that means full-time artists can 
spend more time making art rather 
than working or freelancing to pay 
the bills.

“The reason why artists are inter-
ested in NFTs is that they’re easier, 
faster, more democratic, and far more 
appealing than the traditional art world 
model,” says Leighanne Murray, a con-
temporary art specialist who represents 
artists using NFTs.

She says artists are expected to go to 
art school, then work their way up the 
ladder. If they are lucky, they get no-
ticed after years by a mid-tier gallery. 
From there, they are totally dependent 
on gallery directors to exhibit and sell 
their work. Only a select few ever reach 
the pinnacle of the pyramid.

Even if they do, success comes at 
a price. Art galleries often take a 50% 
commission on each sale, she says. 
Many have exclusivity contracts.

NFTs present an alternative. Any art-
ist can mint an NFT for a piece of work. 
They set their own prices on easy-to-use 
online NFT marketplaces like OpenSea 
or Foundation. They control the pro-
motion of their work through social 
media, and they keep all the earnings 
outside of basic transaction fees for 
selling an NFT.

For NFTs that pay royalties, the func-
tionality is hard-coded into the smart 
contract on the blockchain. Once you 
set up the smart contract on the back-
end, royalties pay out automatically. 
There are no complicated payment  
platforms, invoicing, or logistics that 
artists need to manage.

There are benefits for collectors, 
too, says Chester Spatt, a finance pro-
fessor at Carnegie Mellon University 
(CMU). Unlike physical art, it is easy 
to store and protect NFTs, since own-
ership is verified and secured on the 

blockchain. It also is simple to transfer 
an asset electronically between plat-
forms and devices.

Uncertain Profits, Uncertain Future
There is no doubt NFTs are having a 
moment, but their long-term value is 
still unclear, says Deeksha Gupta, a fi-
nance professor at CMU.

While NFTs enable digital art own-
ership on the blockchain, digital art 
itself has not changed. Looking at a 
print of a physical painting is differ-
ent from the experience of seeing the 
original. That is why almost everyone 
has seen a Mona Lisa reproduction at 
some point, but millions still travel to 
see the artwork in person.

“Since the experience of looking at 
the original cannot be replicated when 
looking at a [physical] print, the origi-
nal should have greater value,” says 
Gupta. “This is not an argument that 
can be made with digital art because 
any print is identical to the original.” 
That calls into question how valuable 
NFTs actually are.

Bryan Routledge, a finance profes-
sor also at CMU, thinks the downsides 
of NFTs go beyond how we value art. 
The very way the tokens work could 
create problems. Setting up the smart 
contracts that deal with future royalties 
for artists is not always easy, he says. 
And they make it possible to design 
complicated ownership structures.

“Is that a good idea? That is not 
clear,” says Routledge. “Some of the 
initial prices an artist receives reflect 
future appreciation.” NFTs may bring 
sale prices down by enabling royalties. 
In expanding the overall financial pie 
for creators, they also may reduce the 
size of everyone’s slice.

The so-called “last mile” problem 
with blockchain is another issue, says 
Christian Catalini, a professor who 
studies blockchain at the Massachu-
setts Institute of Technology Sloan 
School of Management.

The last mile problem refers to how 
digital assets interact and interface 
with the offline world. For instance, 
you need a way to turn your offline 
money into Bitcoin. No matter how 
useful Bitcoin is from a technological 
perspective, the only way you can use 
it is with sites that act like on- and off-
ramps that connect the offline world 
to the digital one. Bitcoin solves the 

problem by being sufficiently well-
established that there are plenty of 
exchanges on which to transact in the 
cryptocurrency. There also is a vast, 
passionate segment of users.

“What gives value and makes some 
of these NFTs ‘useful’ in the long run 
critically depends on what their link 
to the offline world is,” says Catalini. 
“This link could be as simple as a com-
munity supporting their creation and 
exchange. If that community loses en-
gagement, so does much of the value 
associated with NFTs.”

If NFTs overcome these challenges, 
they could transform art and technol-
ogy as we know it. Murray predicts 
traditional art institutions and major 
galleries will come to accept NFTs. 
Awotunde believes the incentives align 
well enough that we shall see an NFT-
backed artwork sell for over $100 mil-
lion this year. Digital art itself is also 
getting its day in the sun thanks to 
NFTs, says Doyle at Christie’s.

“Before the introduction of NFTs 
and blockchain technology, it was im-
possible to assign value to works of 
purely digital means,” she says. “Digi-
tal art isn’t new; it’s only new to the 
traditional art market. And we are now 
seeing it make up for lost time.”

That’s to say nothing of the bump 
NFTs give to blockchain as a whole, 
says Catalini.

“NFTs will accelerate the growth of 
the cryptocurrency space outside of fi-
nance, and will bring novel ideas and 
approaches from new sets of creators, 
artists, collectors of digital items,  
developers and more.” 
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human–computer interfaces. These interfaces support 
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and augmented reality, robotic systems, the Internet of 
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on statistical methods, digital signal processing (DSP), and 
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adaptive touch interfaces, and automotive user interfaces. 
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ubiquitous support for humans in their daily professional or 
personal activities.
 In addition, the book provides walk-through examples of 
different DSP and ML techniques and their use in interactive systems. 
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is provided (e.g., software tools, data resources) for hands-on project 
work to develop and evaluate multimodal and multi-sensor systems. In 
a series of short additions to each chapter, an expert on the legal and 
ethical issues explores the emergent deep concerns of the professional 
community, on how DSP and ML should be adopted and used in socially 
appropriate ways, to most effectively advance human performance 
during ubiquitous interaction with omnipresent computers.
 This carefully edited collection is written by international 
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President Trump’s About Face on 
the Global Internet
China started it. At the dawn of the In-
ternet age, it adopted a “Golden 
Shield”—what we came to call the Great 
Firewall of China—the modern version 
of an ancient effort to keep barbarians 
at bay. As James Fallows describes, “In 
China, the Internet came with choke 
points built in.” American sites such as 
Facebook, Google’s search, Twitter, 
and Wikipedia would be banned, acces-
sible only via virtual private networks 
that dodged the address blocks. 

For decades, the U.S. deplored the 
Chinese efforts to erect barriers to cross-
border information flows. In 2000, Pres-
ident Bill Clinton famously scoffed that 
these Chinese efforts were “like trying 
to nail Jell-O to the wall.” A decade later, 
Secretary of State Hillary Clinton added 
“the freedom to connect” to the four 
freedoms enunciated by President 
Franklin Delano Roosevelt—the free-
dom of expression, freedom of worship, 
freedom from want, and freedom from 

I
N  THE  SUM MER of 2020, the 
global Internet suffered two 
setbacks in quick succession. 
First, the Court of Justice of the 
European Union struck down 

the principal mechanism for personal-
data transfers from Europe to the U.S.a 
Two weeks later, President Donald 
Trump announced the U.S. was ban-
ning TikTok, an app owned by a com-
pany headquartered in Beijing, China. 
Perhaps surprisingly, both of these ac-
tions shared a common justification: 
data flowing to a company with foreign 
ties might subject that data to foreign 
surveillance. Thus, not only is it unsafe 
to send data across the Atlantic, it is 
unsafe to send data across the Pacific. 
Call this the “dangerous waters” theory 
of the Internet. 

Invocations of the dangerous wa-
ters theory are piling up. In March 

a Court of Justice of the European Union. Data 
Protection Commissioner v. Facebook Ireland and 
Maximillian Schrems, Case C-311/18 (2020).

2021, the Bavarian data protection au-
thority banned the use of U.S.-based 
MailChimp because of the possibility 
of U.S. surveillance. The next month, 
Portugal’s data protection authority 
similarly barred national census data 
from being sent to U.S.-based Cloud-
flare. In May 2021, the European Data 
Protection Supervisor opened an in-
quiry into the public use of Amazon 
Web Services and Microsoft Office 365. 
Word, apparently, may be a weapon.

The dangerous waters theory threat-
ens the foundations of the global Inter-
net. Focusing on the TikTok ban, I ar-
gue in this column that app bans 
should be carefully scrutinized, lest 
they be used as cover for other political 
ends. I begin by describing how Presi-
dent Trump’s TikTok ban represented 
a major departure from a quarter-cen-
tury of U.S. support for a global Inter-
net, and then argue that the national 
security claims against TikTok proved 
overblown, and describe lessons from 
this experience.

Law and Technology 
Protecting the Global  
Internet from 
Technology Cold Wars 
Considering the perceived dangers of the global information flow.

˲ James Grimmelmann, Column Editor 
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fear. Secretary Clinton put the U.S. firmly 
on the side of the global Internet: “We 
stand for a single Internet where all of hu-
manity has equal access to knowledge 
and ideas.” For decades, then, the U.S. ad-
vocated for an Internet where informa-
tion could flow across borders relatively 
unencumbered, subject to a few limita-
tions such as local hate-speech laws.  

But in 2020, the U.S. retreated sharply 
from that vision. On July 31, 2020, Presi-
dent Trump surprised the country by de-
claring, “as far as TikTok is concerned, 
we’re banning them from the U.S.” An 
app designed to share short video clips 
with the world, TikTok now found itself 
in the middle of a geopolitical storm. 

Is the TikTok ban merely turnabout 
as fair play? Or does it herald a danger-
ous turn—when the champion of a 
global Internet declares it too danger-
ous to tolerate?

TikTok as National Security Threat
On August 6, 2020, President Trump fol-
lowed through on his threat and issued 
twin executive orders targeting TikTok, 
as well as another popular app originally 
from China, WeChat. The orders were 
based on the President’s powers under 
the International Emergency Economic 
Powers Act (IEEPA).b,c The TikTok execu-
tive order provided that within 45 days, 
“any person…, subject to the jurisdic-
tion of the United States” would be pro-
hibited from transacting with Byte-
Dance Ltd., the China-headquartered 
owner of TikTok, or any of its subsidiar-
ies. The Department of Commerce im-
plemented this order by making it illegal 
to provide hosting, peering, or mobile 
app store services to TikTok—services it 
would need to keep running in the U.S.

On August 14, 2020, President 
Trump followed up with a second order 
requiring ByteDance to sell or transfer 
TikTok within 90 days, based on a re-
view by the Committee on Foreign In-
vestment in the United States (CFIUS).d

The executive orders made two cen-
tral claims as to TikTok’s national-secu-
rity threat, one about the collection of 
information and the other about its dis-

b Exec. Order No. 13,942, 85 Fed. Reg. 48,637 
(Aug. 6, 2020).

c Exec. Order No. 13,943, 85 Fed. Reg. 48,641 
(Aug. 6, 2020).

d Regarding the Acquisition of Musical.ly by 
ByteDance Ltd., Exec. Order, 85 Fed. Reg. 
51297 (Aug. 14, 2020); https://bit.ly/3wvglQp

eyelash tutorial to criticize the Chinese 
government’s treatment of Uyghur 
Muslims. When this act drew public at-
tention, TikTok quickly apologized for 
what it described as an error and re-
stored her account. Since that time, 
posts with the hashtag #uyghur have 
garnered 82.5 million views on the app.

Overblown Fears
The TikTok ban was an improbable 
mechanism to improve national secu-
rity for a number of reasons. Indeed, it 
is not clear whether the national emer-
gency posed by TikTok was the threat 
of China exfiltrating data or Sarah Coo-
per’s TikToks mercilessly mimicking 

semination. First, the U.S. claimed the 
Chinese government would use TikTok 
to gather compromising data about 
Americans, which it could then use for 
“blackmail.” The Trump Administra-
tion seemed to be relying on a frighten-
ingly broad provision of the Chinese Na-
tional Intelligence Law, Article 7, which 
states “any organization or citizen shall 
support, assist, and cooperate with state 
intelligence work according to law.”

Second, the U.S. argued the Chinese 
government would use the app to censor 
American speech or to disseminate pro-
paganda. For example, TikTok had in-
deed been caught suspending an Amer-
ican teenager who cleverly used an 

https://Musical.ly
https://bit.ly/3wvglQp
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including the preservation and demon-
stration of America’s core values and 
fundamental freedoms.”h Coupling the 
rescission of the prior order with this 
statement suggests the earlier executive 
orders failed to meet those standards.

Standing Up for the Global Internet
The national security rationales were 
overblown from the start, used to justify 
actions that just happened to target 
platforms that had proved a thorn in the 
side of political leaders. Trump bor-
rowed even more of the Chinese Inter-
net strategy than might be obvious—
like the Chinese government, he sought 
to silence his critics. 

Thankfully, independent courts 
proved a bulwark against such digital 
authoritarianism. Technologists, too, 
should press governments to demon-
strate the actual risks, and not be con-
tent with vague hints of sinister activity 
too dark to reveal. After all, foreign com-
panies can be targeted because they 
might carry political reports that are too 
controversial for domestic news media,i 
or because they compete with favored 
local corporations.

When major Internet platforms sus-
pended Trump in the wake of the Janu-
ary 6, 2021 insurrection, Trump Admin-
istration Secretary of State Mike Pompeo 
tweeted, “Silencing speech is danger-
ous. It’s un-American.” He continued, 
“We cannot let [the Left] silence 75 [Mil-
lion] Americans. This isn’t the CCP.” But 
Secretary Pompeo had it backward. One 
cannot imagine any Chinese tech plat-
form suspending the Chinese president. 
Only democratic nations provide the 
freedom to refuse to promote or carry 
the views of those in power.

The U.S. should not cede its advocacy 
for the global Internet, one that con-
nects people across the world.j 

h See https://bit.ly/3yLCmfx
i Anupam Chander, Googling Freedom, 99 Ca-

lif. L. Rev. 1 (2011).
j For a vision of national regulation that protects 

consumers while embracing a global Internet, 
see Anupam Chander, The Electronic Silk Road. 
Yale University Press, New Haven, CT, 2013.

Anupam Chander (ac1931@georgetown.edu) is a 
professor of Law at Georgetown University, Washington, 
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the president’s own words or TikTok 
teens reserving tickets for his Tulsa rally 
they had no intention of using. TikTok, 
after all, was the largest social network 
the president or his supporters had 
failed to master. One could not have 
imagined the president targeting Twit-
ter and jeopardizing his free platform 
to reach his millions of followers there. 

First, the dangerous waters theory 
proves too much. China is hardly alone 
in having laws that compel the disclo-
sure of data held overseas, though the 
standards to compel production will 
differ widely across the world. The 
CLOUD Act explicitly grants this author-
ity to the U.S. government, subject to ex-
tensive procedural safeguards. Other 
countries with similar laws range from 
Australia to Serbia.e

Second, the dangerous waters theory 
would forbid even apps from domestic 
enterprises if they had operations in 
foreign jurisdictions that could compel 
them to produce data wherever it is 
held. Under this reasoning, even Apple 
might pose a national security risk to 
Americans because it is subject to Chi-
nese jurisdiction.

Third, the TikTok ban undermines 
U.S. efforts against data localization. 
The U.S. has long made the free flow of 
data across borders a linchpin of its 
trade policy.

Fourth, TikTok could not have trans-
ferred all its data to the Chinese authori-
ties without violating U.S. law. The Stored 
Communications Act bars companies 
from transferring the contents of com-
munications to foreign authorities ex-
cept under very narrow circumstances. 

Fifth, there are many other ways to 
gather data about U.S. residents. Even 
weather apps can collect location data 
and sell it to data brokers who resell it to 
governments. Intelligence services cer-
tainly operate overseas. Supply-chain at-
tacks like the SolarWinds hack, which 
was likely Russian in origin, suggest a 
particularly clever technique to exfiltrate 
data or compromise systems in bulk.

Sixth, TikTok was an odd target. It is 
not principally a private messaging 
platform, but rather an app that allows 
you to follow your interests or to share 

e U.S. Department of Justice. Promoting Public 
Safety, Privacy, and the Rule of Law Around the 
World: The Purpose and Impact of the CLOUD 
Act, n.3 (Apr. 2019).

them with the world. Users posting vid-
eos typically expect those videos to be 
shared publicly. Where Grindr focuses 
on private dating, TikTok is better 
known for public dancing. As the co-
median Jimmy Fallon joked, “Appar-
ently this is a very real national security 
threat—China’s government knowing 
which Americans can and can’t dance.” 

Finally, subsequent history suggests 
the Trump Administration exaggerated 
the threat. Even when federal courts saw 
the government’s secret evidence 
against TikTok, they still sided with Tik-
Tok. Judge Carl Nichols, a Trump ap-
pointee, halted the TikTok ban.f A sec-
ond judge declared the government’s 
concerns “hypothetical.”g And thus far, 
the Biden Administration has declined 
to pursue the Trump ban or divestiture 
orders further, implicitly suggesting the 
security threat is not as severe as pre-
sented by the prior administration. In 
fact, Secretary of Transportation Pete 
Buttigieg appeared on TikTok in April 
2021. In June 2021, the Biden Adminis-
tration withdrew the Trump IEEPA ex-
ecutive orders against TikTok and We-
Chat, instituting instead a broad review 
of applications subject to the jurisdic-
tion of a foreign adversary. It said such a 
review would be based on “rigorous, evi-
dence-based analysis and should ad-
dress any unacceptable or undue risks 
consistent with overall national security, 
foreign policy, and economic objectives, 

f United States District Court, District of Co-
lumbia. TikTok Inc. v. Trump. Federal Supple-
ment, Third Series, 490, (2020), 77.

g United States District Court, Eastern District 
of Pennsylvania. Marland v. Trump. Federal 
Supplement, Third Series, 498, (2020), 642.

Is the TikTok ban 
merely turnabout or 
fair play? Or does it 
herald a dangerous 
turn—when the 
champion of a global 
Internet declares it 
is too dangerous to 
tolerate?
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Security 
Security Done Right Can 
Make Smart Cities Wise 
Seeking security improvements for smart cities.

˲ Terry Benzel, Column Editor 
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quality monitoring and public health 
hot-spotting), and equity (through 
improved distribution of urban activ-
ity and access to services).5 The quest 
for such benefits led many of the first 
smart-city efforts to address challenges 
involving congestion and mobility. For 
example, multimodal transportation 
coordination is growing, often with a 
goal of diminishing the use of personal 
vehicles. Mobility as a service (MaaS) 
facilitates access to and integration of 
information on public transportation, 
micromobility (for example, bike- and 
scooter-sharing services), and other 
options. Both private and public actors 
are advancing MaaS. Many city govern-

I
N  1 995,  A S the Internet became 
commercialized, visionary ar-
chitect Bill Mitchell published 
City of Bits,1 an exploration of 
how digital technology could 

profoundly change the structure and 
function of cities while cyberspace 
evolves to complement physical spac-
es. Information and communication 
technology (ICT) has embodied his 
title in even more ways than he might 
have guessed, and it promises to con-
tinue to do so. The 21st-century evolu-
tion of so-called smart cities partly re-
alizes Mitchell’s vision. Across smart 
cities worldwide, data is the common 
denominator, thanks to the various 
ICT applications that collect and share 
data, often through devices associated 
with the Internet of Things (IoT). The 
centrality of data drives many of the se-
curity concerns, as well as privacy con-
cerns, for smart cities. Indeed, when 
the President’s Council of Advisors 
on Science and Technology looked in 
2016 at the range of technologies that 
can enhance cities, they moved from 
discounting smart-city hype to con-
cluding that urban technology prog-
ress hinges on data—data collection, 
data analysis, and data integration.3 
Notwithstanding enormous innova-
tion and proliferating pilot projects 
around the world, smart cities remain 
in a phase of experimentation and de-
velopment. Among the lessons being 
learned is how important security is to 
smart cities—to achieving the benefits 
of different applications and to avoid-

ing the kinds of problems observed 
increasingly when the confidentiality, 
integrity, and/or availability of data sys-
tems for infrastructure and services are 
compromised. It is time to ensure that 
security for smart cities is addressed 
early and often, including by engaging 
city residents in the process.

Why Smart Cities?
Smart cities promise genuine benefits 
to city governments and residents 
in terms of sustainability (through 
improved energy and water manage-
ment), efficiency (through improved re-
source utilization and service delivery), 
public health (through air and water 

http://dx.doi.org/10.1145/3473608
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ments seek to leverage if not directly 
offer MaaS services, and rideshare and 
transportation network companies 
are moving to offer information about 
how their service can connect to public 
transportation. These data-fueled mo-
bility enhancements and the coordina-
tion benefits from evolving MaaS pres-
ent the benign face of smart cities.

The realization of smart cities is 
more complex than just delivery of 
benefits. New concerns arise from 
the collection of the data undergird-
ing those benefits. Some of those 
concerns reflect who is collecting 
the data—much of the innovation 
for smart cities involves companies 
that produce or package sensors and 
services that depend on the data col-
lected. Transportation network com-
panies tussled early with city govern-
ments about access to the data they 
collect, data that affects use of public 
infrastructure and affects demand for 
other mobility services. Companies 
supplying smart cities technology 
and services leverage data for com-
petitive advantage, collecting and 
analyzing it in ways that are opaque 
to customers and governments. The 
March 2020 cancellation of the Side-
walkLabs Toronto Quayside project 
appears to be a cautionary tale, asso-
ciated with the publicized concerns 
of residents about anticipated data 
collection and use in that particular 
urban area. Who accesses and con-
trols what data and what algorithms 
are themes being raised in challeng-
ing all kinds of ICT, as illustrated by 
controversy surrounding social media 
and big tech, but smart cities literally 
bring those concerns home. Although 
many contemporary concerns about 
widespread collection and use of data 
are associated with privacy, protec-
tion and stewardship of data begin 
with security.

More Technology  
Means More Security Risk
When it comes to security, smart cit-
ies connect concerns associated with 
specific data-collecting devices (for 
example, sensors of different kinds in 
different locations), local data storage, 
intermediate processing systems (ex-
pected to proliferate with the spread of 
5G systems and architectures that will 
aggregate data), wireless communica-

tion among components, and the cloud 
systems that integrate data and host 
services. Smart cities, in short, are com-
plex and multifaceted systems of sys-
tems. Layered communication systems, 
beginning with low-power wide-area 
networks or campus and community 
networks and extending to the cloud dis-
tribute the processing load for a grow-
ing volume of data generated by these 
systems. Each layer, of course, presents 
its own cyber vulnerabilities, a situation 
compounded with differing ownership 
and operation of different layers.

Concerns begin with IoT devices 
in homes—increasingly likely to cap-
ture images and voices even if their 
purposes relate to functions like 
temperature control—and extend to 
devices throughout the urban envi-
ronment. In neighborhoods, technol-
ogy can facilitate functions like traffic 
management—or if tampered with, 
totally confound it. The growth in ran-
somware attacks on city systems indi-
cates malicious actors are tracking the 
growing use of ICT and data collec-
tion associated with city operations. 
At least as important, they are capital-
izing on lagging attention to security 
in the acquisition and use of ICT in 
delivering the services on which lives 
depend. Security that is not sought 
explicitly might not be offered or sup-
ported in the configurations provided 
upon installation.

Surveillance has emerged as a kind 
of dual-use application in the context 
of smart cities.2 Cameras are every-
where, whether or not they are visible, 
which increasingly is not the case. 
Governmental use of cameras in urban 
environments is not new—the U.K. 
is well known for its introduction of 
CCTV systems in the middle of the last 
century. What arouses contemporary 
concern is the combination of prolif-
erating camera systems deployed by 
both public and private actors that use 
increasingly sophisticated software 
to recognize individuals from faces, 
gait, and other features, systems 
that can work even with the kinds of 
masks used during the COVID-19 
pandemic and that might be able 
to detect the affect of the person 
observed. Cameras generate security 
concerns in a smart city that extend 
beyond their implications for priva-
cy. Increasingly, they are combined 
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ies broadly, connects “smartness” with 
safety (“safe cities”), and integrates in-
formation about physical movement 
and other activity with social media 
and payment/finance systems. That 
integration yields a kind of governance 
labeled a social credit system, designed 
to facilitate or restrict activity depend-
ing on a person’s past activity and to 
promote trust among people as they 
interact and transact. The spotlight on 
safety implied with “safe cities” proj-
ects does not, however, guarantee secu-
rity of the associated systems.

Security Should Be Baked  
into Smart City Governance
Globally, smart cities arise from the 
bottom up, with technologies de-
ployed by retail outlets, transportation 
network companies, and residence 
owners, among others, and from 
the top down, with city governments 
procuring systems focused on single 
or multiple functions. These trends 
motivate many questions, beginning 
with who has access to what informa-
tion associated with a given system, 
and how porous are both public and 
private systems? City governments 
and nonprofits (for example, FIWARE 
Foundation) have promoted open 
data for city applications, but many 
of the new services see competitive 
advantage in the data they collect and 
use, and various vendor-provided sys-
tems are closed. With urban systems 
evolving from both the bottom up and 
top down, cybersecurity may well fall 
through the cracks or at least be pro-
tected unevenly. Now that there have 
been a few years of smart-cities pilot 
projects, combined with the steady 
progress in numerous component 
technologies, it is time to take stock 

and think through the large range of 
governance issues. Prominent among 
those is security.

More systematic dialogue about 
how technologies are designed, de-
ployed, and used in cities is needed, 
perhaps catalyzed by a public aware-
ness campaign. The last several years 
have seen powerful illustrations of 
citizens as sensors—people capturing 
phenomena on their cellphones and 
sharing, people agreeing to use those 
phones for pandemic contact tracing. 
Yet sousveillance cannot substitute 
for intentional and coordinated steps 
to promote security (and privacy) by 
design. Such steps can then enable 
clarity when urban officials and their 
vendors communicate with the public 
about the risks as well as the benefits 
of the systems within which we in-
creasingly live, work, and play.

As Bill Mitchell observed, the spa-
tial aspects of cities are “elaborate 
structures for organizing and control-
ling access.” The invisible cyberspace 
counterparts the Mitchell observed 
and anticipated might, absent explicit 
planning and attention to the security 
aspects, organize and control access 
and activities to a far greater degree 
than has been the case with physical 
infrastructure. If our cities are to be-
come truly smart, then not only must 
technology developers and implement-
ers explain how the AI behind some of 
the data processing works, they must 
also explain and assure the security 
aspects of complex urban ICT and as-
sociated data collection. Cybersecurity 
must be part of the new city planning 
process if we are to make the most of 
the potential of smart cities. 
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with other kinds of sensors dotting 
more and more urban surfaces—man-
hole covers, trash and recycling bins, 
streetlights, signposts, pavement, and 
so on. Cameras are combined with 
audio systems in large-event venues 
(for example, sports arenas) or cer-
tain urban areas where gunshots are 
unfortunately not uncommon. China 
appears to be the leader in facial rec-
ognition technology, blending a na-
tional focus on developing artificial 
intelligence (AI) capability with broad 
urban use of cameras, national citizen 
identifier numbers, and government 
commitment at all levels to smart-city 
development in China, and it also is 
active in selling such technologies to 
city governments in other countries.4

Less visible and obvious are the sys-
tems that connect physical activities of 
different kinds to payment and other 
financial systems. Transportation 
network companies built payment 
into their offerings from the outset, 
a feature that added to the appeal of 
ridehailing. MaaS more broadly fea-
tures connections to payment, with ex-
amples involving links to parking (for 
example, SpotHero) or prepaid transit 
(for example, Whim) without the need 
for a farecard. Credit-card and other 
financial service providers have be-
gun to partner with such city-focused 
programs. Although financial systems 
have high reliability and security re-
quirements, their involvement implies 
that more data about individuals are 
collected and used than a transpor-
tation system, say, might otherwise 
need. Financial enterprises might 
be particularly attentive to cybersecu-
rity, but where they provide third-party 
services to city governments questions 
arise about the disposition of data col-
lected about people using public infra-
structure and services.

The different trajectories of smart 
cities around the world make clear 
that local choices reflect local culture 
as well as capacity—what works in one 
place will not necessarily work in an-
other. The extent of integration and use 
of surveillance seems most obvious in 
China. As in other countries, Chinese 
smart-city projects are specific to the 
physical city in which they unfold. They 
not only combine cameras and other 
kinds of sensors, they are advanced in a 
policy context that promotes smart cit-

Surveillance has 
emerged as a kind  
of dual-use 
application in  
the context  
of smart cities.
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is acutely aware that as a secular mid-
dle-aged Jew, bisexual woman, former 
communist, and Ivy League English 
graduate, she falls outside the typical 
demographic parameters of a software 
developer. This perhaps challenged 
her to think more deeply about her life 
and choices, and certainly equipped 
her to tie together the personal and 
professional with exceptional verve. 
Yet she is more concerned with telling 

I
N  T H I S  C O L U M N ,  I look at two 
vivid depictions of program-
ming work: Ellen Ullman’s 
Close to the Machine, a memoir 
from 1997, and the television 

show “Halt and Catch Fire,” which ran 
for four seasons starting in 2014. Both 
have central characters whose technol-
ogy careers began in the 1970s and are 
followed through the mid-1990s—
from the glory days of minicomputers 
and the first personal computers to the 
dawn of our current online existence. 
Both center on women who built their 
identities around computer program-
ming, sometimes to the detriment of 
their personal relationships.

Getting Close to the Machine
When Ullman’s book first appeared the 
computing world it described seemed 
quite different from the green screen 
eras described by Steven Levy in Hackers 
and Tracy Kidder in The Soul of a New 
Machine (both explored in previous 
“Historical Reflections” columns this 
year: January and April). Microsoft Win-
dows had replaced the text interfaces of 
CP/M and timesharing systems. Most 
workplaces had already computerized 
and powerful personal computers were 
increasingly common in the home. The 
explosive growth of the World Wide 
Web was transforming the Internet 
from an academic enclave into a bus-
tling shopping mall. Experienced pro-
grammers, like Ullman, were in great de-
mand as the tech world thrilled with the 
excitement of unfolding possibilities.

The bigger shift, though, was literary: 
from the external perspective of The 
Soul of a New Machine, itself a classic of 
literary non-fiction, to a startlingly 
frank first-person voice. Most discus-
sion of women’s careers in IT focuses 
on sexism, hostile work and study envi-
ronments, and ways to overcome barri-
ers standing in the way of more equal 
participation. Ullman has surprisingly 
little to say about these issues, but she 
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V ious fascination with the interaction 
of humans and machines. The man-
ager voices faith that systematic de-
velopment methodologies and careful 
systems analysis work will assure the 
success of every development effort. 
Months later, Ullman catches the same 
manager in a confession that her firm’s 
core transaction system is an ageing 
mass of mainframe assembly code 
understood by only three program-
mers. “The slip-space opened before 
us,” writes Ullman. “The world and its 
transactions sat on one side. The pro-
grammers, the weird strange unherd-
able cats, roamed freely on the other. 
The vice president had peered into the 
abyss. Then she stepped back. ‘Don’t 
tell anyone I said that,’ she said.”

Ullman identifies the central chal-
lenge of software development as in-
compatibility between the clean, for-
mal world of computer logic and the 
fuzzy humanity of the workplace: “The 
project begins in the programmer’s 
mind with the beauty of a crystal. I re-
member the feel of a system at the 
early stages of programming, when 
the knowledge I am to represent in 
code seems lovely in its structured-
ness. For a time, the world is a calm, 
mathematical place. Human and ma-
chine seem attuned to a cut-diamond-
like state of grace…. Then something 
happens. As the months of coding go 
on, the irregularities of human think-
ing start to emerge. You write some 
code, and suddenly there are dark, un-
specified areas…. Details and excep-
tions accumulate. Soon the beautiful 
crystal must be recut. This lovely edge 
and that one are gone. The whole 
graceful structure loses coherence. 
What began in a state of grace soon re-
veals itself to be a jumble. The human 
mind, as it turns out, is messy.”

Building on this insight she bril-
liantly explains the apparent paradox, 
visible also in Levy’s Hackers, that com-
puter nerds can be conspicuously 
sloppy and disorganized in their per-
sonal life but aggressively precise in 
arguments. According to Ullman the 
“stereotype of the programmer, sitting 
in a dim room, growling from behind 
Coke cans” is rooted in their need to 
“talk all day to a machine that de-
mands declarations.” “The disorder of 
the desk, the floor; the yellow Post-It 
notes everywhere; the whiteboards 

us what it feels like to be a program-
mer, specifically a programmer who 
tries to make sense of her own part in 
the evolution of capitalism, than in 
documenting the special challenges 
faced by women in IT.

This, she shows us, is what it feels 
like to stay up all night trying to config-
ure a DBMS. This is how you square 
your career as a contract developer 
working for large corporations with 
your past as a communist agitator. And 
over there, Ullman confides as she con-
tinues our backstage tour of her own 
head, just past a prized stack of old 
Unix manuals and rubbing up against 
the fear of aging, you will see some dis-
turbingly algorithmic sex with a callow 
cypherpunk named Brian who “looks 
exactly the way today’s computing ge-
nius is supposed to look: boyish, bril-
liant, and scary.”

Exploring the Work  
of Ordinary Developers
In some ways, though, Ullman’s experi-
ence is far more typical than that of the 
celebrated hackers Levy wrote about, 
or the billionaire entrepreneurs who 
receive most attention from technolo-
gy writers. Most programmers, partic-
ularly back in the late 1970s when Ull-
man started out, did not have 
computer science degrees. In the 
1990s, computer systems were gener-
ally much more important to people’s 
work lives than to their personal lives, 
given the investment made by most or-
ganizations to computerize their ad-
ministrative processes.

Most developers produced custom 
database-driven application systems 
for the kinds of user organizations she 
describes, like banks, small business-
es, and non-profits. Yet writers who 
have looked at software development 
focus on commercial packages and 
operating systems. Ullman drops 
hints of her past as an early employee 
of Sybase (the original developer of 
SQL Server) and mentions receiving 
windfalls from options at two start-
ups. In those jobs she must have sat 
alongside people who went on to buy 
vineyards or become famous venture 
capitalists. But the work she chose to 
relate in detail is the analysis, design, 
and implementation of a custom ap-
plication to handle the needs of local 
AIDS patients.

If most writing about software mimics 
Ayn Rand’s narrative in The Fountain-
head of the visionary architect deter-
mined to create a monumental struc-
ture, Ullman’s programming work is 
more like the typical experience of a 
commercial architect, taking pride in de-
signs for supermarkets or low-rise apart-
ment buildings. Some of the book’s 
most interesting passages depict Ull-
man’s interactions with the “end users” 
themselves and the managers and su-
pervisors whose desires shaped the sys-
tems she was programming. The “fleshy 
existence” of these users complicates 
the abstract versions of their needs and 
behaviors she has built into the system.

The book was published by City 
Lights books, an imprint of the legend-
ary San Francisco bookstore. One 
legacy of Ullman’s immersion in radi-
cal politics, queer culture, and femi-
nism, three things the city used to be 
known for, may be her unspoken con-
viction that her career and life deserve 
to be unflinchingly documented and 
publicly exhibited even though she did 
not start a famous company or invent a 
technology. Her determination to cap-
ture the subjective interior feelings of a 
character going about her ordinary 
business and her sense of herself as an 
outlier in her profession both put Ull-
man in a distinctively female literary 
tradition exemplified by pioneering 
modernist Virginia Woolf.

The View from Inside
In one passage Ullman contrasts the 
poised banalities expressed by a vice 
president of what appears to be Visa 
Inc., to whom programming seems 
trivial and mundane, with her own anx-
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she still feels joy when she is able to 
help a subcontractor find the mistake 
in his program. “For one more day at 
least,” she writes, “I would still be 
thought of as ‘technical.’” That meant 
a lot to her.

Ullman Intertwines 
Her Life and Work
Ullman’s book grips because she puts 
us right inside the mind of a 1990s soft-
ware developer. In a foreword to a re-
release of Close to the Machine, Jaron 
Lanier recalled his amazement on first 
reading it, to discover “a computer 
nerd who could write.” It formed “a 
bridge between reality at large and the 
empire of nerds, which seemed non-
reactive and immune to subjectivity, 
beauty, love, or the acknowledgment 
of fundamental frailty.”a More than 20 
years on, I have encountered no com-
parably compelling memoirs written 
by other programmers.

Tracy Kidder and Steven Levy both 
serve as viewpoint characters for their 
readers, apparently normal people who 
closely observe obsessive hardware and 
software developers on our behalf. The 
importance of Silicon Valley and cod-
ing has been hard to ignore recently, 
but those with the skills and inclination 
to write about their experiences have 
usually been non-technical youngsters 
who stumble into the field. Consider, 
for example, the gulf between Ullman’s 
perspective and the 20-something 
memoirist and former New York pub-
lishing assistant Anna Wiener, whose 
recent Uncanny Valley critiqued startup 
culture from the viewpoint of a custom-
er service worker. Plenty of novelists 
have tried their hand at depicting pro-
gramming and other IT work but most 
tend to get hung up on surface detail (I 
mention a few exceptions, including 
Ullman herself, in the “Further Read-
ing” section at the end of this column).

Ullman’s book appeared just as 
memoir writing was beginning to 
boom, with books like Frank McCourt’s 
Angela’s Ashes dominating best-seller 
lists and winning major awards. Most 
memoirs traded on the dramatic (and 
sometimes disputed) life experiences 
claimed by their creators: growing up in 
abject poverty, suffering tragic loss, re-

a Lanier’s introduction appeared in the 2012 
Picador edition.

covered with scrawl: all this is the out-
ward manifestation of the messiness 
of human thought. The messiness can-
not go into the program; it piles up 
around the programmer. Soon the 
programmer has no choice but to re-
treat into some private interior space, 
closer to the machine, where things 
can be accomplished.”

Fear of Obsolescence
The tech industry prizes boyishness 
and novelty, making Ullman’s concern 
with history and the passage of time 
a refreshing expression of humanity. 
She equates human aging with tech-
nological obsolescence, linking her 
own fears as a woman soon to enter 
her 50s (“a depressed, uninteresting 
region”) with her emotional connec-
tion to the material detritus left by 
relentless technological change. Early 
in her career, Ullman turned down an 
invitation to apprentice to an older 
programmer who “had made his peace 
with his own obsolescence.” The man 
was maintaining code on a platform 
developed in the 1950s. He offered her 
a chance to take his place, to one day 
become “the last human on earth who 
knows how to program in 1401 Auto-
coder.” Ullman turned down this invi-
tation but came to share his belief that 
there was “perverse dignity in knowing 
obsolete arcana.” Judging from the 
hundreds of thousands of views given 
to retrocomputing videos on YouTube 
that belief is now more widely shared.

I hope for both their sakes that Bri-
an, her youthful “anarcho-capitalist” 
lover, is a heavily disguised composite 
or an outright invention. He personi-
fies an emerging Silicon Valley culture 
that intrigues and horrifies Ullman. 
Brian is uncultured, almost feral, and 
committed to a theoretical polyamory 
that is in practice mostly celibate. He 
dreams of setting up porn servers in 
data havens and developing crypto-
graphical banking systems so secure 
that users have to balance their own ac-
counts. If real, Brian might have been a 
housemate of Peter Thiel or Elon Musk, 
who even then were dreaming up parts 
of what became PayPal.

Brian’s obvious unworthiness of our 
heroine is crystallized in a fireside chat 
early in their relationship. She shows 
him her prized, spiral-bound Bell Labs 
manual for Unix Release 3.0, issued in 

June 1980. “It came,” she remembered, 
“from the days when I stopped being a 
mere programmer and was first called 
a ‘software engineer.’” He calls it 
“trash” and tells her to throw it away. 
Her collection of obsolete manuals 
must, she reflects, nevertheless con-
tain “some threads, some concepts, 
some themes that transcended the de-
tails, something in computing that 
made it worth being alive for more 
than 35 years.”

Ullman gives a wonderful descrip-
tion of the sheer flood of paper and 
disks that engulfed the technologically 
committed in the 1990s: gigantic cata-
logs, updates to the Microsoft Profes-
sional Developer Network library, spe-
cialist magazines and journals, bulky 
manuals, new tools. Staying current 
means constantly mastering new 
technologies. Ullman relates with 
pride that she has taught herself “six 
higher-level programming languages, 
three assemblers, two data-retrieval 
languages, eight job-processing lan-
guages, seventeen scripting languages, 
ten types of macros, two object-defini-
tion languages, sixty-eight program-
ming-library interfaces, five varieties of 
networks, and eight operating envi-
ronments.” Beginning to weary of 
this, she wonders if perhaps the pro-
cess “is simply unnatural for someone 
over thirty-eight,” particularly as ca-
reer success tends to see developers 
move away from the machine and into 
new roles managing the people who 
know how to do the actual work. Yet 

For me at least,  
the joy of discovering 
Ullman’s book  
was reading for  
the first time  
a faithful description 
of my own experience 
building client-server  
and Web systems.
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Yet early on the show almost col-
lapsed under the weight of the narra-
tive template that has come to domi-
nate the stories we tell about the 
computer industry: egotistical men 
becoming billionaires by bending real-
ity to their will. “Halt and Catch Fire” 
only began to work after it recentered 
on its female characters and rede-
fined success. It was marketed as 
AMC’s follow-up to its hit series, and 
first original drama, “Mad Men.” In its 
first season the show attempted to do 
the same things as “Mad Men,” but in 
the 1980s Texan computer industry 
and with bad clothes. Its title, best ig-
nored, was explained as an “early com-
puter command” that forced “all in-
structions to compete for superiority at 
once.” (HCF was actually a jokey unof-
ficial mnemonic for an undocumented 
instruction that caused early Motorola 
processors to cycle relentlessly, proba-
bly for diagnostic purposes).b

“Halt and Catch Fire”’s inexperi-
enced creators, Chris Cantwell and 
Christopher C. Rogers, were likewise 
drawn to the idea of a computer 
industry drama patterned after “Mad 
Men.” That show’s protagonist—char-
ismatic 1960s advertising executive 
Don Draper—had a tortured personal 
life and a traumatic backstory. He ar-
rived amid a wave of shows centered on 
charismatic, brilliant, and psychologi-
cally complex antiheroes, a trend 
kicked off by “The Sopranos” and ad-
opted by other acclaimed dramas such 
as AMC’s own “Breaking Bad.” “Mad 
Men” was the rare workplace drama 
that took work seriously. Its most reso-
nant moments centered on obsolete 
technology and defunct brands.c The 
emotional manipulation of Draper’s ad-
vertising pitch for the Kodak Carousel 
slide projector as a personal time 
machine fueled by nostalgia, widely 
viewed as the show’s finest moment, 
was compounded by our knowledge 
that the users who carefully ordered 
their slides to tell family stories are 
themselves mostly memories at this 
point. It is also difficult to forget a mor-
dantly humorous incident that capped 
a season of asides about technological 

b Gerry Wheeler. Undocumented M6800  
Instructions. Byte 2, 12 (Dec. 1977), 46–47; 
https://bit.ly/3rbNQWX

c See https://nyti.ms/3r5ztnf

covering from drug addiction, working 
in the sex industry, being diagnosed 
with terrifying diseases, fighting in 
wars, or building schools in Afghani-
stan. They offer vicarious experiences 
that most of us are happier to avoid 
encountering in person.

That is probably because coding 
does not provide the obvious narrative 
hooks of drug addiction or war. For me 
at least, the joy of discovering Ullman’s 
book was reading for the first time a 
faithful description of my own experi-
ence building client-server and Web sys-
tems with MS Access, Oracle, SQL Serv-
er, and ColdFusion to underwrite an 
unusually comfortable graduate school 
lifestyle. When I stumbled across her 
book in the Center City Philadelphia 
branch of Borders, not far from the 
shelves of fat Que and O’Reilly program-
ming manuals, I was hooked. Nobody 
had described so captivatingly the sub-
jective experience of programming or 
the life of a freelance application devel-
oper. I gave a copy to my father and an-
other to my dissertation advisor (an ex-
pert on late 19th-century labor), hopeful 
that it might communicate about new 
modes of work that I had not quite 
known how to explain myself.

The Changing Nature of Capitalism 
Ullman contrasts the relentless imper-
manence of her own career, with its 
project-based alliances of convenience, 
virtual companies, and failed startups, 
with the determination of earlier forms 
of capitalism to present at least a fa-
çade of solidity. This is symbolized by 
the marble lobby of a grand bank she 
remembers her mother dressing up to 
visit, a physical space Brian hopes to 
replace with cryptographic algorithms.

She also remembered her father’s 
accounting practice, built on long-
term human connections, and the 
gamble he took to put together funding 
to secure her legacy: ownership of a 
small office building close to Wall 
Street. The cycle completes when she 
narrates a visit with her sister to meet 
with its struggling tenants. One com-
plains of being unable to pay rent be-
cause of “the modems”—senior finan-
ciers are now telecommuting from the 
suburbs. Her career is helping to de-
populate her own building. I have read 
a lot of books fulminating about the 
evils of “late capitalism,” Silicon Val-

ley, and neo-liberalism but I have 
found nothing in them as honest and 
human as Ullman’s efforts to reconcile 
the paradoxical strands of her own life. 
It is the opposite of the “determined 
solipsism” Brian shares with Levy’s 
hackers.

Near the end of the book, Ullman re-
turned to product development at the 
request of a venture capitalist, to at-
tempt to salvage some value from a 
startup that is already failing. Her de-
scription echoes Kidder’s experience 
with Data General engineers more than 
15 years earlier: “A merry kind of hyste-
ria took over the programmers. The 
situation was impossible, the deadline 
was ridiculous, they should have been 
completely demoralized. But, some-
how, the absurdity of it all simply re-
leased them from the reality that was 
so depressing the rest of the company. 
They played silly jokes on one another. 
They stayed up late to see who could 
finish their code first. The very impos-
sibility of success seemed to make the 
process of building software only that 
much sweeter.”

They are all of them, Ullman realizes, 
deeply fortunate to be engineers “who 
built things and took our satisfaction 
from humming machines and running 
programs.” Whether the company was 
liquidated or not, they had succeeded 
in transforming mere “scratchings on a 
white board” into something that 
worked. And then she breaks up with 
Brian and the book ends.

“Halt and Catch Fire”
The great strength of “Halt and Catch 
Fire,” which covers the evolution of 
personal computing and network-
ing from 1983 to 1995, is its ability 
to capture such moments of creative 
flow. Even at its worst, in its sputter-
ing first season, the show has a more 
deeply felt connection to the work of 
programmers and engineers than any-
thing else on television. As “Halt and 
Catch Fire” progresses it comes to 
share something else with Ullman’s 
memoir and Kidder’s classic book: it 
affirms the value of careers that do not 
necessarily lead to fame, power, and 
great wealth. The show matures into 
a moving examination of the creative 
joys and personal sacrifices its charac-
ters find in lives built around techno-
logical creativity.

https://bit.ly/3rbNQWX
https://nyti.ms/3r5ztnf
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language text interface fits with the 
mid-1980s effort to build “conversa-
tional interfaces” for business systems.

Unexpected Greatness
After its unexpected renewal for a sec-
ond season “Halt and Catch Fire” im-
proved greatly by pushing the Jobs and 
Woz archetypes to the sidelines to fo-
cus on its female characters. Joe Mac-
Millan is demoted from antihero to 
manipulative villain. The writers take 
a less indulgent view of his pathologies 
as they show him dating an oil heiress 
to sneak his way back into the com-
puter industry. Gordon Clark spends 
two seasons as a bumbling supporting 
character and homemaker.

The show’s new central partnership 
is between Cameron Howe and Donna 
Clark, wife of Gordon, who spent most 
of the first season languishing in the 
Betty Draper template of bitterly ne-
glected spouse with thwarted ambi-
tions. Cameron’s brash bleached hair 
and swaggering aggression are gradu-
ally replaced with a much more plausi-
ble blend of defensive body language 
and demure clothing. Together, they 
found an online games company called 
Mutiny, modeled on the real-life Com-
modore 64 service Quantum Link. It be-
gins with the ideal of leaderless hacker 
collective, which does not prove the 
most effective management structure.

Like Ullman’s memoir, “Halt and 
Catch Fire” rebuts the technology field’s 
chronic sexism by allowing its female 
characters to be as interesting, talented, 
and flawed as any male antihero. That is 
far more satisfying than simply setting 
up villainous male foils for them to over-
come. The women are not perfect. Cam-
eron, in particular, remains awkward 
and often selfish even as her character 
deepens. Her conflicts with the more 
pragmatic Donna are grounded in a rec-
ognizable clash between the narrow ide-
alism of hacker culture and the compro-
mises needed to run a business.

The show continued to improve in 
its universally acclaimed—yet little 
watched—third and fourth seasons. 
Critic Sean O’Neal judged this turn-
around an “all-time great creative 
resurgence.”f The plot moves fast, ap-
parently because the show runners al-
ways expected their small audience to 

f See https://bit.ly/2ULRFpz

unreliability—a modern-day Jaguar 
marketing executive watching the 
show had “never been happier to see 
our car not start.”d

Jobs and Woz at Compaq
Cantwell and Rogers stitched together 
bits of Don Draper and Steve Jobs to 
create Joe MacMillan, a brilliant com-
puter marketeer who left IBM under a 
cloud. It must have seemed like a good 
fit, given the reputation as an all-time 
great pitchman Jobs earned while in-
troducing products such as the Ma-
cintosh and iPhone. After two movies 
and a blockbuster biography, Jobs is 
unquestionably the most famous com-
puting innovator. The early Jobs was 
a real-life antihero, whose ability to 
convince others of his own genius cre-
ated what colleagues called a “reality 
distortion field.” His conviction that he 
alone knew how things should be done 
led to disasters as well as triumphs. 
The fictional MacMillan is likewise 
prone to inspiring speeches and grand 
pronouncements but insecure, self-ab-
sorbed, and (like Don Draper) haunted 
by a mysterious past.

Apple Computer’s early story pro-
vides two archetypal Steves: the slick vi-
sionary who promised to “put a dent in 
the universe” and the hands-on hard-
ware engineer who lived for technical 
challenges. By the law of narrative tem-
plates, where there is a Jobs there must 
be a Woz. In this case the Wozniak role 
is filled by unworldly engineer Gordon 
Clark, suckered by Joe into leading his 
hardware team. There are not any com-
parable clichés for female computer 
engineers, but because an all-male lead 
cast was out of the question the show’s 
creators adapted the archetype of the 
manic punk hacker girl, exemplified by 
Lisbeth Salander from The Girl with the 
Dragon Tattoo, to create the angry and 
damaged Cameron Howe.

Despite inheriting Jobs’ urge to 
create something insanely great, Mac-
Millan’s secret plan turns out to be 
borrowed not from Apple but from 
Compaq: create a slightly faster, slight-
ly cheaper IBM PC clone with a built-in 
screen and carrying handle. The show 
thus set out to answer a question that 
nobody has ever asked: What if Steve 
Jobs and Steve Wozniak started a PC-

d See https://bit.ly/3i3jamJ

clone company and hired Lisbeth Sa-
lander to write the BIOS firmware code 
needed to avoid infringing on IBM’s 
copyright? They are clearly the wrong 
people for that particular job. Creating 
a successful PC clone meant copying 
an effective but uninspired design 
while resisting the urge to make im-
provements that would compromise 
compatibility. If Jobs and Woz had 
founded Compaq rather than Apple 
then neither they nor it would be re-
membered today.

Perhaps the showrunners knew this 
all along and set out to play a long con 
on viewers who assumed Joe would 
triumph. It seems more likely, 
though, that they painted themselves 
into a corner in the pilot and spent al-
most an entire season trapped in what 
the AV Club called a “run of alternately 
humdrum and ludicrous episodes”e 
before realizing they had to blow up 
their own show to escape. That escape 
is dramatic but infuriating. Cameron 
quits after the natural language inter-
face she built for the computer is re-
jected. The others visit the Comdex 
trade show to unveil their computer, 
only to stumble onto a closed-door 
preview of the Apple Macintosh. Joe, 
abruptly realizing that his PC clone is 
not so special after all, then sets fire to 
the delivery truck holding the first 
batch in an overly literal interpretation 
of the show’s title. Many reviewers 
rolled their eyes when Ayn Rand’s ar-
chitect hero destroyed his building be-
cause its brilliant design was tampered 
with. Seventy years later, the narrative 
gambit had not become any fresher or 
less juvenile.

The modest satisfactions of the first 
season come not from the characters 
but from the computer industry history 
worked into the background. It takes 
place not in California but Texas, 
which in the 1980s was home not just 
to Compaq but also to Texas Instru-
ments, Tandy, and (a little later) Dell. 
The characters work at a stable mid-
sized company that takes a fateful step 
into the personal computer market, 
just as firms like Texas Instruments 
did in real life. We get to see the clon-
ing of a BIOS, the design of a case, and 
efforts to procure a display table at 
Comdex. Even the push for a natural 

e See https://bit.ly/3hC84WT

https://bit.ly/2ULRFpz
https://bit.ly/3i3jamJ
https://bit.ly/3hC84WT
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mous wealth and power. In contrast, 
“Halt and Catch Fire”’s depiction of 
technological careers driven by person-
al insecurity, a desire to build some-
thing new, and an attraction to con-
stant change resonates with Ullman’s 
memoir, Levy’s depiction of hacker 
culture, and above all with Kidder’s de-
piction of the Eagle team. Winking to 
this, in one of the show’s final shots the 
camera pans slowly past a first edition 
of The Soul of a New Machine.

When the series finished, James Po-
niewozik wrote in the New York Times 
that its central concern turned out to be 
“failure as a condition of human 
growth.”h It is worth remembering, 
though, that these careers only look like 
failures when set against outsized defi-
nitions of success. Between them, “Halt 
and Catch Fire”’s four core characters 
found companies based on concepts an 
awful lot like Apple, Compaq, Dell, 
McAfee, AOL (as Quantum Link re-
branded itself), eBay, PSINet, Netscape, 
Yahoo, and Google. The implausible 
breadth of good ideas they failed to fully 
exploit underlines the fact that for every 
famous company there were a dozen 
others with the same idea that are now 
forgotten. Statistically speaking, you 
were more likely to be an early employee 
of Excite, Lycos, or AltaVista than of 
Google; more likely to found Eagle 
Computer, Sirius Systems Technolo-
gies, or Leading Edge than Compaq. 
The main characters all achieve some 
respectable paydays. Some of them live 
in big houses and drive flashy cars. It is 
just that their lives look more like Ellen 
Ullman’s than Bill Gates’s.

I suspect this dominant narrative of 
successful computing careers as path-
ways to world domination may itself 
have played a part in the field’s failure 
to attract and retain women. I wish we 
had more great books and shows fo-
cused on the processes, challenges, 
and satisfactions of more attainable 
technological careers. That might help 
more people of all genders to imagine 
themselves working successfully in the 
field. “Halt and Catch Fire” ends with a 
moment of potential as Donna shares a 
new idea with Cameron, but a few min-
utes earlier it allowed itself a more 
pointed message. Donna, by now the 
managing partner at her firm, con-

h See https://nyti.ms/3xFc5PV

lead to cancellation. I will not spoil its 
twists and turns with a detailed sum-
mary. Halfway through the characters 
relocate from Dallas to Silicon Valley, 
though as the entire run was filmed in 
Georgia there is not a particularly 
strong feeling of place attached to ei-
ther setting. The last season jumps for-
ward to the mid 1990s to focus on the 
early days of the Web.

The four main characters combine 
and recombine into different combi-
nations of allies and enemies, but all 
have plausible motives for their mis-
takes or betrayals and there are no per-
manent villains. Keeping the same 
characters through these transitions 
requires them to demonstrate an im-
plausible range of skills. Cameron, for 
example, jumps from BIOS coding to 
natural language processing, before 
settling down as a creator of video 
games and online services. Gordon is a 
microcomputer designer and electron-
ic engineer who can reconfigure an 
IBM mainframe from batch operation 
to timesharing during a single evening 
or hack away to produce a pathbreak-
ing antivirus engine.

As O’Neal noted, by its end “Halt and 
Catch Fire” had more in common with 
the funeral home family drama “Six 
Feet Under” than with “Mad Men.” Like 
“Six Feet Under” it followed “perpetual-
ly unsatisfied people” whose hunt for 
“life-changing leaps” causes them to 
“shut out and repeatedly hurt the ones 
they love.” Both shows overcame their 
gimmicky origins “to find their greatest 
resonance in small, quietly devastating, 
human interactions.”g Even Joe Mac-
Millan eventually deepened into a rec-
ognizable and sympathetic human be-
ing with an awareness of his own flaws.

“Halt and Catch Fire”’s engage-
ment with videogaming as a commu-
nity-building activity is particularly ef-
fective. Toward the end of season 
three, Cameron explains the premise 
of her work in progress: a woman trav-
els alone through space on a motor-
bike in search of five power-ups: a 
sense of proportion; a sense of humor 
(“to fend off most forms of attack”); a 
sense of self (“to appear and disap-
pear”); decency; and “common sense, 
which lets her see everything more 
clearly.” Coming after a devasting con-

g See https://bit.ly/3xCUcRJ

flict in which Cameron’s lack of these 
qualities hurt her and others, this pre-
sentation of game creation as a possible 
venue for psychological growth seemed 
like a rejoinder to Sherry Turkle’s claim 
(discussed in my April “Historical Re-
flections” column) the journey of hack-
ers to psychological maturity had been 
halted by a wrong turn into subculture 
that prized technological mastery over 
human connection.

“Halt and Catch Fire” builds a rich 
bench of supporting characters, includ-
ing Bos, a folksy Texan financial execu-
tive nearing retirement age, and Diane, 
a successful Silicon Valley venture capi-
talist. Donna becomes her protégé, giv-
ing an almost unique fictional portrayal 
of venture capitalists as sympathetic 
characters. Even the soundtrack, con-
sistently well-chosen and usually spot-
on for the time periods in question, re-
laxes. The first season has a punk 
backing, from the likes of Hüsker Dü 
and Bad Brains. This mellows notice-
ably as the show progresses, to the ex-
tent of wrapping the final episode with 
Peter Gabriel’s conspicuously unag-
gressive “Solsbury Hill.”

Complicating Success and Failure
Writing this series of Communications 
“Historical Perspectives” columns has 
made me realize how much we lost 
when the outsized economic impor-
tance of tech from the late 1980s on-
ward has focused most narratives of 
technological creativity on the pursuit 
and, usually, accomplishment of enor-

Like Ullman’s 
memoir, “Halt and 
Catch Fire” rebuts 
the technology field’s 
chronic sexism by 
allowing its female 
characters to be as 
interesting, talented, 
and flawed as any 
male antihero.

https://nyti.ms/3xFc5PV
https://bit.ly/3xCUcRJ
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creativity you may also like Allegra 
Goodman’s The Intuition (Dial Press, 
2006), a novel that tracks the work of a 
1980s cancer research team riven by an 
allegation of misstating the results of a 
promising treatment.

Douglas Copeland is not a program-
mer, but he is a snappy describer of pop 
culture artifacts. Not long after coining 
the term “Generation X,” his quest for 
the generational zeitgeist took him 
to Microsoft and Silicon Valley in the 
mid-1990s for his novel Microserfs 
(HarperCollins, 1995). The opening, 
describing a communal house full 
of Microsoft workers, is wonderfully 
zesty (and can be read on the Wired 
website), though the book starts to bog 
down once they decamp to California 
to build something that, in retrospect, 
seems a lot like Minecraft. 

Thomas Haigh (thomas.haigh@gmail.com) is a professor 
of history at the University of Wisconsin—Milwaukee and a 
Comenius visiting professor at Siegen University.

This work was funded by the Deutsche 
Forschungsgemeinschaft (DFG, German Research 
Foundation)—Project-ID 262513311—SFB 1187 Media of 
Cooperation.

Copyright held by author.

venes a swanky backyard networking 
event for women working in Silicon 
Valley. Her reflection on the personal 
price she has paid for her success in be-
coming “a partner by trade and a moth-
er and a sister by design” ends with a 
prediction that her teenage daughters, 
by then important characters in their 
own right, will have no need for such 
gatherings in their own careers. To us, 
25 years later, that broken promise 
lands like a slap to the face.

Further Reading
Ellan Ullman has written no other 
books comparable to Close to the Ma-
chine but she did publish a collection 
of magazine essays written over sev-
eral decades, many of them on related 
themes, in Life In Code: A Personal His-
tory of Technology (Farrar, Straus and 
Giroux, 2017). According to Ullman 
The Bug (Doubleday, 2003) began as 
an autobiographical account, becom-
ing a novel when she decided to fic-
tionalize her experience and give the 
central trauma, a long struggle to lo-
cate a simple bug in an early graphical 
user interface, to a male protagonist. 
The Bug is another notable portrayal 

of the work of programming, though 
I personally found it less compelling 
than her memoir. Perhaps the exter-
nal viewpoint makes her tortured sur-
rogate, Ethan Levin, more difficult to 
sympathize with.

Richard Powers has earned a reputa-
tion as the contemporary novelist most 
inclined to take science and technology 
seriously. His breakthrough book The 
Gold Bug Variations (William Morrow, 
1991) focuses on the cracking of the ge-
netic code in the 1950s, but a parallel 
narrative set in the 1980s includes some 
great descriptions of IBM mainframes 
based on his own experience as a pro-
grammer and operator. His later Plough-
ing the Dark (Farrar, Straus and Giroux, 
2000) centers on a young woman devel-
oping a virtual reality system for a Mi-
crosoft-like company, but I found it 
much less convincing. Gain (Farrar, 
Straus and Giroux, 1998) barely men-
tions computers but comes closer to the 
spirit of Ullman’s book by intertwining 
the history of a fictional Midwestern 
chemical conglomerate with the interi-
or perspective of a woman fighting can-
cer. If you enjoy stories about the inter-
twining of human flaws and scientific 

mailto:thomas.haigh@gmail.com
https://www.iccq.ru
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contain 4x107 pages. Two reams of pa-
per are 1000 = 103 pages, so this is 4x104 
reams. Clearly, 40,000 reams was much 
more paper than could possibly fit into 
the bottom drawer of his desk, much 
less his office, or even his statistics 
building. The story is a delightful yarn 
about Tukey’s personality rather than 
the truth.

This example illustrates a common 
practice: we perform quick calcula-
tions to convert a number representing 
one thing to another. For instance, how 
many seconds are in a year? You would 
perform the following calculation 
(with the help of your envelope):

I
N  OUR  PROF ES S IONAL practice, 
we are often called to perform 
rapid, approximate calcula-
tions without a calculator. Any 
available scrap of paper such 

as an envelope will do to scribble on. 
These calculations are more than 
guesses but less than accurate math-
ematical proofs. Such scribblings can 
become the stuff of legend. How many 
times have we heard stories about suc-
cessful and influential startup compa-
nies being born on the backs of nap-
kins in the pub?

One consummate performer of 
such approximate calculations was 
the physicist Enrico Fermi, who fa-
mously estimated the TNT energy 
release equivalent of the first atomic 
bomb test in the New Mexico desert in 
July 1945 by dropping scraps of paper 
and measuring how far they moved as 
the shock wave passed by. Fermi had a 
quick approximation formula and the 
movement of the paper was its param-
eter. While his estimate had to be cor-
roborated by more rigorous methods, 
the use of these so-called “back-of-the-
envelope” calculations can often lead 
to startlingly useful results.

The famous Princeton statistician 
John Tukey was said by his colleagues 
to be constantly engrossed in solv-
ing problems. One day, a story goes, 
someone interrupted him to ask for 
the answer to a calculation. With-
out looking up, Tukey grumbled, 
“Would 10 digits of accuracy be suf-
ficient?” The interrupter said, “Of 
course, that is more than enough!” 
Tukey reached the bottom drawer 
of his desk and pulled out a sheaf of 

computer printout. He said, “This is a 
printout of all 10-digit numbers. Your 
answer is in here. Look it up.”

Since I knew and admired John 
Tukey, I believed the part about his 
irascible reaction to interruptions. 
But I did not believe the part about the 
printout in his bottom drawer. So I did 
a back of envelope calculation to figure 
out how much paper would be needed 
to print all the 10-digit numbers on 
the one-sided printouts of the day. I 
estimated that they could be printed 
four columns to a page, 60 lines to a 
page, for approximately 250 numbers 
per page. Then I took the number of 
10-digit numbers, 1010, and divided by 
250, to conclude the printout would 

The Profession of IT 
Back of the Envelope  
Back-of-the-envelope calculations  
are a powerful professional practice.
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for variations. On some days, Tillet 
sells more than 50 bottles, other days 
less. There is no guarantee that he will 
have enough 10-year-old wine available 
on any given day.

Tillet’s formula is the famous Little’s 
Law.4 In 1961, operations researcher 
J.D.C. Little demonstrated that, over a 
long period of time, the average number 
of items in a queue is the product of the 
average waiting time and the through-
put. Although the proof was difficult, 
the formula became popular and cen-
tral in queueing theory. Tillet’s Law is 
not strictly the same as Little’s. Despite 
having the same form, they are different 
because they rest on different assump-
tions. Tillet’s Law deals with directly 
measured quantities, Little’s Law with 
steady-state statistical quantities.

Tillet’s form is called “operational 
Little’s Law” because it is so simple 
that it is almost obvious when you are 
working with real data.2,3 No compli-
cated math is needed to understand. A 
back-of-the-envelope calculation does 
the job.

Response Time Law
Further developing the business plan 
for his restaurant, Tillet was dismayed 
to discover that loyal customers were 
complaining about long delays to get 
a reservation. He had a mailing list of 
1,700 customers who returned to make 
a reservation an average of 30 days after 
their last meal. He wondered if he could 
calculate the time it takes for his restau-
rant to serve the next loyal customer af-
ter they called in for a reservation.

He realized that he could use his 
wine cellar formula to answer the ques-
tion. He assumed that each customer 
consumed one bottle of wine, so bot-
tles per day output became customers 

Notice a few things about these cal-
culations:

 ˲ They are a chain.
 ˲ Each step converts one measur-

able quantity into another.
 ˲ The units of the ratio of conversa-

tion are shown at each step.
 ˲ The successive steps cancel the 

previous units of measurement, yield-
ing the final unit at the end.

Keeping track of the units is some-
times called “dimensional analysis” 
and gives us trust in the results of the 
calculation. In other words, the artful 
back-of-the-envelope calculation is also 
an exercise in dimensional analysis.

With the aid of additional examples, 
I would like to show you how Little’s 
Law, a famous formula from statistics, 
can arise from dimensional analysis. 
You do not need to know any statistics 
to follow what is going on and see how 
incredibly useful it is.

Little’s Law
A certain Monsieur Tillet, retired alge-
bra teacher, opens a gourmet restau-
rant. He maintains a wine cellar of Bor-
deaux red wines. He wants to serve his 
wines at the ideal age of 10 years. He is 
open 365 days per year and on average 
sells 50 bottles of wine each day. How big 
must his cellar be? The answer seems 
pretty obvious: over the 10-year period 
an average of 50x365x10 = 18,250 bottles 
are extracted from his cellar and are 
all replaced. Therefore, the cellar 
must hold 18,250 bottles. (At 12 bottles 
per case, that is 1,521 cases, a fairly 
large cellar.) 

For future reference he represents 
his calculation with the formula:

Where N = average number of bottles, 
H = holding time, and X output rate. 
He verifies his formula by checking 
the dimensions. X is bottles/year, H is 
years, and therefore N has dimension 
“bottles.” This formula is a law—an in-
variant relationship between the three 
measured quantities.

As you can see, Monsieur Tillet 
found this law by a dimensional analy-
sis of his wine cellar. He just multiplied 
the averages he could measure and 
canceled out their units so that the fi-
nal result had the proper units. Of 
course, this formula does not account 

The artful  
back-of-the-envelope 
calculation is also 
an exercise in 
dimensional analysis.For further information 
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Nonetheless, dimensional analysis 
will often permit you to create a for-
mula that relates the quantities you 
know or can easily measure to the re-
sult you want. This column has dem-
onstrated that Little’s Law is really 
quite intuitive. If you know any two of 
its elements N, H, and X, you can easily 
calculate the third. I also showed a 
simple law for calculating the re-
sponse time of a system that has a 
fixed number of recycling customers. 
The response time law is really Little’s 
Law rearranged.

I went a little farther afield by apply-
ing Little’s Law to simple traffic jams. At 
reasonable (non-jam) speeds, the 
throughput depends mostly on the 
time-separation of cars, but not their 
speed. Most drivers try to maintain a 
constant time separation from the driv-
er ahead, except of course when in a 
traffic jam. It is easy to calculate the 
number of cars in the jam because they 
are packed closed together and each car 
occupies slightly more than a car length 
of space. The average number in the 
jam divided by the throughput is the av-
erage time a car is held in the jam.

If this method of analysis intrigues 
you, you can learn more about it. It is 
called operational analysis.1–3 Besides 
back-of-the-envelope calculations, it 
enables sophisticated calculations of 
throughputs and response times in 
networks of computers.

Clearly, there is more to back-of-
the-envelope calculations than sim-
ply scribbling numbers on a scrap of 
paper. It is a useful professional skill 
and, as Fermi and Tukey showed, even 
an art form. 
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per day served. The holding time be-
came the average time for a customer 
to cycle between average time waiting 
for a service, R, and average return time 
30 days. Filling in Little’s Law,

Solving gives R = 5 days. Having con-
firmed there was a problem, Tillet initi-
ated changes in his restaurant to keep 
these customers coming back.

Like Little’s Law, this formula ap-
pears in queueing theory for the aver-
age response time of a service system 
that has an average of N users, average 
away time Z seconds, and throughput X 
users/sec:

The away time is the time a custom-
er spends outside the server part of the 
system before returning. As you can 
see, this is a simple rearrangement of 
Little’s Law N=(R+Z)X.

Traffic Analysis
Tillet heard complaints from custom-
ers that there was a chronic traffic jam 
on the highway leading to his restau-
rant. The highway had a merge point 
where the road narrowed from two 
lanes to one. Customers approaching 
at 60 mph on the two-lane section sud-
denly had to slow and join a creeping 
jam 0.2 mi long before the merge, and 
then after the merge for another 0.1 mi 
before the speed picked up again to 60 
mph—a total of 0.5 mi of jammed cars. 
Tillet wanted to calculate how long it 
takes to cross the jam.

Once again he decided to use Little’s 
Law, where now H is the average time 
to cross the jam, X is the throughput, 
and N is the average number of cars in-
side the jam. But first, he needed to cal-
culate X and N.

From the drivers manual and his 
own driving experience Tillet knew 
that most people adjust their speed to 
maintain a three-second distance from 
the car ahead. This means an observer 
on the side of the road would see the 
next front bumper every 3+L seconds, 
where L is the time for the car to move 
one car length. At speed r mi/min and 
standard car length 15 ft.,

At r=1 (60 mph), the time between 
cars is 3.17 sec and throughput is

Because the speed is r before and af-
ter the jam, all Tillet needs now is N, 
the average number of cars caught in-
side the jam. This is easy. Inside the 
jam, each car occupies 20 ft. of 
space—15 ft. for its car length and 5 ft. 
as separation buffer. The total number 
of cars jammed into a mile would be 
5,280/20 = 264 and thus, because the 
actual jam occupies a total of 0.5 mi, 
the total in the jam is 132.

Now Tillet has what he needs for the 
calculation. Little’s law says H = N/X = 
132/18.9 = 7 mins. Although he was not 
happy with the jam, he told his custom-
ers that a seven-minute slowdown was 
well worth the fine food and wine they 
would get when they arrived.

Conclusion
Many back-of-the-envelope calcula-
tions involve dimensional analysis—
build your own formula by multiplying 
or dividing known quantities such that 
the units of the final answer are correct. 
Dimensional analysis provides the scaf-
folding for detecting errors in the con-
version formula. You need not remem-
ber the exact formula because you can 
easily construct it from dimensional 
analysis. There is, however, a caveat. Di-
mensional analysis is a quick check for 
the reasonableness of a calculation, but 
need not always yield the correct formu-
la. For example, in physics the formula 
for distance traveled by an object in 
time t starting at rest under a constant 
acceleration a is d = ½ at2. Dimensional 
analysis will confirm the proper units of 
d but won’t generate the factor ½.

No complicated  
math is needed  
to understand.  
A back-of-the-envelope  
calculation does  
the job.
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Virvou, Katsionis, and Manos, 
comparing aspects of an educational 
digital game, indicated that virtual 
reality games could promote student 
achievement.13 Another study, which 
examined qualitative data from stu-
dents, reinforced the importance of 
assessing the impact of digital learn-
ing experiences to refine gaming 
software.4 In the study, researchers 
analyzed students’ experiences and in-
teractions with an educational digital 
game designed to teach coding skills. 
The research suggests educational 
digital games should incorporate 

T
HE  D IGITA L GAME industry is 
a multibillion-dollar global 
enterprise.14 Fostered by 
the development of sophis-
ticated software and hard-

ware as well as an interest in gam-
ing among individuals around the 
world, the financial impact of digital 
games is continuously evolving. Ac-
cordingly, new streaming platforms 
are launching, and existing online 
game systems are expanding to meet 
the demand.14 Traditionally referred 
to as video games, the term digital 
games is a unifying term encompass-
ing interactive games played on con-
soles, smartphones, tablets, personal 
computers, and other devices.2 The 
Entertainment Software Association 
indicates 214.4 million Americans 
play digital games.3 National data 
also suggests 75% of American house-
holds have one person that plays digi-
tal games.3

In light of the exponential increase 
in the use of digital games, they have 
become commonplace in academic 
settings such as elementary schools, 
middle schools, high schools, and 
postsecondary institutions. According 
to an article published by the Ameri-
can Psychological Association, edu-
cational digital games complement a 
myriad of instructional contexts and 
have the potential to enhance tradi-
tional classroom environments.9 De-
spite needing more research to vali-
date the educational benefits of digital 
games, the use of educational digital 
games has increased in recent years. 

In a study comprising 488 teachers, 
more than 50% of the participants 
used digital games in the classroom.5

Benefits of Educational 
Digital Games
Increasing amounts of scholarship 
have focused on the extent to which 
digital games promote educational 
outcomes. For example, Vanbecelaere 
et al. exploring the impact of edu-
cational digital games on academic 
achievement, demonstrated that edu-
cational digital games could augment 
students’ learning outcomes.12

Viewpoint 
Testing Educational 
Digital Games 
Diversifying usability studies utilizing rapid application development.

DOI:10.1145/3450758 Lamont A. Flowers

http://dx.doi.org/10.1145/3450758


SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     39

viewpoints

V authentic activities that are consistent 
with students’ expectations about the 
learning context.

Almeida found that undergraduate 
students who played an educational 
digital game, in addition to reading 
information about the topic, scored 
higher on a learning assessment than 
students who did not play the educa-
tional digital game.1 A summary of re-
search about the effects of education-
al digital games indicates that when 
games are used to help students learn 
information, the gameplay should 
match classroom-based instruction 
and incorporate assessments of stu-
dent learning.2 Thus, it may be advan-
tageous to align the content, struc-
ture, and goals of educational digital 
games with traditional pedagogical 
practices.2 Moreover, future research 
investigating educational digital 
games should explore the extent to 
which students learn information 
aligned with the game’s instructional 
model. Studies should also analyze 
game’s impact on students’ motiva-
tions to learn information related to 
the game’s subject area.

Usability Study Methods
Usability studies incorporate data 
and theoretical concepts to sup-
port the development and testing of 
software and hardware. Moreover, 
software testers utilize analytical 
frameworks to evaluate software ap-
plications. To promote a seamless 
analysis of educational digital games, 
usability researchers examine aspects 
of games that influence the playabili-
ty of games. Therefore, usability stud-
ies that focus on educational digital 
games should combine model-based 
assessments and human-centered 
evaluation techniques.

Designing Educational 
Digital Games
Engineering pedagogical software 
that students can use to enhance 
learning outcomes has been an on-
going challenge among researchers 
and software engineers. The inherent 
difficulty in designing software to fa-
cilitate educational outcomes is that 
learning styles are divergent among 
students. Also, to further confound 
educational software development is-
sues, research suggests that aligning 

learning styles to instructional con-
tent may not enhance achievement 
outcomes.10 Considering the com-
plexity of designing effective educa-
tional technologies, it is possible that 
while some educational digital games 
may address an element of the course 
content, they may not provide com-
prehensive coverage that matches or 
enhances the course material. In con-
trast, a student may utilize education-
al digital games to obtain an overview 
of a subject, while another student 
may need educational software that 
delineates specific concepts about an 
aspect of the subject.

To design effective educational 
digital games that consider student 
diversity, we may need to design in-
clusive game usability studies. In this 
regard, an article by Jakob Nielsen 
gives credence to the notion that 
game usability studies may be more 
impactful when the findings from a 
diverse array of users comprise the 
player-centered data.8 To achieve this 
goal, extrapolating insights from pre-
viously mentioned ideas, usability 
studies should incorporate research 
participants from underrepresented 
populations. Furthermore, integrat-
ing this data and diverse sampling 
procedures in game evaluation pro-
cesses may also enhance the game’s 
economic impact.

Diversity in Usability Studies
The diversity within the digital game 
industry continues to be problem-
atic, with approximately 65% of the 
respondents from the International 
Game Developers Association’s 2019 
Developer Satisfaction Survey re-
porting that equality is an issue in 
the video game industry.6 Moreover, 
based on 2020 data from the Bureau 
of Labor Statistics, African Ameri-
cans constitute approximately 6.2% 
of software developers, while His-
panics or Latinos comprise 5.9% of 
software developers.11 Additionally, 
national data indicates African Amer-
icans comprise 12% of software qual-
ity assurance analysts and testers, 
while Hispanics or Latinos account 
for 9.2% of software quality assurance 
analysts and testers.11 Given these 
statistics, it is important to consider 
the demographic composition asso-
ciated with usability studies, such as 
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force, it may also be advantageous to 
ensure that more educational digital 
game usability studies incorporate 
participants from underrepresented 
groups. Implementing this approach 
would also involve establishing perfor-
mance measures to monitor how edu-
cational digital games affect learning 
outcomes among a diverse population 
of students. This strategy could also 
integrate the development and utili-
zation of qualitative indicators and 
quantitative metrics that monitor and 
manifest diverse students’ perspec-
tives in digital game usability studies. 
Finally, while this column has focused 
on RAD, it should be noted that addi-
tional software process models may 
also advance diversity within software 
testing environments. 
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the diversity among the individuals 
who design, test, and evaluate educa-
tional digital games.

Rapid Application Development
An effective software process facili-
tates the creation, testing, and optimi-
zation of software via a strategic, mea-
surable, and transparent integration of 
engineering principles. A fundamental 
perspective in rapid application devel-
opment (RAD) is that software devel-
opment will utilize iterative develop-
ment phases to minimize production 
time while pursuing a user-centered 
design philosophy.7 RAD typically in-
corporates processes that involve de-
fining functional requirements, de-
veloping a prototype, evaluating the 
prototype, implementing improve-
ment processes, modifying require-
ments, refining the prototype, adjust-
ing software specifications to align 
with user-centered expectations, and 
producing the software.7 Given its flex-
ibility, a RAD approach may promote 
equity in usability studies and enable 
more underrepresented groups to par-
ticipate in the usability testing phase 
for educational digital games.

Utilizing a software development 
process, such as RAD, which pro-
motes adaptations and modifications 
throughout the educational game 
development life cycle, may enhance 
students’ learning outcomes. In ad-
dition to recruiting more individuals 
from underrepresented racial groups 
and women to enter the software en-
gineering and usability testing work-

The inherent  
difficulty in  
designing software  
to facilitate 
educational 
outcomes is  
that learning  
styles are divergent  
among students.
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tralized, privacy-preserving protocol, 
similar to the one DP3T had developed 
and published.3 The DP3T team worked 
closely with the two companies on the 
implementation and on the SwissCOVID 
app, which was the first COVID-19 trac-
ing app in widespread testing.

Other countries, such as Germany, 
France, and the U.K., and U.S. states, 
such as North Dakota and Wyoming, 
wanted to build their COVID-19 tracing 
apps along different lines. Some pre-
ferred a centralized approach, in which 
a server processes all exposures. Oth-
ers wanted to collect additional infor-
mation, for example, when and where a 
contact occurred.

Apple and Google refused to allow 
any variance in the design of a contact-
tracing app. Their expose-notification 
API did not reveal the received exposure 
keys to an app, which would be neces-
sary to implement a centralized solu-
tion. Also, the API’s license terms pre-
vented apps from collecting physical 
location information. Moreover, the 
companies decreed that each country or 
state would be allowed only one COV-
ID-19 tracing app and that the national or 
state health authority must produce it.

These decisions can be justified as 
measures to protect user privacy. Still, 
in the end, the technical stranglehold 
of these two companies, rather than the 
merits of the arguments, carried the 
day. In the U.S. and most other coun-
tries, COVID-19 tracing apps—but not 
France’s—use the Apple and Google 
framework. Appeals, pressure, and 
threats from sovereign governments 
did not carry sufficient weight to change 
Apple and Google’s decision.

O
N MAY 27, 2020, in the French 
National Assembly, Cédric O,  
the French Secretary of State 
for Digital Economy, forcibly 
expressed his government’s 

frustration with Apple and Google in 
terms more appropriate to a cold war 
confrontation between superpowers. 
He noted that France and the U.K. were 
the two European countries building 
COVID-19 contact-tracing apps with-
out these tech giants’ assistance. These 
countries were also the only two Euro-
pean countries with nuclear weapons, 
the “acme of national sovereignty.”a

The frustration of a modern state, 
unable to respond to the most severe 
public health crisis in a century because 
of two private companies’ decisions, 
should give us all pause. Apple and 
Google have complete and unquestion-
able control over the computer in your 
pocket and are not shy about exercising 
it. It is time to do something about it.

Background
In the midst of the COVID-19 epidemic, 
Apple and Google jointly introduced 
the Exposure Notification framework4,6 
to facilitate the construction of interop-
erable COVID-19 contact tracing appli-
cations for iOS and Android smart-
phones. This framework uses Bluetooth 
Low Energy (BLE) advertising beacons 

a “To date, 22 countries have chosen to develop 
a contact protection solution based on the in-
terface developed by Apple and Google—the 
22 countries do not include France or the U.K., 
which, is it a coincidence, are also the only two 
European countries to have their own nuclear 
deterrent, which is ultimately the acme of na-
tional sovereignty”; https://bit.ly/3B0gBKY

to discover nearby smartphones run-
ning the contact-tracing app, deter-
mine the distance between the phones, 
and estimate potential COVID-19 expo-
sure between phones’ users.

The DP3T group at the Swiss Feder-
al Technical Universities EPFL and ETH 
developed the privacy-preserving proto-
col used in this framework1 and built 
one of the first apps. Along with every-
one else, we needed Apple’s cooperation 
to make these apps run satisfactorily 
on Apple iPhones, which intentionally 
do not expose the functionality neces-
sary to send and receive BLE beacons 
from apps running in the background. 
Some countries, such as Singapore 
and the U.K., tried to work around this 
limitation. The resulting apps re-
quired a phone to remain unlocked 
and rapidly drained its battery. Not 
surprisingly, user acceptance was low.

Under public and private pressure, 
Apple and Google jointly proposed an Ex-
posure Notification protocol enabling  
the construction of COVID-19 tracing 
apps. The companies selected a decen-

Viewpoint 
Whose Smartphone Is It? 
Should two private companies have complete control over the world’s 
cellphones? 
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and arbitrary control over which soft-
ware can run on smartphones will dead-
en innovation. Consumers already have 
an impoverished selection of apps. 
Moreover, the tech giant’s arbitrary pow-
er furthers the competitive advantage of 
China’s vibrant smartphone ecosystem, 
which is flourishing and innovating be-
yond these American companies’ con-
trol—however, under the heavy thumb 
of the Chinese government.

Technical innovation alone will not 
resolve this problem—though im-
provements in security and privacy en-
gineering might help iOS and Android 
achieve the goal (providing a safe 
smartphone user experience) that is 
the rationale for Apple and Google’s 
close control. At the same time, Apple 
and Google employ advanced security 
techniques such as cryptography and 
secure enclaves to control which soft-
ware will run on their phones. To them, 
malware is any software that has not 
gained their stamp of approval. In the 
end, however, it is a political and legal 
question whether two companies, no 
matter what their intent, should have 
the power to decide which software 
runs on a person’s smartphone.

Fortunately, antitrust regulators 
in Europe and the U.S. are starting to 
consider the consequences of allowing 
two private companies complete and 
unquestioned control over the world’s 
smartphones. Hopefully, these inqui-
ries will lead to the realization that con-
centrated control over the computing 
platform in the 21st century is as dan-
gerous to innovation and commerce as 
were the railroad and oil monopolies of 
the 19th and 20th centuries. 
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Discussion
The key issue here is the unprecedent-
ed degree of control that both Apple 
and Google exercise over the software 
that runs on mobile phones, today’s 
dominant computing platform. Half of 
the world’s people own a smartphone, 
with a far higher percentage in devel-
oped countries such as the U.S., China, 
and Europe. For many, their phones are 
the primary computer they use to ac-
cess information, play games, or com-
municate with other people. In 2019, 
in the U.S., an average person spent 
51 minutes connected to the Internet 
from a desktop computer but over four 
times as much on a smartphone.7 Con-
trol of smartphones is control of peo-
ples’ interactions with the world.

Since the early days of Apple’s iPhone, 
and subsequently, Google’s Android 
phones, these two companies have exer-
cised near-total control over the func-
tionality of software written for and dis-
tributed on “their” smartphones. 
Turing’s work in the 1930s showed the 
computers are universal computing de-
vices, capable of executing any comput-
able function. Apple and Google are us-
ing their control of the smartphone 
platforms to subvert this fundamental 
principle, with a foreseeable cost in in-
novation and competitiveness.

Apple and Google exercise control 
at two levels. Smartphones, from the 
beginning, never permitted apps to ac-
cess the underlying physical devices or 
coprocessors in a phone but instead 
provided application programming in-
terfaces (APIs) that tightly constrain 
how a phone can be used. Beyond this, 
Apple limits apps’ distribution to its 
App Store, which imposed stringent 
rules and a strict gatekeeping process 
to control which apps are acceptable.b 
Google allows alternative app stores, 
but its dominant Play Store follows a 
model similar to Apple. Not only are 
some apps difficult or impossible to 
build with the APIs, but even if a cre-
ative software developer finds a way to 
work around the limitations, they 
may find it difficult or impossible to 

b Brad Smith, President of Microsoft, comment-
ed that the App Store presents a higher barrier 
to competition than what Microsoft was ac-
cused in its antitrust prosecution 20 years ago. 
See “Microsoft Says Antitrust Bodies Need to 
Review Apple App Store” Bloomberg (June 18, 
2020); https://bloom.bg/3iaEPcu

distribute their app to consumers.
Both companies argue that their 

practices and restrictions benefit smart-
phone users. The companies claim to 
have improved software security by tak-
ing on the challenging task of scrutiniz-
ing apps in their stores for malware. 
Moreover, the stores offered convenient, 
well-known places to find any app.

At the same time, control of both 
the computing platform and the dis-
tribution of applications give Apple 
and Google unprecedented control 
over what software can and will be 
written, and hence what you can do 
with your smartphone.

Their control became clear in the 
context of the COVID-19 proximity trac-
ing apps developed last spring. It is, 
however, hardly the only such incident. 
At the same time, Apple engaged in a 
public battle with Basecamp about their 
HEY mail reading app to force them to 
route payments through Apple’s App 
Purchase, where it could take a 30% 
commission.2 Similarly, Apple rejected 
game apps from tech giants Microsoft 
and Facebook that violated its rule 
against “arcade” games in its App Store.5

The COVID-19 incident, however, 
should worry us all. COVID-19 apps 
were not the subject of a commercial 
dispute. Many experts agreed that 
these apps could help reduce the 
spread of an epidemic. Despite this, 
Apple and Google told all of the 
world’s governments and public 
health agencies: we know more than 
you about how to control a pandemic, 
and we will not allow you to bring your 
expertise to bear, to collect different 
information, or even to experiment 
with alternative approaches.

Although I would be happy to argue 
that Apple and Google made a wise 
choice in implementing DP3T’s privacy-
preserving protocol, their monopolistic 

Apple and Google 
refused to allow  
any variance in  
the design of a 
contact-tracing app.

https://tcrn.ch/3r60AhK
https://hey.com/apple/
https://bit.ly/3r68WGl
https://bit.ly/3B0UT9t
https://www.apple.com/covid19/contacttracing
https://bit.ly/3wG92FL
mailto:larus@larusstone.org
https://bloom.bg/3iaEPcu
https://reut.rs/3ra85El
https://reut.rs/3ra85El
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for instance, which is best taught by 
ethics scholars. But AI ethics is not the 
science of ethics, but rather shorthand 
for the notion of applying ethical con-
siderations to issues surfaced by AI 
technologies: surveillance, informa-
tion ownership, privacy, emotional ma-
nipulation, agency, autonomous mili-
tary operations, and so forth. As for 
integrating such reflection into an AI 
class, every case I am aware of does so, 
not with sage on a stage lecturing by the 
faculty member regarding Kant, but 
with case studies and small-group dis-
cussions on complex issues, lifting the 
students’ eyes up from the technology 
to considering its possible social rami-
fications. No teacher can set the stage 
for such discussions better than an AI 

T
HIS PA ST YEAR has seen a 
significant blossoming of 
discussions on the ethics of 
AI. In working groups and 
meetings spanning IEEE, 

ACM, U.N. and the World Economic 
Forum as well as a handful of govern-
mental advisory committees, more 
intimate breakout sessions afford an 
opportunity to observe how we, as ro-
botics and AI researchers, commu-
nicate our own relationship to ethics 
within a field teeming with possibili-
ties of both benefit and harm. Unfor-
tunately, many of these opportunities 
fail to realize authentic forward prog-
ress during discussions that repeat 
similar memes. Three common myths 
pervade such discussions, frequently 
stifling any synthesis: education is not 
needed; external regulation is unde-
sirable; and technological optimism 
provides justifiable hope.

Education
The underlying good news is that dis-
course and curricular experimentation 
are now occurring at scales that were 
unmatched in the recent past. World 
Economic Forum working groups, un-
der the leadership of Kay Firth-Butter-
field, have convened a series of expert-
driven policy productions are topics 
including, for instance, the ethical use 
of chatbots in the medical field and in 
the financial sector. The IEEE Global 
Initiative on the Ethics of Autonomous 
and Intelligent Systems, led by John Ha-
vens, continues to make progress on in-

ternational standards regarding the 
ethical application of robotics and AI. 
These are just two of dozens of ongoing 
international efforts. Curricular experi-
ments have also garnered successful 
publication, from single-course pilots2 
to whole-curricular interventions across 
required course sequences.3

Yet despite international policy dis-
course and published curricular suc-
cesses, the vast majority of faculty in 
robotics and AI report, in private dis-
cussion, that they do not feel empow-
ered or prepared to integrate ethics 
into their course materials. The sub-
stance of this hesitation rests on the 
notion that ‘teaching AI ethics’ is like 
teaching ethics itself—lecturing on 
utilitarian and Kantian frameworks, 

Viewpoint 
AI Ethics:  
A Call to Faculty 
Integrating ethics into artificial intelligence  
education and development.

DOI:10.1145/3478516 Illah Reza Nourbakhsh

http://dx.doi.org/10.1145/3478516


44    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2021  |   VOL.  64  |   NO.  9

viewpoints

ethics review programs implemented 
by top corporations to show that, being 
global hubs of innovation, these com-
panies have already invented the best 
ways to self-regulate, eliminating the 
need for oversight. But the existence of 
a few corporate ethics programs does 
not upend the most basic observation of 
all: corporate technologic titans have in-
centives and reward structures that are 
not directly aligned with public good, 
equity, and justice. The misalignment 
of public-private values is a perpetual 
temptation for corporations to veer off 
the ethical course to privilege private in-
terests over public concerns.

Examples abound. Google created 
an ethics board, and included the pres-
ident of the Heritage Foundation. 
When employees noted the inclusion 
of an individual dedicated to denying 
climate change and fighting LGBTQ 
rights, Google dissolved the entire 
ethics board after one week.10 In 2019, 
news organizations also reported that 
Amazon’s Alexa and Google’s Assistant 
both record audio, unbeknownst to 
home occupants, and that employees 
listen to home interactions that any 
reasonable user would presume to be 
private.8 When the story first took hold, 
Apple touted its stronger privacy posi-
tioning, boasting that, in contrast, no 
Apple employees ever listen to Siri.

That was the end of the news cycle, 
until former Apple contractor Thomas 
le Bonniec became a whistleblower and 
described a vast program in which 200 
contractors in County Cork, Ireland, 
were listening to Siri recordings that 
were very private.4 Apple was strictly 
right, employees were not listening in, 
contractors were. The malintent of this 
fib is clear; but the larger lesson is key: 
corporations are beholden to their 
shareholders and to their own set of val-
ues and motives. We cannot expect 
their self-regulation to serve any pur-
pose beyond their own value hierarchy.

We live in a world replete with exam-
ples of misaligned values that facilitate 
unjust outcomes; regulation of corpo-
rate technology innovation by corpora-
tions constructs a value misalignment 
between corporate mission and public 
good. As AI researchers, we derive legiti-
macy through our reasoned opinions 
regarding the arc of future technology 
innovation, including the use of guard 
rails that protect the public good. We 

expert, who can speak concretely about 
face recognition errors, and how such 
mistakes can be inequitably distributed 
across marginalized populations.

In a five-year experiment, I have col-
laborated with a professor in the Col-
lege of Social Sciences at Carnegie Mel-
lon to design and deploy AI and 
Humanity as a freshman course that 
encourages technologies and humani-
ties students alike to develop a gram-
mar for considering and communicat-
ing about the interplay between AI and 
robotics technologies and power rela-
tionships in society. We build a new 
grammar on the backbone of keywords, 
thanks to McCabe and Yanacek’s out-
standing analysis of critical themes, in-
cluding surveillance, network, equality, 
humanity, technology.6,7 College fresh-
man have shown an apt ability to con-
duct critical inquiry, evaluate the ethi-
cal ramifications of technology and 
even construct futuring visions that in-
terrogate our possible trajectories as a 
society (see http://aiandhumanity.org).

Equally important is the question of 
how ethics can be integrated into extant, 
technical coursework throughout a de-
partment. This year, in collaboration 
with Victoria Dean at Carnegie Mellon, 
we revisit the question of curricular inte-
gration by deploying a graduate class 
with the capstone experience of stu-
dents engaging with faculty in the Ro-
botics Institute, studying each course’s 
syllabus, and designing a complete 
ethics module for integration into each 
class. We believe this direct-intervention 
model, with case studies, futuring exer-
cises and keywords at its heart, has the 
potential to affirmatively engage numer-
ous courses and professors across our 
department with a low-barrier pathway 
to in-class ethics conversations. As Bar-
bara Grosz and others have said, the 
ethics conversation should not be a one-
time course, nor a one-time seminar. 
Thinking on societal consequences 
should happen regularly, so it becomes 
an enduring aspect of the design think-
ing around new AI and robotics technol-
ogy research and development.

Regulation
Another common argument stems 
from a strong anti-regulation stance that 
embraces corporations as agents with 
the very best intentions. AI researchers 
in my workshops frequently point to 

For further information 
and to submit your 

manuscript, 
visit csur.acm.org

ACM Computing Surveys 
(CSUR) publishes 
comprehensive, 
readable tutorials and 
survey papers that give 
guided tours through 
the literature and 
explain topics to those 
who seek to learn the 
basics of areas outside 
their specialties. These 
carefully planned and 
presented introductions 
are also an excellent 
way for professionals to 
develop perspectives on, 
and identify trends in, 
complex technologies.
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ACM Computing 
Surveys (CSUR)

http://aiandhumanity.org
https://csur.acm.org


SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     45

viewpoints

Education for all stakeholders is 
imperative for awareness. AI is the 
very definition of a boundary technol-
ogy that is sufficiently alien that ev-
eryone needs scaffolding to make in-
formed decisions; and we cannot pass 
off the duty of care to create broad 
educational interventions to anyone 
else. Rule-making and regulation is 
equally essential. Nothing about his-
torical corporate and governmental 
behavior can rationalize a laissez-faire 
approach when the consequences of 
inaction are so clearly inequitable. 
Finally, the hyperbole of techno-op-
timism needs to end. The public in-
vests our opinions with significant 
credence, and when we state that our 
algorithms will be ethical innately, 
they actually imagine autonomous 
systems with human meta-cognition. 
There is no room for us to promulgate 
such a gap between computational re-
ality and blue-sky wishes, particularly 
when AI is already so consequential 
to our lived experience. Let’s embrace 
strong education, clear-headed regu-
lation, and let’s tone down the hyper-
bole of technological optimism. 
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can best serve both corporations and the 
public, not by arguing that regulation 
stifles innovation—we are all keenly 
aware that poorly designed regulation 
does that. Rather we can innovate by 
helping facilitate the creation of well-
designed regulation, together with poli-
cymakers and industry, that encourages 
the most just AI futures and memorializ-
es corporate transparency for the public.

Technological Optimism
It is one of the greatest ironies of these 
AI workshops when researchers argue 
that they do not feel equipped to opine 
on the ethics of AI in their classes at uni-
versity, yet in the same breath announc-
ing that their AI systems will be ethical 
because they will design autonomous 
technologies to have built-in ethical 
governors. This disconnect arises out 
of a natural bias we have as innovators: 
we have spent entire careers practicing 
how to be technology-optimistic—how 
to imagine a future with inspiring, new 
inventions that we can create. This is 
the attitude we need as salespeople, to 
convince funders to make bets on our 
future work; and yet this optimism does 
a disservice when we use it within our 
institution to imagine that shortcom-
ings in present-day AI systems will be 
resolved simply through innovation.

In the 1990s, the AI field was far re-
moved from social impact because it 
was as impractical as theoretical math-
ematics. Exciting progress, at the very 
best, resulted in publication. That 
world is ancient history now. To say 
that AI, today, is a technical discipline 
is entirely naïve: it is a social, world-
wide experiment. Our tools have teeth 
that cut into the everyday lives of all, 
and this leaves a collection of engi-
neers and scientists in the awkward po-
sition of having far more impact on the 
future than is their due.

In earlier times, our computational 
peers forged Computer Professionals 
for Social Responsibility (CPSR), large-
ly in response to the threat of thermo-
nuclear destruction and other existen-
tial threats arising from the Strategic 
Defense Initiative. Because nuclear de-
struction was palpable, the arc from 
technology to personal responsibility 
was short and well-founded. But today 
our AI technology is not as obviously 
threatening. When misused, AI’s rein-
forcement of bias and power configu-

rations in society can be insidious and 
sub-lethal, like petrochemical industry 
toxins that hurt entire communities, 
not as quickly as bullets, but across 
vastly greater scope and timescales. 
And unintended side effects are not 
limited in potential scope; when AI-led 
political micro-marketing directs the 
outcome of an election, ensuring un-
democratic policy decisions can have 
existential impact on the population.

Yet publicly consumed literature 
ranges dramatically on the issue of 
technology optimism and technology 
realism. The singularity, espoused by 
Kurzweil, suggests a postmodern evo-
lutionary pathway for a new humanity4 

or a pathway to greater equity through 
low-cost robotic production.9 At the 
same time, counter-narratives explain 
the role of ritual surveillance in the 
very creation of the Internet5 as well as 
the ethical ramifications of war-fight-
ing robots.1 We, as public outreach 
specialists need to reference the exist-
ing literature on both sides and add to 
the body of counter-narratives, creat-
ing depth and sharp focus along each 
critical issue where society and AI 
technology meet, from surveillance 
and information ownership to au-
thenticity and democracy.

If you are not concerned about the 
effects of fielded AI systems on de-
mocracy, on stakeholder capitalism, 
on power and bias in society, then you 
are operating on an unfounded level 
of optimism that goes against your 
own scientific nature.

Conclusion
The AI research community cannot sit 
this out. We are a critical expert group 
with sufficient know-how to separate 
authentic issues from hyperbole, to 
distinguish plans of action that can 
actually make a difference from hot 
air. If we do not become part of the 
solution, we will lose our legitimacy as 
well-intentioned visionaries.

The AI research 
community  
cannot sit this out.

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/
ai-ethics 
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THERE IS A new technology on the horizon that will 
forever change the information security and privacy 
industry landscape. Quantum computing, together with 
quantum communication, will have many beneficial 
applications but will also be capable of breaking many 
of today’s most popular cryptographic techniques 
that help ensure data protection—in particular, 
confidentiality and integrity of sensitive information. 
These techniques are ubiquitously embedded in today’s 
digital fabric and implemented by many industries 
such as finance, health care, utilities, and the broader 
information communication technology (ICT) 
community. It is therefore imperative for ICT executives 
to prepare for the transition from quantum-vulnerable 
to quantum-resistant technologies.

This transition will be particularly complex, time-
consuming, and expensive for larger organizations 

with vendor dependencies and/or 
legacy infrastructure. Hence, it is criti-
cal that ICT leaders spend adequate 
time—now, while they have the luxury 
to do so—on planning the transition 
and determining their next steps. Oth-
erwise, they may find their organiza-
tions in a chaotic state, scrambling to 
meet a compliance deadline or to pre-
vent an actual loss of confidentiality or 
integrity of their, their customer’s, or 
their partner’s sensitive information. 
The absence of a well-thought-out plan 
could result in further delays and secu-
rity vulnerabilities. Ultimately, it could 
have drastic implications for their core 
businesses and bottom lines.

The good news is that security sys-
tems not susceptible to quantum attacks 
(that is, those that are quantum-resistant), 
can be implemented using today’s 
classical computers. Organizations 
will not need quantum computers to 
resist attacks by another party’s quan-
tum computer. Several algorithms 
that are mathematically shown to be 
quantum-resistant already exist.

Standardization bodies such as the 
National Institute of Standards and 
Technology (NIST) in the U.S. and the 
European Telecommunications Stan-
dards Institute (ETSI) in Europe have 
been working on the standardiza-
tion of quantum-resistant primitives 
since 2015,12,23 promising a final set of 
alternatives by 2025. In many cases, 
however, these algorithms may not be 
compatible with current hardware or 
software. For example, when existing 
algorithms are hardcoded in a piece 
of hardware, replacing the quantum-
vulnerable algorithm with a quantum-
resistant alternative involves swapping 
out the hardware.

Given the serious nature of the 
threat, the question organizations 
should be asking is how can the process 
of transitioning to quantum-resistant 
systems be accomplished in a timely 
and cost-effective manner, even as the 
solutions have yet to be standardized?

The industry’s challenge is in mi-
grating to compatible hardware plat-
forms and ensuring the software run-
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up is the reason why quantum comput-
ing is a threat to information systems’ 
security and privacy.

Threat to Cybersecurity
Quantum computing’s main poten-
tial threat to information security is 
in cryptography. Cryptography runs 
behind the scenes, out of the user’s 
view, to keep information and commu-
nications secure. Two broad types of 
cryptography exist: symmetric/secret 
key and asymmetric/public key. Under-
standing the difference between the 
two is critical, as quantum computing 
impacts each differently.

Let’s look at an example that il-
lustrates the impact of a scalable 
quantum computer on the security 
of sensitive data. Many of the world’s 
data-security practices rely on the RSA 
(Rivest-Shamir-Adleman) cryptosys-
tem, which uses a product of two large 
prime numbers and assumes it is dif-
ficult for an adversary to factor the re-
sulting product to find the initial prime 
numbers. This is known as an integer 
factorization problem (IFP), the intrac-
tability of which is a cornerstone in en-
suring online security.

There is a good reason for this: If 
you choose the numbers carefully, fac-
toring the resulting large product is in-
deed very difficult. A classical 2.2GHz 
Opteron CPU (a standard benchmark) 
would take about 10145 years to factor 
a 1,024-bit number, or about 7.25 x 
10135 times the age of the universe. If a 
quantum computer is developed that 
can execute 100 million instructions 
per second (not unheard of in a desk-
top computer today), it could factor 
that number in a matter of seconds.26 
The main alternative cryptographic 
system—elliptic curve cryptography 
(ECC)—is not spared either. Although 
it is based on a different mathematical 
problem—namely, the discrete loga-
rithm problem (DLP)—it too can be ef-
ficiently broken by a scalable quantum 
computer. At this point, the question 
isn’t about whether quantum comput-
ers break today’s encryption standards 
but when will they reach the perfor-
mance level to do so.

This presents a significant challenge 
because the standardized RSA and ECC 
cryptosystems serve as the foundation 
of many of the cybersecurity tools and 
techniques that protect the world’s 

ning on those platforms is upgraded to 
use quantum-resistant protocols. De-
pending on the needs of an organiza-
tion and its approach to cryptography 
management, modifications to digi-
tal information security systems can 
range from relatively straightforward, 
quick, and inexpensive; to massively 
complex, drawn-out, and costly. The 
transition to a quantum-resistant state 
is no exception.

Competing quantum-resistant pro-
posals are currently going through 
academic due diligence and scrutiny 
by industry leaders. Until the newly 
minted quantum-resistant standards 
are finalized, ICT leaders should do 
their best to plan for a smooth transi-
tion. This article provides a series of 
recommendations for these decision-
makers, including what they need to 
know and do today. It will help them 
in devising an effective quantum tran-
sition plan with a holistic lens that 
considers the affected assets in people, 
process, and technology. To do so, the 
decision-makers first must compre-
hend the nature of quantum comput-
ing in order to grasp the impact of the 
impending quantum threat and appre-
ciate its magnitude.

Quantum Computing
A quantum computer uses qubits 
(quantum bits), as opposed to classi-
cal bits, to process information. Qubits 
are two-state quantum systems. While 
a classical bit can be either a one or a 
zero, a qubit can be in any quantum su-
perposition of zero and one. Measuring 
the state of a qubit causes it to collapse 
into one of the two states. With clas-
sical computing, four bits can have 24 
(16) possible states but can be in only 
one state at a time. Superposition al-
lows quantum computing to process 
all 24 possible states with four qubits at 
the same time.

Indeed, superposition paves the 
way for massive parallelization when 
searching for an answer to an equa-
tion. As the number of qubits scale, so 
do the number of states, but with an 
exponential rate. For example, with 30 
qubits, you can represent and process 
more than a billion values at once. The 
use of qubits in a superposition state 
allows quantum computers to solve 
some problems significantly faster 
than classical computers. This speed-

As quantum 
computers  
are developed  
at a rapid pace,  
and with early 
models already  
on the market,  
the overall 
perception of  
the ICT community 
toward a quantum 
reality is  
slowly changing.
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economy. The advent of the age of 
quantum computers will be massively 
disruptive. It is safe to assume that in 
the next decade or two, malicious ac-
tors (individuals or organizations) will 
be able to circumvent today’s common-
ly used and trusted means of securing 
confidential information.

Organizations should be asking 
themselves now to what extent this will 
impact them and what they need to do 
to mitigate the risk.

It is not unreasonable for organiza-
tions to wonder why they should worry 
about the quantum threat if it is many 
years away. This is partially warranted. 
It is true that attackers cannot truly 
attack today’s cybersecurity ecosys-
tem until they have a scalable quan-
tum computer, but their awareness of 
the inevitable availability of scalable 
quantum computers in the future may 
incentivize data harvesting breach at-
tacks in the present. Furthermore, 
even if the threat is not imminent, ma-
jor security changes, especially those 
that involve asymmetric cryptography, 
will take time to implement.5 Careful 
analysis, planning, and action need to 
be performed immediately.

When planning a response strategy, 
security professionals need to be con-
cerned about two forms of attacks: real 
time and harvest-then-decrypt.29

Real-time attacks occur when a 
quantum computer is in the hands 
of an adversary. As mentioned, asym-
metric cryptography relying on IFP 
or DLP is catastrophically vulnerable 
to a scalable quantum computer at-
tack. Symmetric cryptography is vul-
nerable, at least with its current key 
sizes, for slightly different reasons. 
Organizations or individuals whose 
communications, transactions, and 
authentications are still using current 
asymmetric or symmetric algorithms 
could be attacked when a scalable 
quantum computer is realized.12 These 
real-time attacks are not currently pos-
sible, because a scaled-quantum com-
puter is not yet available.

The harvest-then-decrypt attack 
happens when an adversary captures 
and stores encrypted data and sits on 
it until a quantum computer becomes 
available to provide a means for de-
cryption.29 Depending on the sensi-
tivity or the shelf life of the data, this 
type of attack can be a serious current 

threat. Malicious actors could harvest 
encrypted data today, put it aside for a 
few years, and wait for the availability 
of an affordable quantum computer so 
they can decrypt that data. Considering 
the many well-publicized large-scale 
security breaches of companies such as 
Yahoo in 2013 and 2014, Marriott Star-
wood Hotels in 2018, and Capital One 
in 2019, this threat is very real. (Note 
that in 2019 alone, four billion records 
were breached.27) In the meantime, a 
constant game of cat and mouse is be-
ing played out between the attackers 
who seek to cause harm and the secu-
rity professionals who are tasked with 
stopping them.

Impact on Symmetric Cryptography
Symmetric-key cryptography uses a se-
cret key shared between two users. Par-
ty A can encrypt the data using the se-
cret key and send the result to Party B, 
who uses the same key to decrypt and 
read the data. The secure exchange 
of the secret key between users, also 
known as key management, forms the 
security basis for symmetric cryptogra-
phy. The vulnerability of this system is 
twofold: the need to transmit the key 
introduces the possibility that the key 
can be intercepted in transmission, 
and that quantum computers can use 
Grover’s algorithm16 to improve the 
efficiency of a brute-force attack.

A secret key is generated using a 
source of randomness and is of a pre-
determined size. Thus, because of the 
creation process, and since there is 
only one key, there is no mathemati-
cal relationship to crack. The only two 
ways to attack symmetric algorithms 
are cryptanalysis and brute force. A 
brute-force attack involves trying every 
possible key to decrypt the ciphertext 
and obtain the plaintext. On average, 
an attacker would have to try half of all 
possible keys to obtain the correct one. 
Therefore, a secret key with enough en-
tropy and length can sufficiently pro-
tect encrypted information. Grover’s 
algorithm, however, can make use of 
superposition of qubits to speed up the 
brute-force attack by roughly a quadrat-
ic factor (that is, proportional to the 
square of the speed in which classical 
computing can make a brute-force at-
tack on the keyspace6,22). This reduces 
the strength of symmetric algorithms 
by approximately 50 %. For example, 

256-bit Advanced Encryption Standard 
(AES 256) would be able to provide only 
128-bit security.29

Fortunately, doubling the sym-
metric key sizes, when the algorithm 
specification can accommodate it, al-
lows this form of cryptography to re-
main safe.12 Doubling the key size is 
not a trivial task, however. It is reason-
ably straightforward when the cryp-
tography is implemented in software 
because an update may allow for an 
efficient key-size change. But in situ-
ations where the cryptography is im-
plemented in hardware, changing the 
size is more challenging and expen-
sive. For example, some types of rout-
ers and all hardware security modules 
(HSMs) will need to be replaced with 
hardware capable of accommodating 
larger key sizes. Depending on the size 
of the organization and the extent of 
its symmetric cryptography use, this 
could be an extremely time-consum-
ing and costly undertaking. Regard-
less, it will be a massive industry-wide 
transition, especially from a change 
management perspective.

Impact on Asymmetric Cryptography
Asymmetric cryptography uses two 
keys: public (anyone can see it) and 
private (only authorized people can 
see it). The two keys are mathemati-
cally bound, which forms the basis of 
asymmetric cryptography’s security. 
One of several computationally dif-
ficult mathematical problems can be 
used to bind the two keys and act as 
the basis for security. IFP and DLP are 
two of the more commonly used prob-
lems. Integer factorization derives its 
security from the difficulty of factoring 
the product of two large prime num-
bers. Discrete logarithms involve find-
ing an unknown integer K, from g=bK, 
where g and b are known elements with 
certain mathematical attributes.

Other mathematical problems have 
been proposed as ways to bind the pub-
lic and private pair, resulting in a variety 
of different asymmetric cryptosystems. 
Among all such cryptosystems, RSA 
(based on IFP) and ECC (based on DLP) 
have been standardized and are widely 
used. Indeed, they strike a nice balance 
between simplicity, efficiency, and se-
curity—that is, until now. When the 
underlying computationally difficult 
problems can be efficiently solved by a 
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the Internet, email, virtual private net-
works, and the Internet of things (IoT), 
making the quantum threat very seri-
ous and potentially broadly impactful. 
If the vulnerabilities of asymmetric 
cryptography were all to occur at the 
same time, they could lead to the dete-
rioration of the security fabric that pro-
tects the digital society.

No matter how much the size of the 
initial parameters is increased, result-
ing in a larger key, the mathematical 
problems that asymmetric cryptosys-
tems rely on can be solved in polynomial 
time on a scalable quantum computer. 
Hence, standardized and widely used 
asymmetric cryptographic systems will 
be severely impacted by a sufficiently 
capable quantum computer.

Understanding Terminology
Quantum information computing and 
cybersecurity mitigation against it are 
being researched heavily in academia 
and industry. With so much research 
and development, varying approaches, 
and the inherent complexity of the top-
ic, different terminologies are used to 
describe different aspects of these relat-
ed fields. As the language of the vendors 
is added on top of this, the various ter-
minologies inevitably get muddled. So 
before proceeding, it is useful to clarify 
some of the often-used terminology.

Quantum cryptography leverages the 
properties of quantum mechanics, as 
opposed to mathematics, to carry out 
cryptographic objectives such as key 
distribution. Quantum key distribu-
tion (QKD) is a method of transmitting 
a secret key over distance. It allows two 
parties to produce a shared random se-
cret key known only to them, which can 
then be used to encrypt and decrypt 
messages and cannot be intercepted 
without the parties noticing, nor can it 
be reproduced by a third party. It is an 
information-theoretically secure solu-
tion to the key-management problem, 
which means its security is not based 
on any computational hardness as-
sumption. It is the use of a quantum 
technology, and the need for physical 
infrastructure capable of transmitting 
quantum states, that gives rise to the 
label of quantum cryptography (which 
is not the focus of this article).

Post-quantum cryptography, also 
known as quantum-resistant or quan-
tum-safe cryptography, is a subset of 

scalable quantum computer, an attack-
er can go back in time and decrypt al-
ready harvested encrypted data through 
the application of Shor’s algorithm.30 
This algorithm takes advantage of the 
fact that with enough qubits in superpo-
sition, a quantum computer can simul-
taneously examine countless combina-
tions of zeros and ones in parallel and, 
as research has demonstrated, solve the 
computationally difficult mathemati-
cal problems that form the basis of the 
public-key algorithm’s security.

The number of combinations that 
can be explored simultaneously is 
dependent on the number of qubits 

available to a quantum computer. With 
enough qubits, a quantum computer 
can quickly reverse calculate the com-
putationally difficult problem and ob-
tain the private key.12 In other words, 
the private key can be recovered from 
the public key, and the information be-
ing secured can be decrypted.

Other algorithms that are similarly 
vulnerable to quantum-enabled at-
tacks include the Digital Signature 
Algorithm, Diffie-Hellman, Elliptic-
Curve Diffie-Hellman, and Elliptic-
Curve Digital Signature Algorithm.12 
Together with RSA and ECC, these 
algorithms are staples of security for 

Determine transition path. Large and complex organizations tend to rely on established 
legislation and industry standards to inform their decisions in adopting, maintaining, 
and sunsetting technology. These decisions are typically part of a 5- to 10-year planning 
and capital expense budget cycle.12 At the same time, there is a good chance that 
commercial-scale quantum technology will become part of mainstream computing 
during the next 5–10 years.34 As such, some of these organizations are already late in 
starting to plan for the transition to “quantum readiness,” and will be left scrambling to 
protect what data they can before time runs out.22 Having allocated appropriate resources, 
performed a risk assessment, and determined which systems may be at risk of quantum 
attacks in the future, organizations reach a critical decision point as follows:

˲ Wait for standardization. In some cases, organizations may choose not to act 
until standardization bodies announce formal recommendations for quantum-resistant 
security, estimated to be available from NIST by 2024. This could be an appropriate 
business strategy decision for ICT managers when their organization’s confidential 
information is perceived to be of very low value to malicious attackers, has a very short 
shelf life, or is transient in nature. It may also be reasonable when they rely primarily or 
exclusively on external vendors for security and are confident those vendors will transition 
to quantum-resistant security quickly.

˲ Invest in crypto-agility. Crypto-agility is the ease with which an organization is able 
to implement cryptographic changes. Where significant risk is present, and strategic 
mandate permits, organizations should invest in crypto-agility. This step is not unique 
to the threat of quantum attacks, but it is a prerequisite to reacting effectively once 
standards have been finalized. 

˲ Establish and maintain a quantum-resistance roadmap. Before the certification of 
quantum-resistance standards, the projected timelines for an attack-capable quantum 
computer will be refined, as will the options for mitigating the risk. Organizations should 
establish a roadmap that tracks these developments as they pertain to their own specific 
context, and they should maintain it for the coming years until quantum-resistant 
security has been standardized, adopted, and implemented. 

˲ Implement hybrid cryptography. For organizations with high-risk, sufficient 
resources, and end-to-end control over their cryptographic ecosystems, overlaying 
a quantum-resistant security layer on top of existing pre-quantum security can be 
advantageous. It retains the standardized and mandated level of mitigation against 
attacks by today’s classical computers, while mitigating the risk of harvest-then-decrypt 
attacks. Despite the additional cost, some organizations will have sufficient incentive and 
resources to pursue a hybrid strategy. 

Remediation projects. Regardless of which alternative is chosen, once the standards 
are published, organizations should move quickly to implement them in accordance with 
the ensuing compliance mandates. Organizations that adopt the wait-and-see approach 
(Scenario A) will need to research their path to quantum resistance based on their respective 
position at that time. Organizations that maintain a roadmap but do not implement a 
hybrid solution (Scenario B) will execute their roadmap. Those that implement a hybrid 
solution (Scenario C) will simply need to make (relatively minor) adjustments to what they 
already have in place. All organizations will also need to determine the deprecation path 
for their pre-quantum cryptographic implementations (for example, RSA and ECC), as will 
likely be mandated in the standardization body recommendations.

Planning for  
Quantum Readiness
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classical cryptography which can be 
deployed on existing classical devices 
and are currently believed to be safe 
against the threat of a scalable quan-
tum computer.

Quantum computers are not good 
at efficiently solving every kind of 
mathematical problem. In fact, there 
are some encryption schemes that 
can be run on classical devices and is 
based on mathematical techniques 
that are quantum-resistant. The bene-
fit of quantum-resistant cryptography 
is that it does not require a new physi-
cal infrastructure to deploy. The dis-
advantage is that it still relies on com-
putational security (a hard-to-solve 
mathematical problem).

Cryptographers have been propos-
ing such cryptosystems since as early as 
1978 when the McEliece cryptosystem 
was developed at NASA’s Jet Propulsion 
Laboratory.20 The reason these quan-
tum-resistant cryptosystems have not 
as yet been adopted is that standardized 
non-quantum-resistant cryptosystems 
were simpler, less resource intensive 
(and thus less expensive to implement), 
and “good enough.” So there seemed to 
be no need for the quantum-resistant 
systems which, after all, only protect-
ed against a theoretical future threat. 
These systems were viewed more as 
theoretical contributions within the 
cryptographic community.

Moreover, such cryptosystems were 
not as closely examined as current 
widely used systems and they were not 
standardized—yet. As part of any stan-
dardization process, the algorithms 
typically go through years of due dili-
gence and scrutiny conducted by aca-
demics and standardization bodies 
such as NIST and ETSI. Anticipating 
that quantum development was accel-
erating, NIST announced a competi-
tion in 2015 for proposals for standards 
candidates for its quantum-resistant 
algorithm transition. It plans to evalu-
ate the proposals through 2021 or 2022 
and then formalize those selected into 
draft standards by 2024.23

Quantum Development
Many organizations are working to-
ward developing scalable “universal 
gate” quantum computers (or simply 
universal quantum computers), includ-
ing the Institute for Quantum Comput-
ing (IQC) at the University of Waterloo, 

QuTech at the University of Delft, the 
Yale Quantum Institute at Yale Uni-
versity, the Centre for Quantum Tech-
nologies in Singapore, and the Joint 
Quantum Institute in Maryland. Well-
known companies such as Microsoft, 
Intel, IBM, and Google are in the race 
for quantum supremacy as well.8 There 
are some companies, such as D-Wave,11 
which build systems with thousands of 
qbits but use quantum annealing as op-
posed to universal gate architectures. 
These systems are very good at finding 
“good enough” or “local minima” solu-
tions but not specific solutions. Quan-
tum annealing computers cannot effi-
ciently run Shor’s algorithm and thus do 
not represent the same threat to cryptog-
raphy that the universal quantum gate 
computers do. Predictions about when 
one of these organizations will produce 
a quantum computer capable of break-
ing much of the world’s encryption vary 
greatly, but most estimates range be-
tween 6 and 11 years with a non-negligi-
ble success probability.22

An important measure of quantum 
computing development is its abil-
ity to execute Shor’s algorithm or per-
form a Grover’s search. This depends 
on the number of qubits, among other 
factors. The current estimates of the 
number of qubits in a universal quan-
tum computer needed to break RSA 
2048 (asymmetric cryptography) and 
AES 256 (symmetric cryptography) are 
4,098 and 6,681, respectively.15,28 This 
number depends on several factors, 
such as the efficiency of fault-tolerant 
error-correcting codes, physical error 
models, error degrees of the physical 
quantum computer, optimizations in 
quantum factoring, and the efficiency 
of factoring algorithms into quantum 
gates.22 The number of qubits that pre-

dominant companies have been able 
to use is summarized in Figure 1.

At first glance, it may seem that a scal-
able quantum computer is still a long 
way off and, if history is a guide, current 
estimates of when a quantum computer 
at scale will be available may be overly 
optimistic (or pessimistic from a cryp-
tography point of view). In 2009, Cisco 
predicted that the first commercial 
quantum computer would be available 
by mid-2020.13 In 2016, other experts 
predicted a quantum computer within a 
decade.3 Over the years, much has been 
learned and significant improvements 
have been made, which may make more 
recent estimations likely more realistic. 
Mosca estimates a 20% chance of a uni-
versal quantum computer, with the abil-
ity to break RSA 2048, within 10 years.22 
Mosca also states that “the likelihood of 
a scaled quantum computer in the next 
20 years is an order of magnitude higher 
than it was 10 years ago.” With the in-
creased global interest in quantum com-
puting and increased resources dedicat-
ed to its development, these estimates 
may need to be revisited.

Strategic Implications  
of Quantum-Resistant Security
The nature and capabilities of quan-
tum computing and the complexities 
and trade-offs of quantum-resistant 
primitives are well-documented in 
the physics, computer science, and 
engineering literature. This body of 
knowledge is kept current by several 
established research labs as quantum 
computing and quantum-resistant 
technologies advance. A large gap ex-
ists, however, between the theoretical 
and technical understanding of these 
technologies on the one hand and 
practical implications for businesses 

Figure 1. Qubit count by company.

Company # of Qubits Notes

Google 53–72 Sycamore (Universal 54 qubit non-linear superconducting resonator); 
Bristlecone (Universal 72 qubit superconducting)

IBM 53 IBM Q-system53 (Universal 53 qubit superconducting). Announced plans 
for 127 qubits in 2021, 433 qubits in 2022, and 1000 qubits in 2023.

Intel 49 TangleLake (Universal 49 qubit superconducting universal test chip)

Rigetti 28 Aspen-7 (Universal 28 qubit superconducting)

Xanadu 24 X24 (Universal 24 qubit photonics)

D-Wave 5000 D-Wave Advantage (Annealing 5000 qubit superconducting).  
Designed for optimization problems.  Not a threat to cryptography.
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algorithms and the families of quan-
tum-resistant primitives.10

More recently, targeted vendor ar-
ticles have been written for trade web-
sites.22,33 These cover the issue in more 
practical terms but do not consider 
variances among industries in terms 
of their information security require-
ments or cryptography management 
structures. Notably, only one example 
could be found involving a survey of 
ICT managers, and this was in a non-
academic article in an online cyberse-
curity magazine.25

While there is more awareness of the 
potential threat of quantum comput-
ing, this progress may not be enough. 
As a quantum reality gets closer and 
closer, the available time in which 
currently standardized cryptographic 
primitives can be relied upon is getting 
narrower and narrower. Organizations 
must get to work and move on to the 
next step. There needs to be more trac-
tion in response to calls for devising 
a plan ahead of the massive industry-
wide adoption from quantum-vulnera-
ble to quantum-resistant technologies.

ICT leaders must devise concrete 
plans and dedicate adequate resourc-
es in their 5- to 10-year budget alloca-
tions. To do this, they need to fully 
understand the threat to valuable in-
formation assets and the related busi-
ness implications.

Recommendations
Organizations in large, regulated sec-
tors tend to be more aware of the threat 
of quantum attacks and their impli-
cations than their counterparts in 
smaller and unregulated sectors. Even 
among those aware of the threat, few 
are planning for mitigation steps in 
advance of formal recommendations 
from the standardization bodies. Most 
organizations do not have the in-house 
expertise needed to know what to do 
or when to do it. This can pose a sig-
nificant threat to those industries han-
dling sensitive data with a long expiry 
date, such as Social Security numbers 
and financial or health records.

The recommendations provided 
here, illustrated in Figure 2, focus on 
the process by which organizations can 
effectively assess and mitigate their 
exposure to quantum attacks. These 
recommendations are based on the ex-
isting literature, combined with empiri-

on the other hand. These businesses 
will need to spend time and money to 
study the problem and adopt new tech-
nology to protect themselves.

As quantum computers are developed 
at a rapid pace, and with early models al-
ready on the market, the overall percep-
tion of the ICT community toward a quan-
tum reality is slowly changing. Awareness 
of the issue has dramatically improved 
thanks in large part to the efforts of 
NIST10 and ETSI,1 organizations provid-
ing quantum and quantum-resistant so-
lutions, not-for-profit groups,14,17,32 and 
most importantly, recent academic 
work that bridges the technical and 
managerial aspects of the quantum 
threat and its implications.19

There are some keystone works, 
such as the books by Bernstein et al.4 
and Yan,35 a white paper by Accenture 
Labs,24 as well as the article by Mosca 
that examines the issue comprehen-
sively.22 These works succinctly ex-
plain which types of cryptographic al-
gorithms are susceptible to quantum 
attacks and why, and they provide pos-
sible solutions that existed at the time 
of publication. While academic and 
standardization bodies such as NIST 
and ETSI have been considering the 
steps that organizations should take 
against the threat of quantum computers 

to cryptography for many years, the is-
sue did not gain popular media, and 
presumably public, attention until the 
National Security Agency began issuing 
warnings in mid-2015.10,12 This was also 
around the time when news of the first 
functioning quantum computers, pro-
duced by D-Wave Systems and vetted 
by Google and NASA, first showed up in 
popular media.31

Around the same time, the litera-
ture—both academic and popular—be-
gan to suggest business implications 
for organizations needing to imple-
ment quantum-resistant security mea-
sures. Some of the literature, and relat-
ed research and experimentation, was 
measured and pragmatic, while some 
was more sensational.9,18,32 Google an-
nounced in mid-2016 it was experi-
menting with quantum-resistant se-
curity in its Chrome browser using the 
algorithm code-named “New Hope.”7 
The company stated that this was not 
intended to be a new standard; rather, 
it was explicitly an experiment. Around 
the same time, Microsoft made the 
“LatticeCrypto” library, which develop-
ers can use to experiment with quan-
tum-resistant key exchange.21 The NIST 
Report on Post-Quantum Cryptography 
in April 2016 identified the impact of 
quantum computing on cryptographic 

Figure 2. Quantum readiness roadmap.
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cal information gathered by an investi-
gative study in which 23 ICT managers 
were asked about their companies’ level 
of quantum threat awareness and plans 
for the transition to quantum resis-
tance. The range of business scenarios 
is far broader than the current literature 
indicates, and the flexible recommen-
dations presented here are intended to 
be more relevant to business managers 
than those previously proposed.

The steps detailed here are intended 
to aid technology executives and be ap-
plicable to organizations of various sizes 
and regulatory structures, and with di-
verse information security needs rang-
ing from minimal to highly complex and 
integrated. By following these recom-
mendations, business and technology 
managers can effectively size the risk 
of this threat to their respective organi-
zation, and then establish and execute 
the appropriate mitigation strategies 
(Scenarios A-C, described in the sidebar 
“Planning for Quantum Readiness”).

In all cases, establishing/empower-
ing a governance model and body is a 
prerequisite to following these recom-
mendations. The next step is to con-
duct a thorough quantum risk assess-
ment that determines the scope of the 
risk to the organization, its potential 
magnitude, and the likelihood of a sys-
tem being compromised. The output 
of this assessment is specific to each 
organization and largely depends on 
the sensitivity of its assets and its cur-
rent approach to safeguarding them.

The next common step is to assess 
the organization’s current crypto-
graphic footprint to establish which 
cryptographic methods are being used 
and exactly where (software, hardware, 
or network) they are being employed. 
Where quantum vulnerabilities are 
found, quantum-resistant alternatives 
should be selected and implemented 
at the appropriate time (Scenarios 
A-C), based on technical and organiza-
tional requirements and feasibility. By 
taking the appropriate recommended 
steps, technology managers can en-
sure that they are effectively minimiz-
ing the threat of quantum attacks on 
their respective organization.

Acknowledgments
This research was funded, in part, 
through a generous contribution from 
The Burnie Group, a Toronto-based 

management consulting firm with 
extensive practical experience roll-
ing out large-scale technology trans-
formations, and the Natural Sciences 
and Engineering Research Council 
of Canada (NSERC) under Engage 
Grant (EGP 543598 – 19, PI: Atefeh 
Mashatan). The authors would like 
to acknowledge the efforts of Robert 
Fullerton and Ryan Kennedy for their 
assistance in conducting the prelimi-
nary stages of this research. 

References
1. Alléaume, R., et al. Implementation security of 

quantum cryptography: introduction, challenges, 
solutions. ETSI White Paper No. 27. European 
Telecommunications Standards Institute, 2018; 
https://www.etsi.org/images/files/ETSIWhitePapers/
etsi_wp27_qkd_imp_sec_FINAL.pdf.

2. Barker, W., Polk, W., Souppaya, M. Getting ready for 
post-quantum cryptography: explore challenges 
associated with adoption and use of post-quantum 
cryptographic algorithms. Cybersecurity White Paper. 
U.S. Department of Commerce, National Institute of 
Standards and Technology, 2020; https://nvlpubs.nist.
gov/nistpubs/CSWP/NIST.CSWP.05262020-draft.pdf

3. Bauer, B., Wecker, D., Millis, A., Hastings, B., Troyer, 
M. Hybrid quantum-classical approach to correlated 
materials. Physical Review X 6, 3 (2016); https://
journals.aps.org/prx/pdf/10.1103/PhysRevX.6.031045.

4. Bernstein, D.J. Introduction to post-quantum 
cryptography. In Proceedings of the 2009 Post-
Quantum Cryptography. D.J. Bernstein, J. Buchmann, 
and E. Dahmen, Eds. Springer 1–14.

5. Bindel, N., Herath, U., McKague, M., Stebila, D. 
Transitioning to a quantum-resistant public-key 
infrastructure. In Proceedings of 2017 Post-
Quantum Cryptography. T. Lange and T. Takagi, Eds. 
Springer, 2017, 384–405; https://link.springer.com/
chapter/10.1007/978-3-319-59879-6_22.

6. Boyer, M., Brassard, G., Hoeyer, P., Tapp, A. Tight 
bounds on quantum searching. Fortschritte der Physik 
46, 4–5 (1998), 493–505; https://arxiv.org/abs/quant-
ph/9605034.

7. Braithwaite, M. 2016. Experimenting with post-
quantum cryptography. Google Security Blog; https://
security.googleblog.com/2016/07/experimenting-with-
post-quantum.html.

8. Buchmann, J., Lauter, K., Mosca, M. Postquantum 
cryptography, part 2. IEEE Security & Privacy 
16, 5 (2018), 12–13; https://ieeexplore.ieee.org/
document/8490197.

9. Campagna, M. et al. Quantum-safe cryptography 
and security. ETSI White Paper No. 8, 2018; https://
www.etsi.org/images/files/ETSIWhitePapers/
QuantumSafeWhitepaper.pdf.

10. Chen, L., Jordan, S., Liu, Y.K., Moody, D., Peralta, R., 
Perlner, R., Smith-Tone, D. Report on post-quantum 
cryptography. U.S. Department of Commerce, National 
Institute of Standards and Technology, 2016; https://
nvlpubs.nist.gov/nistpubs/ir/2016/NIST.IR.8105.pdf.

11. D-Wave. Processing with D-Wave; https://www.
dwavesys.com/.

12. European Telecommunications Standards Institute. 
Quantum-safe cryptography and security, 2015; 
https://www.etsi.org/images/files/ETSIWhitePapers/
QuantumSafeWhitepaper.pdf. 

13. Evans, D. Top 25 technology predictions. CISCO 
Internet Business Solutions Group, 2009; https://
www.cisco.com/c/dam/en_us/about/ac79/docs/
Top_25_Predictions_121409rev.pdf.

14. evolutionQ; https://evolutionq.com/news.html.
15. Grassl, M., Langenberg, B., Roetteler, M., Steinwandt, R. 

Applying Grover’s algorithm to AES: quantum resource 
estimates, 2015; https://arxiv.org/abs/1512.04965.

16. Grover, L. A fast quantum mechanical algorithm for 
database search. In Proceedings of the 28th Annual 
ACM Symp. Theory of Computing, 1996, 212–219; 
https://dl.acm.org/doi/10.1145/237814.237866.

17. Isara. Isara’s quantum-safe readiness program for 
enterprise; https://www.isara.com/services/quantum-
readiness-enterprise.html.

18. Majot, A., Yampolskiy, R. Global catastrophic 

risk and security implications of quantum 
computers. Futures 72, (2016), 17–26; https://
www.sciencedirect.com/science/article/abs/pii/
S0016328715000294?via%3Dihub.

19. Mashatan, A., Turetken, O. Preparing for the information 
security threat from quantum computers. MIS Q. 
Executive 19, 2 (2020); https://aisel.aisnet.org/misqe/
vol19/iss2/7.

20. McEliece, R. A public-key cryptosystem based on 
algebraic coding theory. DSN (Deep Space Network) 
Progress Report, 1978, 42–44; https://tmo.jpl.nasa.
gov/progress_report2/42-44/44N.PDF.

21. Microsoft. Lattice cryptography library. Microsoft, 
2016; https://www.microsoft.com/en-us/research/
project/lattice-cryptography-library/.

22. Mosca, M. Cybersecurity in an era with quantum 
computers: will we be ready? IEEE Security & Privacy 
16, 5 (2018), 38–41; https://www.computer.org/csdl/
magazine/sp/2018/05/msp2018050038/17D45W9KVFr.

23. National Institute of Standards and Technology. Post-
quantum cryptography round 3 finalists: public-key 
encryption and key-establishment algorithms. NIST, 
2020; https://csrc.nist.gov/Projects/post-quantum-
cryptography/round-3-submissions.

24. O’Connor, L., Dukatz, C., DiValentin, L., Farhady, N. 
Cryptography in a post-quantum world: Preparing 
intelligent enterprises now for a secure future. 
Accenture Labs, 2018; https://www.accenture.
com/_acnmedia/pdf-87/accenture-809668-quantum-
cryptography-whitepaper-v05.pdf.

25. Olenick, D. Quantum leap? SC Magazine 26, 12 
(2015), 16–17; https://www.scmagazine.com/home/
security-news/quantum-leap-the-impact-of-quantum-
computing-on-encryption/.

26. Phillips, T. The mathematics behind quantum 
computing. https://www.math.stonybrook.edu/~tony/
whatsnew/may07/quantumI.html

27. Rafter, D. 2019 data breaches: 4 billion records breached 
so far. Norton; https://us.norton.com/internetsecurity-
emerging-threats-2019-data-breaches.html.

28. Roetteler, M., Naehrig, M., Svore, K. M., Lauter, K. 
Quantum resource estimates for computing elliptic 
curve discrete logarithms, 2017; https://arxiv.org/
abs/1706.06752.

29. Schanck, J., Whyte, W., Zhang, Z. Criteria for selection of 
public-key cryptographic algorithms for quantum-safe 
hybrid cryptography. Internet draft. IETF, 2016; https://
tools.ietf.org/html/draft-whyte-select-pkc-qsh-02.

30. Shor, P. Polynomial-time algorithms for prime 
factorization and discrete logarithms on a quantum 
computer. SIAM J. Computing 26, 5 (1997), 
1484-1509; https://epubs.siam.org/doi/10.1137/
S0097539795293172.

31. Simonite, T. Google says it has proved its controversial 
quantum computer really works. MIT Technology 
Rev., 2015; https://www.technologyreview.
com/s/544276/google-says-it-has-proved-its-
controversial-quantum-computer-really-works/.

32. Soukharev, V. InfoSec Global’s roadmap to migrate 
to NIST’s new standards. InfoSec Global, 2020; 
https://www.infosecglobal.com/post/infosec-globals-
roadmap-to-migrate-to-nists-new-standards.

33. Totzke, S. Top five questions about using quantum-
safe security in financial transactions. FinTech Futures, 
2017; https://www.fintechfutures.com/2017/07/top-
five-questions-about-using-quantum-safe-security-in-
financial-transactions.

34. Wallden, P., Kashefi, E. Cyber security in the quantum 
era. Commun. ACM 62, 4 (Apr. 2019), 120; https://
cacm.acm.org/magazines/2019/4/235578-cyber-
security-in-the-quantum-era/fulltext.

35. Yan, S.Y. Quantum-resistant cryptosystems. In 
Quantum Attacks on Public-Key Cryptosystems, 
189–203. Springer, Boston, 2013; https://doi.
org/10.1007/978-1-4419-7722-9_5.

Atefeh Mashatan is an associate professor at the Ted 
Rogers School of Information Technology Management 
and the founder and director of the Cybersecurity 
Research Lab at Ryerson University. Mashatan’s expertise 
at the frontlines of the global cybersecurity field was 
recognized by SC Magazine in 2019, when she was named 
one of the top five Women of Influence in Security.

Doug Heintzman is a technology strategist with 30 years 
of experience in enterprise software. He consults with 
companies around the world on innovation and technology 
disruption.

Copyright held by authors/owners.

https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp27_qkd_imp_sec_FINAL.pdf
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.6.031045
https://security.googleblog.com/2016/07/experimenting-with-post-quantum.html
https://security.googleblog.com/2016/07/experimenting-with-post-quantum.html
https://ieeexplore.ieee.org/document/8490197
https://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
https://nvlpubs.nist.gov/nistpubs/ir/2016/NIST.IR.8105.pdf
https://www.dwavesys.com/
https://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
https://www.cisco.com/c/dam/en_us/about/ac79/docs/Top_25_Predictions_121409rev.pdf
https://evolutionq.com/news.html
https://arxiv.org/abs/1512.04965
https://dl.acm.org/doi/10.1145/237814.237866
https://www.isara.com/services/quantum-readiness-enterprise.html
https://www.sciencedirect.com/science/article/abs/pii/S0016328715000294?via%3Dihub
https://aisel.aisnet.org/misqe/vol19/iss2/7
https://www.microsoft.com/en-us/research/project/lattice-cryptography-library/
https://www.computer.org/csdl/magazine/sp/2018/05/msp2018050038/17D45W9KVFr
https://csrc.nist.gov/Projects/post-quantum-cryptography/round-3-submissions
https://www.scmagazine.com/home/security-news/quantum-leap-the-impact-of-quantum-computing-on-encryption/
https://www.math.stonybrook.edu/~tony/whatsnew/may07/quantumI.html
https://us.norton.com/internetsecurity-emerging-threats-2019-data-breaches.html
https://us.norton.com/internetsecurity-emerging-threats-2019-data-breaches.html
https://arxiv.org/abs/1706.06752
https://tools.ietf.org/html/draft-whyte-select-pkc-qsh-02
https://epubs.siam.org/doi/10.1137/S0097539795293172
https://www.infosecglobal.com/post/infosec-globals-roadmap-to-migrate-to-nists-new-standards
https://www.fintechfutures.com/2017/07/top-five-questions-about-using-quantum-safe-security-in-financial-transactions
https://cacm.acm.org/magazines/2019/4/235578-cyber-security-in-the-quantum-era/fulltext
https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp27_qkd_imp_sec_FINAL.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.05262020-draft.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.05262020-draft.pdf
https://journals.aps.org/prx/pdf/10.1103/PhysRevX.6.031045
https://link.springer.com/chapter/10.1007/978-3-319-59879-6_22
https://link.springer.com/chapter/10.1007/978-3-319-59879-6_22
https://arxiv.org/abs/quant-ph/9605034
https://arxiv.org/abs/quant-ph/9605034
https://security.googleblog.com/2016/07/experimenting-with-post-quantum.html
https://ieeexplore.ieee.org/document/8490197
https://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
https://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
https://nvlpubs.nist.gov/nistpubs/ir/2016/NIST.IR.8105.pdf
https://www.dwavesys.com/
https://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
https://www.cisco.com/c/dam/en_us/about/ac79/docs/Top_25_Predictions_121409rev.pdf
https://www.cisco.com/c/dam/en_us/about/ac79/docs/Top_25_Predictions_121409rev.pdf
https://www.isara.com/services/quantum-readiness-enterprise.html
https://www.sciencedirect.com/science/article/abs/pii/S0016328715000294?via%3Dihub
https://www.sciencedirect.com/science/article/abs/pii/S0016328715000294?via%3Dihub
https://aisel.aisnet.org/misqe/vol19/iss2/7
https://tmo.jpl.nasa.gov/progress_report2/42-44/44N.PDF
https://tmo.jpl.nasa.gov/progress_report2/42-44/44N.PDF
https://www.microsoft.com/en-us/research/project/lattice-cryptography-library/
https://www.computer.org/csdl/magazine/sp/2018/05/msp2018050038/17D45W9KVFr
https://csrc.nist.gov/Projects/post-quantum-cryptography/round-3-submissions
https://www.accenture.com/_acnmedia/pdf-87/accenture-809668-quantum-cryptography-whitepaper-v05.pdf
https://www.accenture.com/_acnmedia/pdf-87/accenture-809668-quantum-cryptography-whitepaper-v05.pdf
https://www.accenture.com/_acnmedia/pdf-87/accenture-809668-quantum-cryptography-whitepaper-v05.pdf
https://www.scmagazine.com/home/security-news/quantum-leap-the-impact-of-quantum-computing-on-encryption/
https://www.scmagazine.com/home/security-news/quantum-leap-the-impact-of-quantum-computing-on-encryption/
https://www.math.stonybrook.edu/~tony/whatsnew/may07/quantumI.html
https://arxiv.org/abs/1706.06752
https://tools.ietf.org/html/draft-whyte-select-pkc-qsh-02
https://epubs.siam.org/doi/10.1137/S0097539795293172
https://www.technologyreview.com/s/544276/google-says-it-has-proved-its-controversial-quantum-computer-really-works/
https://www.technologyreview.com/s/544276/google-says-it-has-proved-its-controversial-quantum-computer-really-works/
https://www.technologyreview.com/s/544276/google-says-it-has-proved-its-controversial-quantum-computer-really-works/
https://www.infosecglobal.com/post/infosec-globals-roadmap-to-migrate-to-nists-new-standards
https://www.fintechfutures.com/2017/07/top-five-questions-about-using-quantum-safe-security-in-financial-transactions
https://www.fintechfutures.com/2017/07/top-five-questions-about-using-quantum-safe-security-in-financial-transactions
https://cacm.acm.org/magazines/2019/4/235578-cyber-security-in-the-quantum-era/fulltext
https://cacm.acm.org/magazines/2019/4/235578-cyber-security-in-the-quantum-era/fulltext
https://doi.org/10.1007/978-1-4419-7722-9_5
https://doi.org/10.1007/978-1-4419-7722-9_5


54    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2021  |   VOL.  64  |   NO.  9

practice

THE THEORY OF quantum computing has been with 
us for nearly three decades, courtesy of a quantum 
mechanical model of the Turing machine proposed by 
physicist Paul Benioff in the early 1980s. For most of 
that time, the notion has seemed more a far-off vision 
than an impending reality. That changed abruptly 
with a 2019 claim by Google AI, in conjunction with 
NASA, that it had managed to perform a quantum 
computation infeasible on a conventional computer.

While many have eagerly anticipated the new 
vistas that could open with the arrival of quantum 
computing, cryptographers and security experts have 
not generally shared that enthusiasm since one of 
the most anticipated quantum advantages comes in 

integer factorization, which is critical 
to RSA (Rivest-Shamir-Adleman)-based 
security. Also, as far back as 1994, MIT 
mathematician Peter Shor developed a 
quantum algorithm capable of solving 
the discrete logarithm problem central 
to Diffie-Hellman key exchange and el-
liptic curve cryptography.

Now that it seems quantum-com-
puting capabilities could become com-
mercially available within the next de-
cade or two—likely in the form of 
cloud-based services—security profes-
sionals have turned with an intensified 
sense of urgency to the challenge of 
how to respond to the threat of quan-
tum-powered attacks.

One domain where this is particu-
larly true is in the automotive industry, 
where cars now coming off assembly 
lines are sometimes referred to as 
“rolling datacenters” in acknowledg-
ment of all the entertainment and 
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communications capabilities they 
contain. The fact that autonomous 
driving systems are also well along in 
development does nothing to allay 
these concerns. Indeed, it would seem 
the stakes of automobile cybersecurity 
are about to become immeasurably 
higher just as some of the underpin-
nings of contemporary cybersecurity 
are rendered moot.

To explore the implications of this in 
the discussion that follows, acmqueue 
brought together some of the people 
who are already working to build a new 
trust environment for the automotive in-
dustry: Alexander Truskovsky, director 
of technical strategy at ISARA Corpora-
tion, where efforts are being made to de-
velop quantum-safe cryptographic roots 
of trust; Mike Gardiner, a solutions ar-
chitect at Thales who has been central 
to efforts to tailor quantum-safe pro-
tections for the automotive industry; 

Atefeh Mashatan, director of the Cyber-
security Research Lab at Ryerson 
University; and George Neville-Neil, 
director of Engineering Operational 
Security at JUUL Labs, who is better 
known to many as Kode Vicious.

ATEFEH MASHATAN: What do you see as 
your greatest concerns when it comes 
to quantum vulnerability in the auto-
mobile industry?

MICHAEL GARDINER: One of the big con-
cerns has to do with over-the-air soft-
ware updates for smart cars—like a 
Tesla, for example—where somebody 
with a quantum computer could poten-
tially issue malicious firmware while 
creating the illusion it comes from the 
manufacturer. There’s also risk associ-
ated with the telemetry data the car 
sends back to the manufacturer, which 
could be intercepted or tampered with 
to make it appear the vehicle went 
somewhere it didn’t actually go.

MASHATAN: Why should we even live 
with the exposure associated with over-
the-air updates?

GARDINER: Now that our cars are be-
coming smart, they have essentially 
turned into datacenters on wheels. 
Which is to say they are now increas-
ingly composed of software compo-
nents, all of which contain bugs just by 
their very nature. Auto manufacturers 
can use software updates not only to 
deliver new features that keep the car’s 
general entertainment system up to 
date, but also to correct defects as they 
surface in other systems.

ALEXANDER TRUSKOVSKY: Just to pro-
vide some sense of scale, vehicles such 
as Ford’s F-150 come with more than 
100 million lines of code. You can 
easily imagine a fair number of bugs to 
deal with there. It’s not really a ques-
tion of whether software updates will 
be necessary, but rather how many and 
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ferent networking systems. Which is to 
say you’re going to see more Ethernet-
based communication between com-
ponents since a CAN bus simply can-
not handle the load that comes along 
with the current autonomous-driving-
system requirements.

So today, vehicles are being de-
signed to be updatable as well as to ac-
commodate some more advanced 
computer systems. But bear in mind 
that vehicle design cycles are lengthy—
generally five to eight years—meaning 
that vehicles set to debut five years 
from now have already been designed.

MASHATAN: What’s being done to se-
cure software updates for cars at this 
point?

TRUSKOVSKY: If handled at a dealer-
ship, a mechanic can use a USB key to 
download the software update, gener-
ally without signatures—even though 
that’s not an advisable practice. Over-
the-air software updates, in contrast, 
absolutely require code-signing, and 
that calls for a public infrastructure 
with the trust anchor being a root cer-
tificate embedded in the vehicle—
where the private key belongs to the 
original equipment manufacturer. 
With that in place, updates might be 
delivered to cars in much the same way 
they’re currently sent to mobile phones 
or laptops in the sense that they would 
be digitally signed and the vehicle then 
would take additional steps to verify 
the authenticity of the software before 
applying it.

The problem is the embedded trust 
anchors at the heart of this system are 
based on classic public-key cryptogra-
phy, which will be easily broken once 
attackers are able to use quantum com-
puters. Changing out those dated trust 
anchors for new ones that have been 
hardened against quantum-based at-
tacks will require vehicles to be brought 
in for servicing. In some cases, that 
might be accomplished easily just by 
updating the public key, but more of-
ten, the upgrade will require some sort 
of hardware replacement.

This takes us to another problem re-
lated to the emergence of autonomous 
vehicles that include sensors that talk 
to ECUs [engine control units], which 
in turn talk to the brakes and the steer-
ing system so the vehicle knows where 
to steer and when to brake. In that sce-
nario, there will be messages that are 

how often. Typically, you would rather 
not burden the owner of the car with 
the expense and inconvenience of 
coming into the dealership each and 
every time those updates need to be ad-
ministered. It’s also anticipated that by 
2022 each vehicle sold will have some 
degree of autonomy built into it. This, 
of course, makes it all the more critical 
that there be some mechanism in place 
for updating that software in a prompt 
and efficient manner.

GEORGE NEVILLE-NEIL: It’s one thing to 
say a car has 100 million lines of code, 
but most people who build systems 
containing both safety-critical and 
nonsafety-critical components are 
smart enough to know they need to 
separate those things from each other. 
How confident are we that over-the-air 
updates for the safety-critical compo-
nents won’t end up getting bundled 
along with those for the entertainment 
system? I ask since that entertainment 
system is just one big hideous Linux 
box full of every open-source library 
some clown wanted to include so peo-
ple would be able to play music, vid-
eos, and games in the car.

The brake system, on the other 
hand, is something that was presum-
ably written by adults and ideally has 
been firewalled off from everything 
else—and not just by a digital firewall 
either, but also by an air gap. I trust 
there will be software updates for 
those safety-critical systems that are 
sent out separately from those deliv-
ered for the car’s general entertain-
ment system.

GARDINER: In the automotive indus-
try, a lot of these components were 
coded a long time ago and haven’t nec-
essarily been looked at recently or vet-
ted by third parties. So, the entertain-
ment systems you find in cars now 
generally are able to talk on the same 
CAN [Controller Area Network] bus 
that the safety-critical systems use.

NEVILLE-NEIL: That’s a little disturbing.
TRUSKOVSKY: I agree, but at this stage, 

over-the-air updates are mostly used 
just for the entertainment systems. 
Some manufacturers such as Tesla can 
enable some other functionality via 
software update, but, for the most part, 
only the entertainment systems are be-
ing updated in this way. Also, with the 
shift to greater computerization, many 
vehicles are now being switched to dif-

MICHAEL GARDINER

In the automotive 
industry, a lot of the 
components were 
coded a long time 
ago and haven’t 
necessarily been 
looked at recently 
or vetted by third 
parties. So, the 
entertainment 
systems you find in 
cars now generally 
are able to talk to 
the same CAN bus 
used by the safety-
critical systems.
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relayed between different components 
and need to be authenticated so the 
ECU knows they are indeed coming 
from the vehicle’s actual brake sensor 
or collision sensor—and not being im-
personated by some hacker trying to 
take control of the vehicle.

All of which is to say that this is a 
zero-trust infrastructure where every 
single message needs to be authenti-
cated and autonomous driving deci-
sions must be fully authenticated. The 
cryptography being evaluated for use 
in this environment has yet to be stan-
dardized by NIST [National Institute 
of Standards and Technology]. Still, 
while some of the parameters of the 
core quantum-safe algorithms can be 
modified, the fundamentals of those 
algorithms—that is, the key sizes, the 
speeds, and the ways in which things 
are executed—are not going to change. 
This means these algorithms can start 
being tested on vehicle components 
so that auto manufacturers will be 
able to start releasing new models 
that include hardware capable of sup-
porting post-quantum cryptography 
as soon as possible.

Also, in parallel, work can begin on 
embedding quantum-safe trust an-
chors in vehicles since the math used 
for code signing is essentially ready to 
roll today. Then, a few years from now, 
once the final standards become 
available, that quantum-safe software 
update channel we’ve been talking 
about can be used to supplement the 
trust anchors with any additional 
quantum-safe functionality devel-
oped in the interim, most of which is 
expected to relate to requirements for 
autonomous driving.

MASHATAN: What happens if the 
NIST standard proves to be not entire-
ly compatible with the quantum-re-
sistant algorithm you’re currently 
working with?

TRUSKOVSKY: You have to hedge your 
bets, meaning you need to provide for 
every type of crypto algorithm—lattices, 
multivariate, code-based, hash-based… 
you name it. If the lattice-based ap-
proaches prove to be broken, then you 
need to be ready to employ hash-based 
and multivariate. So, you really need to 
be able to port all of them.

MASHATAN: Beyond over-the-air soft-
ware updates, what should auto manu-
facturers be particularly concerned 

about once quantum computing be-
comes commercially available?

TRUSKOVSKY: Actually, there’s another 
matter related to software updates we 
should talk about first. In the case of au-
tonomous vehicles, there are occasions 
when the manufacturer needs to send 
various authenticated commands to 
the vehicle. Providing for the security of 
those commands is pretty similar to 
what it takes to protect software up-
dates—which is to say, both need to be 
authenticated in the same way.

The sorts of commands I’m talking 
about are those that might be sent to 
an autonomous vehicle following an 
accident. In that event, an authenticat-
ed command could be sent to the vehi-
cle to direct it to a particular service fa-
cility or to get the car to move itself out 
of traffic, over to the shoulder of the 
road. Clearly, these commands need to 
be quantum safe as well. I’m talking 
largely in terms of authentication here, 
but encryption also plays a big part 
since we need to provide privacy pro-
tection for the user.

GARDINER: There’s another aspect of 
this: Because users will have connectiv-
ity to smart vehicles from their mobile 
devices, any commands they send and 
any information the car sends back to 
their mobile devices will also need to 
be protected for privacy. There’s a lot of 
potential here for hackers to obtain 
sensitive private information.

MASHATAN: Are these communica-
tions between users and their vehicles 
currently protected by some form of 
encryption?

NEVILLE-NEIL: My impression is that 
communications within a car are not 
encrypted as yet, nor are they likely to 
be in the near future. They really ought 
to be, given how many people have 
tapped into the CAN bus and now will 
start tapping into the Ethernet. But I 
haven’t seen a standard that says en-
cryption for this is going to be required.

GARDINER: Yes, that’s my understand-
ing as well.

NEVILLE-NEIL: Let’s also not forget 
that a huge amount of location data 
goes to and from these newer vehicles, 
and there definitely are a lot of issues 
with that.

MASHATAN: Yes, and that goes beyond 
privacy concerns since access to that 
location data could even conceivably 
be used to enable abductions or other 

violent crimes. Is that something peo-
ple working on post-quantum security 
are thinking about?

GARDINER: Quantum-enabled attacks 
would be able to negate the privacy of 
that telemetry information completely 
since it’s protected only by asymmetric 
cryptography. In any event, most secu-
rity efforts are focused on the integrity 
of software updates at this point.

TRUSKOVSKY: Yes, that and vehicle 
safety. In the case of a car with an au-
tonomous driving system, information 
from other vehicles and other sources 
about, say, a collision just up the road 
could alter the vehicle’s driving in-
structions. But that data is forgeable, 
which clearly represents a threat to the 
safety of the occupants of that vehicle.

NEVILLE-NEIL: In light of this and the 
other security risks we’ve been discuss-
ing, what do you see as an optimal 
timeline for getting quantum-resistant 
cryptography and PKI [public-key in-
frastructure] deployed throughout the 
automotive world? And how does that 
compare with what actually seems fea-
sible?

GARDINER: Even if we were to start de-
ploying right now, we would be at the 
mercy of supply-chain issues in the au-
tomotive industry. It would take rough-
ly five years at the going rate to get these 
sorts of design changes into a car that’s 
in production.

TRUSKOVSKY: The average on-the-
road lifespan of a vehicle is about 11½ 
years. Then we need to work our way 
backwards from that to account for the 
five years or so it takes to design a vehi-
cle. That means the design decisions 
being made today ought to still make 
sense 16½ years from now. The recom-
mendation from NIST and other orga-
nizations is that mitigations be in place 
for quantum-computing threats by 
2030. Clearly, there’s already a fair 
amount of urgency when it comes to 
the question of when we should start 
quantum-proofing vehicles.

For all the pressure to move quickly, 
the automotive industry can probably 
be counted upon to proceed stepwise 
toward the production of vehicles pro-
visioned for quantum-safe trust. Al-
most without a doubt, the first of those 
steps will focus on ensuring that the 
embedded compute devices installed 
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quantum-safe algorithms are defi-
nitely going be far more demanding 
than the encryption algorithms 
they’re currently running.

MASHATAN: Can you quantify that?
TRUSKOVSKY: It all depends. Some al-

gorithms, like the lattices, run pretty 
fast, but they also have large keys and 
signatures. And then you have algo-
rithms like supersingular isogenies 
that have much smaller keys but run 
much slower.

Since one of the considerations here 
has to do with the operation of autono-
mous vehicles, some thought will also 
have to be given to throughput. That is, 
you need to be able to handle perhaps 
100 messages per second since there’s 
always going to be some number of 
sensors talking to some number of 
controllers—and all of that has to hap-
pen in real time. Also, some of those 
messages will likely be encrypted or re-
quire signatures, which is going to add 
considerably to processing time. But 
the manufacturers still have to make 
sure they can meet those real-time re-
quirements. That could prove to be 
quite a challenge.

MASHATAN: What about that other po-
tential challenge—over-the-air up-
dates? How many automakers are like-
ly to start moving in that direction?

TRUSKOVSKY: I’ve read that, over the 
next couple of years, the automotive in-
dustry is expected to save $35 billion by 
doing software updates over the air 
rather than handling them in person at 
dealerships.

MASHATAN: Has anyone done a risk 
assessment of the auto industry’s po-
tential exposure to quantum-enabled 
attacks?

GARDINER: We have rated the poten-
tial as low in the short term, moving up 
to medium to high over time. But be-
cause we see the impact of any attack 
as being critical, we’re treating this as a 
medium risk at minimum, even over 
the short term.

NEVILLE-NEIL: What is the implemen-
tation timeline for getting quantum-
resistant PKIs out there? What needs 
to happen first? And when do you think 
that’s going to happen?

GARDINER: I think the first thing auto-
motive manufacturers are looking to 
attain is increased cryptographic agili-
ty out of the resources in their cars. 
Which is to say that right at the top of 

in cars are actually up to the challenge.
That alone will represent quite a de-

parture for automakers that histori-
cally have relied on the least expensive 
off-the-shelf microcontrollers avail-
able. But that simply won’t suffice 
when it comes to providing for an array 
of complex quantum-safe encryption 
algorithms or the throughput de-
mands that autonomous driving sys-
tems are sure to place on controllers 
required to communicate continuous-
ly with a variety of sensors.

NEVILLE-NEIL: Let’s talk about some of 
the challenges the automotive industry 
will face once it comes to implement-
ing quantum-resistant PKI. It won’t 
be exactly like deploying PKI within 
a datacenter or for something that’s 
always online. What are some of the 
key differences you’ve been working 
through?

GARDINER: When you’re thinking 
about something like the trust roots for 
conducting financial transactions by 
way of a web browser, all of the trusted 
CAs [certificate authorities] you’re go-
ing to encounter are ones that have 
previously been agreed upon by the 
browser makers and the CA/Browser 
Forum [a consortium of CAs and ven-
dors of browser software, operating 
systems, and other PKI-enabled appli-
cations]. The rules around how you can 
use those certificates and for which 
keys and for how long have already 
been established.

In the automotive space, there’s no 
equivalent to that. An automotive man-
ufacturer ought to be able to roll a 
quantum-resistant PKI into its vehicles 
early on without first needing to obtain 
broad industry acceptance.

NEVILLE-NEIL: Does that actually 
make things easier? Or does it just 
end up looking like the same problem 
that surfaced back when all the 
browser people had to find some way 
to agree?

GARDINER: I don’t think so—at least 
not until the industry starts talking 
about vehicle infrastructure or vehicle-
to-vehicle communications. That will 
require wider industry agreements on 
what should and shouldn’t be allowed. 
But, for now, if we’re talking just about 
firmware updates for some particular 
car model or what it takes to secure te-

lemetry information between the 
manufacturer and the car or between a 
user’s mobile and the car, that can be 
handled on a manufacturer-by-manu-
facturer basis.

NEVILLE-NEIL: Given that, what does 
the roadmap look like for rolling out 
these protections? You say we’re talk-
ing about defending objects that have 
an expected 16½-year design span. So, 
if today is day one, what does the next 
year or two need to look like for auto-
makers in terms of implementing 
something along these lines?

TRUSKOVSKY: First, they should be 
able to do at least a couple of things in 
parallel. One is that, as they’re working 
on a new vehicle design, they can mi-
grate their CAN bus to Ethernet while 
also updating all the embedded com-
pute devices that serve as their control-
lers. These are things they can either 
design themselves or shop for off the 
shelf. Either way, it will be necessary to 
evaluate these devices to make sure 
they’re capable of supporting all the 
available encryption algorithm fami-
lies. Some of those algorithms might 
not be used for years, but the automak-
ers should at least be confident that 
the hardware they’re installing today 
will be capable of handling them.

At the same time, they can also en-
sure that their current software/firm-
ware update capabilities will be able 
to take advantage of the most secure 
algorithms now available for that pur-
pose—specifically, stateful hash-
based signatures.

With both of those goals accom-
plished, an automaker will have assur-
ance that it has hardware capable of 
supporting quantum-safe cryptogra-
phy over the long term, along with a 
quantum-safe channel through which 
to push additional quantum-safe func-
tionality over the years to come.

MASHATAN: Given that 16½-year de-
sign span for cars, will the compute de-
vices that auto manufacturers are cur-
rently embedding be up to all that?

TRUSKOVSKY: That’s a good ques-
tion. A lot of the algorithms we’ll see 
in the near future will be pretty com-
plicated. And yet, auto manufacturers 
typically won’t spend any more for 
these compute devices than is abso-
lutely necessary—meaning the devices 
they buy are usually quite limited. 
This could prove interesting since the 
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their list is gaining the ability to handle 
quantum-safe algorithms, firmware 
updates, and telemetry communica-
tions. In terms of what happens inside 
the vehicles, that’s probably less of a 
concern for the time being simply be-
cause that requires physical access.

Anyway, just the sourcing of com-
ponents capable of handling the in-
creased load will, in itself, represent a 
huge change since these organiza-
tions are accustomed to looking at 
just small microcontrollers that offer 
the essential built-in functions but 
little beyond that. Now they’re going 
to have to think more about the future 
without knowing exactly what that fu-
ture is going to look like or how much 
extra capacity that’s going to require. I 
imagine it’s going to take them four or 
five years to go from planning to get-
ting something on the road.

NEVILLE-NEIL: Do you think the path 
is at least somewhat going to resem-
ble what happened back when the 
concern was embedding secure com-
pute elements in desktop systems? If 
you were looking to do SSL [Secure 
Sockets Layer] 10 or 15 years ago, you 
had to add specialized cryptographic 
components to your server. Do you see 
the first push here being made with 
the same microcontrollers that auto-
makers were using before, along with 
some added cryptographic compo-
nents? Or do you think they’re going 
to need to ditch those microcon-
trollers and move up to full-on mod-
ern processors that include built-in 
cryptographic instructions? If so, 
since all those cryptographic instruc-
tions now are asymmetric rather than 
quantum-resistant, how’s that going 
to work?

GARDINER: At first the automakers are 
either going to have to build in more 
general-purpose compute devices so 
they can achieve the required flexibili-
ty, or they are going to need to look at 
FPGA [field-programmable gate array] 
technology in order to solve that re-
quirement. That’s because all the 
ASICs and other hardware out there 
right now may not be able to handle 
these new quantum-safe algorithms. 
There are some other things they could 
try, but those might not fit with what-
ever the standard for this proves to be 
by 2024.

NEVILLE-NEIL: FPGAs—or anything 

else along those lines—are going to 
represent quite a cost bump. Do you 
think the automakers will be willing to 
take that on?

GARDINER: I’m not sure. But I suppose 
they could consider relying on a sym-
metric key scheme that’s internal to 
the vehicle and then try to handle in-
tegrity and encryption that way. With 
that approach, they might be able to 
get away with just one centralized 
FPGA that’s responsible for all the 
translation between the internal car 
world and the external world. That still 
probably wouldn’t line up with what-
ever the standard becomes within the 
next few years.

Since quantum crypto standards have 
not yet crystallized, we’ll likely see ad-
justments on many fronts for years to 
come. But one thing is certain—quan-
tum computing is coming. And it’s no 
longer comfortably far off in the dis-
tant future.

Reassuringly, though, organiza-
tions are coming to realize that they 
can’t afford to be caught flat-footed 
once that day comes. From experi-
ence, they already know it takes con-
siderable time and effort just to move 
from one encryption algorithm to an-
other. The shift to quantum-safe al-
gorithms will involve far more than 
that, and the stakes when it comes to 
getting everything right will also be 
much higher.

MASHATAN: In terms of anticipating 
challenges ahead, are there any les-
sons to be learned from looking at 
some of the cryptographic changes 
made in the past?

GARDINER: Probably so. SHA-1 (Se-
cure Hash Algorithm 1), for example, 
has probably been broken for a few 
years now, and yet there still are things 
out there in the wild that continue to 
use it. Unless we start preparing for 
the post-quantum challenge now, 
we’re going to find ourselves in that 
same position, where the industry con-
tinues to rely upon cryptography that’s 
no longer effective well after the arrival 
of quantum computing. As a general 
rule, the cybersecurity industry tends 
to be quite risk-averse when it comes 
to tackling new things. But this is one 
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means you need to plan so you can de-
termine the maximum number of sig-
natures you want to accept from a par-
ticular key. You also need to provide 
for high availability and plan for disas-
ter recovery.

With a large tree of private keys, it’s 
also important to be careful about 
state. If you back up in multiple loca-
tions, you need to share that state 
across all those locations, which is very 
impractical, of course. The point is that 
you end up changing your whole opera-
tional plan just because you’re now 
dealing with an exhaustible key. At 
some point, even though the public key 
that signs your certificates is still valid, 
you may run out of private keys. It’s 
easy to see how people who aren’t ac-
customed to these sorts of issues could 
become pretty frustrated with the 
quantum-safe algorithms.

GARDINER: The other big crypto-
graphic change people need to get 
used to is the lack of a general-pur-
pose, jack-of-all-trades key such as 
RSA. Today RSA is used for encrypting 
and for signing and for exchanging 
keys. But these newer algorithms don’t 
really allow multiple operations with a 
single key, or even with a pair of keys.

NEVILLE-NEIL: Just exactly how large 
are these trees?

TRUSKOVSKY: There actually are both 
single-tree and multi-tree variants. 
The single-tree variants range from 
tree height 5, where you’ve got 32 pos-
sible signing verification key pairs, to 
tree height 25, where you’ve got 
around 32 million keys. You can then 
nest these sets in a number of multi-
tree formats that allow for an essen-
tially infinite number of keys. But that 
naturally can lead to significant com-
plications. State management, as al-
ready noted, can also quickly become 
very complicated.

These schemes are not recom-
mended for general-purpose use, but 
they can work really well in those in-
stances where you sign something 
once and then verify it many times. 
This applies to root certificates and 
even intermediate certificates since 
these are things you create once while 
also signing a bunch of certs, and then 
those certs are used over and over 
again. It also applies to code signing, 
where you sign once and then many 
vehicles just need to verify the signa-

of those cases where people need to 
consider that they’re likely to put 
themselves at a much higher risk if 
they don’t start preparing now, since 
there’s no doubt that quantum com-
puting is coming.

TRUSKOVSKY: Another good example 
from the past would be that the NSA 
[National Security Agency] an-
nounced Suite B Cryptography in 
2005, and it was mandated that all 
government agencies should imple-
ment it. But then, 10 years later, came 
another announcement saying that 
anyone who hadn’t already complet-
ed the migration to Suite B ought to 
pause and wait for the new quantum-
safe standards to emerge. Which is to 
say that, over the past 16 years, nei-
ther the U.S. government nor the Ca-
nadian government has managed to 
complete its migration to Suite B 
Cryptography. This gives you a pretty 
good idea about just how long it takes 
really large organizations to migrate 
from one algorithm to another.

Some of these quantum-safe algo-
rithms behave quite differently from 
what security experts have become ac-
customed to. That is, a typical signa-
ture algorithm has one private key and 
one public key. The private key signs 
while the public key verifies, and you 
can do that as many times as you want. 
With the quantum-safe algorithms, 
you also have one public key that veri-
fies the signatures, but the private key 
is very different. Basically, it’s a collec-
tion of one-time keys that have been 
organized in a binary tree, where each 
key is a leaf and the root of the tree is 
your public key. During a signing verifi-
cation operation, you sign with one of 
those private keys, but then that key 
has to be discarded.

What you effectively have is a large 
number of exhaustible private keys 
that you need to manage and main-
tain the state for. This just hasn’t been 
done before. So now, PKI organiza-
tions that use these schemes to create 
root certificates and sign entity certifi-
cates need to do a good deal more 
planning than before. That’s because, 
in the case of a root certificate, the 
height of the tree determines the 
number of potential signatures, and 
there’s a trade-off between that num-
ber as it grows and the amount of effi-
ciency that can be achieved. This 

GEORGE NEVILLE-NEIL

My impression is 
communications 
within a car are not 
encrypted as yet, 
nor are they likely 
to be in the near 
future. They really 
ought to be, given 
how many people 
have tapped into the 
CAN bus and now 
will start tapping 
into the Ethernet. 



SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     61

practice

ture, which actually makes the job a 
lot easier.

NEVILLE-NEIL: OK, so it’s going to be 
PKI that handles these trees when it 
comes to handing the keys out. 
What’s the thinking in terms of how 
that stash of keys is to be maintained 
in the car?

TRUSKOVSKY: That’s a very good ques-
tion, but it doesn’t actually apply to the 
car. Instead, it applies where the soft-
ware updates are actually signed, which 
is in a hardware security module [HSM] 
located in the auto manufacturer’s 
datacenter. The corresponding part of 
the system you’ll find on the vehicle 
side is the public key that serves as the 
root node of the binary tree, which is 
only 60 octets [with each octet consist-
ing of eight bits] in length for stateful, 
hash-based signature schemes—which 
is to say it’s very small.

The vehicle is actually responsible 
only for doing the easy part here. It just 
needs to verify the signature, and that’s 
relatively easy since the scheme relies 
on hashing, which is something all the 
current automotive hardware nodes 
are capable of.

With that said, it still amounts to 
somewhat more hashing than the auto-
makers are accustomed to. But then 
that’s really all there is to it. The whole 
signature verification process involves 
doing only a couple hundred hashes. 
This is why that scheme is so suitable 
for deployment today. In fact, it could 
be used for software updates right now 
since even the computer hardware cur-
rently found in vehicles is capable of 
supporting it. Meanwhile, the real dif-
ficulties that come along with the new 
private key can be relegated to a data-
center where a couple of HSMs can be 
used to handle all the signing and 
backup requirements.

NEVILLE-NEIL: Taking all this into ac-
count, what would you say are the 
quantum-related issues people should 
be most concerned about right now? 
And why?

TRUSKOVSKY: There’s certainly no 
need to worry about everything at the 
same time. It really gets back to that 
matter of product life spans and de-
sign cycles. For example, the financial 
services industry has its own quan-
tum concerns to address, but there’s 
no need for those folks to drop every-
thing and start rethinking credit-card 

security just yet. That’s because 
credit-card transactions are short-
lived, and the cards themselves are 
replaced every few years. Even in the 
worst case, a new credit card could be 
issued within just a few days. In any 
event, any credit card you have in 
your wallet right now is likely to have 
been replaced a number of times 
before universal quantum-compute 
capabilities are made available to 
potential adversaries.

Auto manufacturers, on the other 
hand, need to account for much lon-
ger product life cycles. By the same to-
ken, they don’t have to contend with 
the truly daunting product life-span 
concerns faced by the aerospace in-
dustry, where jet engines often are in 
service for several decades and, of 
course, cannot be readily replaced. 
That’s a field already well into a time-
frame where they need to be deeply 
concerned about looming quantum 
security threats—meaning they’ll 
soon need to have answers for all as-
pects of that problem.

Auto manufacturers can just turn 
their focus initially to ensuring that 
whatever engine hardware is de-
signed and built today is capable of 
handling the cryptography that will 
become essential once attackers are 
able to take advantage of quantum-
compute capabilities. Once the auto 
industry has a handle on that, it can 
turn its attention to making sure it 
also has the ability to deliver software 
and firmware updates in a quantum-
safe manner.

NEVILLE-NEIL: Can you think of any in-
dustries or organizations that already 
seem to be approaching this correctly?

GARDINER: From an industry per-
spective, you have ETSI [European 
Telecommunications Standards In-
stitute], which has already started to 
figure out how its standards are going 
to evolve with the addition of both 
quantum-resistant cryptography and 
quantum-key distribution in parallel 
with the work that’s being done at 
NIST. There also are efforts going on 
in the CA/Browser Forum on stan-
dardizing post-quantum certificates, 
with DigiCert being a particularly 
loud voice in that space.

At a more organizational level, there 
are some great examples coming to 
light now at Microsoft, Google, and 

Cloudflare. They’ve all been doing some 
very public experiments on integrat-
ing quantum-resistant cryptography 
into TLS [Transport Security Layer], 
SSH [Secure Shell], and VPN [virtual 
private network] connections. A lot of 
the code they have built so far can be 
found in open-source repositories, so 
others can take advantage of it. I’d say 
these organizations also have a great 
focus on the practicalities of the up-
coming transition and what needs to 
be done to ensure that real-world sys-
tems will be ready for whatever is ulti-
mately standardized. One of the 
promising takeaways from these ex-
periments is that they’ve shown over-
all performance in these schemes is 
still dominated by network transmis-
sion, meaning there’s probably no 
need for concern that user experience 
is going to suffer unduly.

Among those who are currently 
tackling this challenge, the common 
thread seems to be a focus on crypto-
graphic agility rather than on at-
tempting to anticipate which of the 
proposed schemes is going to end up 
being certified. This suggests that, at 
an organizational level at least, 
there’s an understanding that the ef-
forts to modify these standards can 
continue to move forward in parallel 
so long as they’re all built to be agile. 
Organizations also seem to be taking 
a pragmatic approach with their own 
efforts by assuming that a hybrid of 
quantum and classical schemes 
might prove necessary in order to 
meet compliance targets.

This would be my advice for the au-
tomotive industry as well: Keep cryp-
tographic agility as a primary focus 
and don’t overoptimize for any spe-
cific implementation. This should 
help with the quantum transition 
while also allowing for adaptability to 
changing regional requirements. For 
companies with limited resources 
that need to focus their efforts, I’d 
say integrity and identity issues are 
the ones to concentrate on. Roots of 
trust tend to be the most difficult to 
swap out since people believe they 
can be trusted over a long period of 
time, and yet, in the end, all issues of 
integrity in a distributed system rely 
on shared roots of trust.
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GRAPHS ARE, BY nature, ‘unifying abstractions’ that 
can leverage interconnectedness to represent, explore, 
predict, and explain real- and digital-world phenomena. 
Although real users and consumers of graph instances 
and graph workloads understand these abstractions, 
future problems will require new abstractions and 
systems. What needs to happen in the next decade for 
big graph processing to continue to succeed?
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We are witnessing an unprecedent-
ed growth of interconnected data, 
which underscores the vital role of 
graph processing in our society. In-
stead of a single, exemplary (“killer”) 
application, we see big graph process-
ing systems underpinning many 
emerging but already complex and di-
verse data management ecosystems, 
in many areas of societal interest.a

To name only a few recent, remark-
able examples, the importance of this 
field for practitioners is evidenced by 
the large number (more than 60,000) of 
people registeredb to download the 
Neo4j book Graph Algorithmsc in just 
over one-and-a-half years, and by the 
enormous interest in the use of graph 
processing in the artificial intelligence 
(AI) and machine learning (ML) fields.d 

a As indicated by a user survey12 and by a 
systematic literature survey of 18 applica-
tion domains, including biology, security, 
logistics and planning, social sciences, 
chemistry, and finance. See http://arxiv.org/
abs/1807.00382

b See https://app.databox.com/datawall/551f30
9602080e2b2522f7446a20adb705cabbde8

c See https://www.oreilly.com/library/view/
graph-algorithms/9781492047674/

d Many highly cited articles support this state-
ment, including “Inductive Representation 
Learning on Large Graphs” by W. Hamilton 
et al. (2017) and “DeepWalk: Online Learn-
ing of Social Representations” by B. Perozzi 
et al. (2014);  https://arxiv.org/pdf/1403.6652.
pdf

Furthermore, the timely Graphs 4 COV-
ID-19 initiativee is evidence of the im-
portance of big graph analytics in allevi-
ating the pandemic.

Academics, start-ups, and even big 
tech companies such as Google, Face-
book, and Microsoft have introduced 
various systems for managing and pro-
cessing the growing presence of big 
graphs. Google’s PageRank (late 1990s) 
showcased the power of Web-scale 
graph processing and motivated the de-
velopment of the MapReduce program-
ming model, which was originally used 
to simplify the construction of the data 
structures used to handle searches, but 
has since been used extensively outside 
of Google to implement algorithms for 
large-scale graph processing.

Motivated by scalability, the 2010 
Google Pregel “think-like-a-vertex” 
model enabled distributed PageRank 

e See https://neo4j.com/graphs4good/covid-19/

 key insights
 ˽ Graphs are ubiquitous abstractions 

enabling reusable computing tools for 
graph processing with applications in 
every domain. 

 ˽ Diverse workloads, standard models and 
languages, algebraic frameworks, and 
suitable and reproducible performance 
metrics will be at the core of graph 
processing ecosystems in the next 
decade.

The authors of this article met in Dec. 
2019 in Dagstuhl for Seminar 19491 
on Big Graph Processing Systems.a The 
seminar gathered a diverse group of 41 
high-quality researchers from the data 
management and large-scale-systems 
communities. It was an excellent 
opportunity to start the discussion 
about next-decade opportunities and 
challenges for graph processing. 

This is a community publication 
The first four authors co-organized 
the community event leading to this 
article and coordinated the creation 
of this manuscript. All other authors 
contributed equally to this research.
Unfortunately, Sherif Sakr passed away 
during the period following the event 
and the completion of this article. This 
article is published in memoriam.

a https://www.dagstuhl.de/en/program/
calendar/semhp/?semnr=19491

A Joint 
Effort by the 
Computer 
Systems 
and Data 
Management 
Communities 

Figure 1. Illustration of a complex data pipeline for graph processing. 

Data flows left to right, from data source to output, via a series of functionally different processing steps. 
Feedback and loopbacks flow mainly through the blue (highlighted) arrows.
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ML libraries and processing frame-
works; business intelligence (BI), such 
as report generating and planning tools; 
scientific computing; visualization; and 
augmented reality (for inspection and 
interaction by the user). Note that this is 
not typically a purely linear process and 
hybrid OLTP/OLAP processes can 
emerge. Considerable complexity stems 
from (intermediate) results being fed 
back into early-process steps, as indi-
cated by the blue arrows.

As an example, to study coronavi-
ruses and their impact on human and 
animal populations (for example, the 
COVID-19 disease), the pipeline de-
picted in Figure 1 could be purposed 
for two major kinds of analysis: net-
work-based ‘omics’ and drug-related 
search, and network-based epidemiol-
ogy and spread-prevention. For the for-
mer, the pipeline could have the fol-
lowing steps:

1. Initial genome sequencing leads 
to identifying similar diseases.

2. Text (non-graph data) and struc-
tured (database) searches help identify 
genes related to the disease.

3. A network treatment coupled with 
various kinds of simulations could re-
veal various drug targets and valid in-
hibitors, and might lead to effective 
prioritization of usable drugs and 
treatments.

For the latter, social media and loca-
tion data, and data from other privacy-
sensitive sources, could be combined 
into social interaction graphs, which 
could be traversed to establish super-
spreaders and super-spreading events 
related to them, which could result in 
the establishment of prevention poli-
cies and containment actions. However, 
the current generation of graph pro-
cessing technology cannot support 
such a complex pipeline.

For instance, on the COVID-19 
knowledge graph,g useful queries can 
be posed against individual graphsh in-
specting the papers, patents, genes, 
and most influential COVID-19 au-
thors. However, inspecting several data 
sources in a full-fledged graph process-
ing pipeline across multiple graph da-
tasets, as illustrated in Figure 1, raises 
many challenges for current graph da-

g See https://covidgraph.org/
h See https://github.com/covidgraph/documen-

tation/blob/master/helpful-queries.md

computation, while Facebook, Apache 
Giraph, and ecosystem extensions sup-
port more elaborate computational 
models (such as task-based and not al-
ways distributed) and data models 
(such as diverse, possibly streamed, 
possibly wide-area data sources) useful 
for social network data. At the same 
time, an increasing number of use cas-
es revealed RDBMS performance prob-
lems in managing highly connected 
data, motivating various startups and 
innovative products, such as Neo4j, 
Sparksee, and the current Amazon 
Neptune. Microsoft Trinity and later 
Azure SQL DB provided an early distrib-
uted database-oriented approach to 
big graph management.

The diversity of models and systems 
led initially to the fragmentation of the 
market and a lack of clear direction for 
the community. Opposing this trend, 
we see promising efforts to bring to-
gether the programming languages, 
ecosystem structure, and performance 
benchmarks. As we have argued, there 
is no killer application that can help to 
unify the community.

Co-authored by a representative 
sample of the community (see the side-
bar, “A Joint Effort by the Computer 
Systems and Data Management Com-
munities”), this article addresses the 
questions: What do the next-decade 
big-graph processing systems look like 
from the perspectives of the data man-
agement and the large-scale-systems 
communities?f What can we say today 
about the guiding design principles of 
these systems in the next 10 years?

Figure 1 outlines the complex pipe-
line of future big graph processing sys-
tems. Data flows in from diverse sources 
(already graph-modeled as well as non-
graph-modeled) and is persisted, man-
aged, and manipulated with online 
transactional processing (OLTP) opera-
tions, such as insertion, deletion, up-
dating, filtering, projection, joining, 
uniting, and intersecting. The data is 
then analyzed, enriched, and con-
densed with online analytical process-
ing (OLAP) operations, such as group-
ing, aggregating, slicing, dicing, and 
rollup. Finally, it is disseminated and 
consumed by a variety of applications, 
including machine learning, such as 

f The summary of the Dagstuhl seminar. See 
https://www.dagstuhl.de/19491

What needs  
to happen in  
the next decade 
for big graph 
processing  
to continue  
to succeed?

https://covidgraph.org/
https://github.com/covidgraph/documentation/blob/master/helpful-queries.md
https://github.com/covidgraph/documentation/blob/master/helpful-queries.md
https://www.dagstuhl.de/19491


66    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2021  |   VOL.  64  |   NO.  9

contributed articles

principles of graph data extraction, ex-
change, processing, and analysis, as il-
lustrated in Figure 1.

A second important element, as 
we will discuss, is the vision of an 
ecosystem governing big graph pro-
cessing systems and enabling the 
tuning of various components, such 
as OLAP/OLTP operations, work-
loads, standards, and performance 
needs. These aspects make the big 
processing systems more complicat-
ed than what was seen in the last de-
cade. Figure 1 provides a high-level 

perception of this complexity in 
terms of inputs, outputs, processing 
needs, and final consumption of 
graph data.

A third element is how to under-
stand and control performance in 
these future ecosystems. We have im-
portant performance challenges to 
overcome, from methodological as-
pects about performing meaningful, 
tractable, and reproducible experi-
ments to practical aspects regarding 
the trade-off of scalability with porta-
bility and interoperability.

tabase technology. In this article, we 
formulate these challenges and build 
our vision for next-generation, big-
graph processing systems by focusing 
on three major aspects: abstractions, 
ecosystems, and performance. We pres-
ent expected data models and query 
languages, and inherent relationships 
among them in lattice of abstractions 
and discuss these abstractions and the 
flexibility of lattice structures to ac-
commodate future graph data models 
and query languages. This will solidify 
the understanding of the fundamental 

Figure 2. Example lattice shows graph data model variants with their model characteristics.8
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Property Graph Model

Neo4j/Oracle PGQL
Property Graph Model

Gremlin / MS Cosmos Property 
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Direction

Multiple edges between 
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tions across concepts in different data 
models) or with direct translations (for 
instance, W3C’s R2RML). Are there 
general ways or building blocks for ex-
pressing such mappings (category the-
ory, for example)?

Studying (1) requires foremost inves-
tigators working with data and data 
models, which is uncommon in the data 
management field and should be con-
ducted collaboratively with other fields, 
such as human-computer interaction 
(HCI). Work on HCI and graphs exists, 
for example, in HILDA workshops at Sig-
mod. However, these are not exploring 
the search space of graph data models.

Studying (2) and (3) can build on ex-
isting work in database theory, but can 
also leverage findings from neighbor-
ing computer science communities on 
comparison, featurization, graph sum-
marization, visualization, and model 
transformation. As an example, graph 
summarization22 has been widely ex-
ploited to provide succinct representa-
tions of graph properties in graph min-
ing1 but they have seldom been used by 
graph processing systems to make pro-
cessing more efficient, more effective, 
and more user centered. For instance, 
approximate query processing for 
property graphs cannot rely on sam-
pling as done by its relational counter-
part and might need to use quotient 
summaries for query answering.

Logic-based and declarative for-
malisms. Logic provides a unifying 
formalism for expressing queries, op-
timizations, integrity constraints, and 
integration rules. Starting from 
Codd’s seminal insight relating logi-
cal formulae to relational queries,12 
many first order (FO) logic fragments 
have been used to formally define que-
ry languages with desirable properties 
such as decidable evaluation. Graph 
query languages are essentially a syn-
tactic variant of FO augmented with 
recursive capabilities.

Logic provides a yardstick for rea-
soning about graph queries and graph 
constraints. Indeed, a promising line 
of research is the application of for-
mal tools, such as model checking, 
theorem proving,15 and testing to es-
tablish the functional correctness of 
complex graph processing systems, in 
general, and of graph database sys-
tems, in particular.

The influence of logic is pivotal not 

Abstractions
Abstractions are widely used in pro-
gramming languages, computational 
systems, and database systems, among 
others, to conceal technical aspects in 
favor of more user-friendly, domain-
oriented logical views. Currently, users 
have to choose from a large spectrum 
of graph data models that are similar, 
but differ in terms of expressiveness, 
cost, and intended use for querying 
and analytics. This ‘abstraction soup’ 
poses significant challenges to be 
solved in the future.

Understanding data models. Today, 
graph data management confronts 
many data models (directed graphs, 
RDF, variants of property graphs, and 
so on) with key challenges: deciding 
which data model to choose per use 
case and mastering interoperability of 
data models where data from different 
models is combined (as in the left-
hand side of Figure 1).

Both challenges require a deeper un-
derstanding of data models regarding:

1. How do humans conceptualize 
data and data operations? How do data 
models and their respective operators 
support or hinder the human thought 
process? Can we measure how “natu-
ral” or “intuitive” data models and their 
operators are?

2. How can we quantify, compare, 
and (partially) order the (modeling and 
operational) expressive power of data 
models? Concretely, Figure 2 illus-
trates a lattice for a selection of graph 
data models. Read bottom-up, this lat-
tice shows which characteristic has to 
be added to a graph data model to ob-
tain a model of richer expressiveness. 
The figure also underlines the diversity 
of data models used in theory, algo-
rithms, standards, and relevanti indus-
try systems. How do we extend this 
comparative understanding across 
multiple data model families, such as 
graph, relational, or document? What 
are the costs and benefits of choosing 
one model over another?

3. Interoperability between differ-
ent data models can be achieved 
through mappings (semantic asser-

i The figure does not aim to provide a complete 
list of Graph DBMS products. Please consult, 
for example, https://db-engines.com/en/rank-
ing/graph+dbms and other market surveys for 
comprehensive overviews.

We are witnessing 
an unprecedented 
growth of 
interconnected 
data, which 
underscores  
the vital role  
of graph processing 
in our society.

https://db-engines.com/en/ranking/graph+dbms
https://db-engines.com/en/ranking/graph+dbms
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beddings such as Node2vecd to produce 
better insights than on non-connected 
data). However, both happen to be iso-
lated. Combining both techniques can 
lead to crucial advancements.

As an example, deep learning (un-
supervised feature learning) applied to 
graphs allows us to infer structural 
regularities and obtain meaningful 
representations for graphs that can be 
further leveraged by indexing and que-
rying mechanisms in graph databases 
and exploited for logical reasoning. As 
another example, probabilistic models 
and causal relationships can be natu-
rally encoded in property graphs and 
are the basis of advanced-graph neural 
networks.k Property graphs allow us to 
synthesize more accurate models for 
ML pipelines, thanks to their inherent 
expressivity and embedded domain 
knowledge.

These considerations unveil im-
portant open questions as follows: 
How can statistical learning, graph 
processing, and reasoning be com-
bined and integrated? Which underly-
ing formalisms make this possible? 
How can we weigh between the two 
mechanisms?

Algebraic operators for graph pro-
cessing. Currently, there is no stan-
dard graph algebra. The outcome of 
the Graph Query Language (GQL) 
Standardization Project could influ-
ence the design of a graph algebra 
alongside existing and emerging use 
cases.25 However, next-generation 
graph processing systems should ad-
dress questions about their algebraic 
components.

What are the fundamental opera-
tors of this algebra compared to other 
algebras (relation, group, quiver or 
path, incidence, or monadic algebra 
comprehensions)? What core graph 
algebra should graph processing sys-
tems support? Are there graph analyti-
cal operators to include in this alge-
bra? Can this graph algebra be 
combined and integrated with an al-
gebra of types to make type-systems 
more expressive and to facilitate type 
checking?

A “relational-like” graph algebra 
able to express all the first-order que-
ries11 and enhanced with a graph pat-

k “A Comprehensive Survey on Graph Neural 
Networks” by Z. Wu et al, 2019; abs/1901.00596.

tern-matching operator16 seems like a 
good starting point. However, the 
most interesting graph-oriented que-
ries are navigational, such as reach-
ability queries, and cannot be ex-
pressed with limited recursion of 
relational algebra.3,8 Furthermore, re-
lational algebra is a closed algebra; 
that is, input(s) and output of each op-
erator is a relation, which makes rela-
tional algebra operators composable. 
Should we aim for a closed-graph alge-
bra that encompasses both relations 
and graphs?

Current graph query engines com-
bine algebra operators and ad hoc 
graph algorithms into complex work-
loads, which complicates implementa-
tion and affects performance. An imple-
mentation based on a single algebra 
also seems utopic. A query language 
with general Turing Machine capabili-
ties (like a programming language), 
however, entails tractability and feasi-
bility problems.2 Algebraic operators 
that work in both centralized and dis-
tributed environments, and that can be 
exploited by both graph algorithms and 
ML models such as GNNs, graphlets, 
and graph embeddings, could be highly 
desirable for the future.

Ecosystems
Ecosystems behave differently from 
mere systems of systems; they couple 
many systems developed for different 
purposes and with different processes. 
Figure 1 exemplifies the complexity of 
a graph processing ecosystem through 
high-performance OLAP and OLTP 
pipelines working together. What are 
the ecosystem-related challenges?

Workloads in graph processing 
ecosystems. Workloads affect both 
the functional requirements (what a 
graph processing ecosystem will be 
able to do) and the non-functional 
(how well). Survey data25 points to 
pipelines, as in Figure 1: complex 
workflows, combining heterogeneous 
queries and algorithms, managing 
and processing diverse datasets, with 
characteristics summarized in the 
sidebar “Known Properties of Graph 
Processing Workloads.”

In Figure 1, graph processing links 
to general processing, including ML, 
as well as to domain-specific process-
ing ecosystems, such as simulation 
and numerical methods in science 

only to database languages, but also as 
a foundation for combining logical rea-
soning with statistical learning in AI. 
Logical reasoning derives categorical 
notions about a piece of data by logical 
deduction. Statistical learning derives 
categorical notions by learning statisti-
cal models on known data and applying 
it to new data. Both leverage the topo-
logical structure of graphs (ontologies 
and knowledge graphsj or graph em-

j A recent practical example is the COVID-19 
Knowledge Graph: https://covidgraph.org/

Graph workloads may exhibit several 
properties:

1. Graph workloads are useful for 
many, vastly diverse domains.24,25,26 
Notable features include edge 
orientation, such as properties/
timestamps for edges and nodes; graph 
methods (neighborhood statistics, 
pathfinding and traversal, and subgraph 
mining); programming models (think-
like-a-vertex, think-like-an-edge, and 
think-like-a-subgraph); diverse graph 
sizes, including trillion-edge graphs;26 
and query and process selectivities.9

2. Graph workloads can be highly 
irregular, mixing (short-term) data-
intensive and compute-intensive 
phases.26 The source of irregularity, such 
as different datasets, algorithms, and 
computing platforms, greatly affects 
performance. Their interdependency 
forms the Hardware-Platform-
Algorithm-Dataset (HPAD) Law.29

3. Graph processing uses a complex 
pipeline, combining a variety of tasks 
other than querying and algorithms.1,24 
From traditional data management, 
workloads include: transactional (OLTP) 
workloads in multi-user environments, 
with many short, discrete, likely 
atomic transactions; and analytical 
(OLAP) workloads with fewer users 
but complex and resource-intensive 
queries or processing jobs, with longer 
runtime (minutes). Popular tasks also 
include extract, transform, load (ETL); 
visualization; cleaning; mining; and 
debugging and testing, including 
synthetic graph generation.

4. Scalability, interactivity, and 
usability affect how graph users 
construct their workloads.24

Known 
Properties 
of Graph 
Processing 
Workloads 

https://covidgraph.org/


SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     69

contributed articles

ment, and deployment of cloud and 
grid computing solutions.13

For big graph processing, our main 
insight is that many graph processing 
ecosystems match the common refer-
ence architecture of datacenters,18 
from which Figure 3 derives. The Spark 
ecosystem depicted here is one among 
thousands of possible instantiations. 
The challenge is to capture the evolving 
graph processing field.

Beyond scale-up vs. scale-out. Many 
graph platforms focus either on scale-up 
or scale-out. Each has relative advantag-
es.27 Beyond merely reconciling scale-up 
and scale-out, we envision a scalability 
continuum: given a diverse workload, the 
ecosystem would automatically decide 
how to run it, and on what kind of het-
erogeneous infrastructure, meeting ser-
vice-level agreements (SLAs).

Numerous mechanisms and tech-
niques exist to enforce scale-up and 
scale-out decisions, such as data and 
work partitioning, migration, offload-
ing, replication, and elastic scaling. 
All decisions can be taken statically or 
dynamically, using various optimiza-
tion and learning techniques.

and engineering, aggregation and 
modeling in business analytics, and 
ranking and recommendation in so-
cial media.

Standards for data models and 
query languages. Graph processing 
ecosystem standards can provide a 
common technical foundation, there-
by increasing the mobility of applica-
tions, tooling, developers, users, and 
stakeholders. Standards for both OLTP 
and OLAP workloads should standard-
ize the data model, the data manipula-
tion and data definition language, and 
the exchange formats. They should be 
easily adoptable by existing implemen-
tations and also enable new imple-
mentations in the SQL-based techno-
logical landscape.

It is important that standards reflect 
existing industry practices by following 
widely used graph query languages. To 
this end, ISO/IEC started the GQL Stan-
dardization Project in 2019 to define 
GQL as a new graph query language. 
GQL is backed by 10 national stan-
dards bodies with representatives from 
major industry vendors and support 
from the property graph community as 

represented by the Linked Data Bench-
marks Council (LDBC).l

With an initial focus on transaction-
al workloads, GQL will support com-
posable graph querying over multiple, 
possibly overlapping, graphs using en-
hanced regular path queries (RPQs),3 
graph transformation (views), and 
graph updating capabilities. GQL en-
hances RPQs with pattern quantifica-
tion, ranking, and path-aggregation. 
Syntactically, GQL combines SQL style 
with visual graph patterns pioneered 
by Cypher.14

Long-term, it would also be worth-
while to standardize building blocks of 
graph algorithms, analytical APIs and 
workflow definitions, graph embed-
ding techniques, and benchmarks.28 
However, broad adoption for these as-
pects requires maturation.

Reference architecture. We identify 
the challenge of defining a reference 
architecture for big graph processing. 
The early definition of a reference ar-
chitecture has greatly benefited the 
discussion around the design, develop-

l See http://ldbcouncil.org/

Figure 3. A reference architecture for graph processing ecosystems. 

Layer 1, the infrastructure layer, provides physical and virtual resources. Layer 2, the operating services 
layer, provides services across resources, including data streaming and synchronization. Resource 
managers, in layer 3, provide static and dynamic resource management and scheduling across resources. 
Back-end and front-end layers (layers 4 and 5, respectively) represent specialization efforts. Conversely, 
layers 2 and 3 may generalize techniques initially developed in layers 4 and 5.
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challenges become even more daunt-
ing for graph processing ecosystems.

Benchmarks, performance mea-
surement, and methodological as-
pects. Graph processing suffers from 
methodological issues similar to oth-
er computing disciplines.5,24 Running 
comprehensive graph processing ex-
periments, especially at scale, lacks 
tractability9—that is, the ability to im-
plement, deploy, and experiment 
within a reasonable amount of time 
and cost. As in other computing disci-
plines,5,24 we need new, reproducible, 
experimental methodologies.

Graph processing also raises unique 
challenges in performance measure-
ment and benchmarking related to 
complex workloads and data pipelines 
(Figure 1). Even seemingly minute HPAD 
variations, for example the graph’s de-
gree distribution, can have significant 
performance implications.17,26 The lack 
of interoperability hinders fair compari-
sons and benchmarking. Indexing and 
sampling techniques might prove useful 
to improve and predict the runtime and 
performance of graph queries,8,21,30 chal-
lenging the communities of large-scale 
systems, data management, data min-
ing, and ML.

Graph processing systems rely on 
complex runtimes that combine soft-
ware and hardware platforms. It can be 
a daunting task to capture system-un-
der-test performance—including par-
allelism, distribution, streaming vs. 
batch operation—and test the opera-
tion of possibly hundreds of libraries, 
services, and runtime systems present 
in real-world deployments.

We envision a combination of ap-
proaches. As in other computing dis-
ciplines,5,24 we need new, reproduc-
ible experimental methodologies. 
Concrete questions arise: How do we 
facilitate quick yet meaningful per-
formance testing? How do we define 
more faithful metrics for executing a 
graph algorithm, query, program, or 
workflow? How can we generate work-
loads with combined operations, cov-
ering temporal, spatial, and stream-
ing aspects? How do we benchmark 
pipelines, including ML and simula-
tion? We also need organizations 
such as the LDBC to curate bench-
mark sharing and to audit bencmark 
usage in practice.

Specialization vs. portability and 

Dynamic and streaming aspects. 
Future graph processing ecosystems 
should cope with dynamic and stream-
ing graph data. A dynamic graph ex-
tends the standard notion of a graph to 
account for updates (insertions, chang-
es, deletions) such that the current and 
previous states can be seamlessly que-
ried. Streaming graphs can grow indef-
initely as new data arrives. They are 
typically unbounded, thus the underly-
ing systems are unable to keep the en-
tire graph state. The sliding window 
semantics6 allow the two notions to be 
unified, with insertions and deletions 
being considered as arrivals and re-
movals from the window.

Since current streaming process-
ing technologies are fairly simple, for 
instance aggregations and projections 
as in industrial graph processing li-
braries (such as Gelly on Apache 
Flink), the need for “complex graph 
data streams” is evident, along with 
more advanced graph analytics and 
ML ad hoc operators. Another re-
search challenge is to identify the 
graph-query processing operators that 
can be evaluated on dynamic and 
streaming graphs while taking into ac-
count recursive operators7,23 and path-
oriented semantics, as needed for 
standard query languages such as 
GQL and G-Core.4

Graph processing platforms are also 
dynamic; discovering, understanding, 
and controlling the dynamic phenome-
na that occur in complex graph pro-
cessing ecosystems is an open chal-
lenge. As graph processing ecosystems 
become more mainstream and are em-
bedded in larger data-processing pipe-
lines, we expect to increasingly observe 
known systems phenomena, such as 
performance variability, the presence 
of cascading failures, and autoscaling 
resources. What new phenomena will 
emerge? What programming abstrac-
tions20 and systems techniques can re-
spond to them?

Performance
Graph processing raises unique perfor-
mance challenges, from the lack of a 
widely used performance metric other 
than response time to the methodolog-
ical problem of comparing graph pro-
cessing systems across architectures 
and tuning processes to performance 
portability and reproducibility. Such 

Instead of a single, 
exemplary (“killer”) 
application, we 
see big graph 
processing systems 
underpinning many 
emerging but 
already complex 
and diverse data 
management 
ecosystems.
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interoperability. There is considerable 
tension between specializing graph 
processing stacks for performance rea-
sons and enabling productivity for the 
domain scientist, through portability 
and interoperability.

Specialization, through custom 
software and especially hardware ac-
celeration, leads to significant perfor-
mance improvements. Specialization 
to graph workloads, as noted in the 
sidebar, focuses on diversity and ir-
regularitym in graph processing: sheer 
dataset-scale (addressed by Pregel 
and later by the open source project, 
Giraph), the (truncated) power-law-
like distributions for vertex degrees 
(PowerGraph), localized and commu-
nity-oriented updates (GraphChi), di-
verse vertex-degree distributions 
across datasets (PGX.D, PowerLyra), 
irregular or non-local vertex access 
(Mosaic), affinity to specialized hard-
ware (the BGL family, HAGGLE, rap-
ids.ai), and more.

The high-performance computing 
domain proposed specialized abstrac-
tions and C++ libraries for them, and 
high-performance and efficient run-
times across heterogeneous hardware. 
Examples include BGL,28 CombBLAS, 
and GraphBLAS. Data management 
approaches, including Neo4j, GEMS,10 
and Cray’s Urika, focus on convenient 
query languages such as SPARQL and 
Cypher to ensure portability. Ongoing 
work also focuses on (custom) accel-
erators.

Portability through reusable com-
ponents seems promising, but no stan-
dard graph library or query language 
currently exists. More than 100 big 
graph processing systems exist, but 
they do not support portability: graph 
systems will soon need to support con-
stantly evolving processes.

Lastly, interoperability means inte-
grating graph processing into broad-
er workflows with multi-domain 
tools. Integration with ML and data 
mining processes, and with simula-
tion and decision-making instru-
ments, seems vital but is not supported 
by existing frameworks.

A memex for big graph processing 
systems. Inspired by Vannevar Bush’s 

m Irregularity could be seen as the opposite of 
the locality principle commonly leveraged in 
computing.

1940s concept of personal memex, 
and by a 2010s specialization into a 
Distributed Systems Memex,19 we pos-
it that it would be both interesting and 
useful to create a Big Graph Memex 
for collecting, archiving, and retriev-
ing meaningful operational informa-
tion about such systems. This could 
be beneficial for learning about and 
eradicating performance and related 
issues, to enable more creative de-
signs and extend automation, and for 
meaningful and reproducible testing, 
such as feedback building-block in 
smart graph processing.

Conclusion
Graphs are a mainstay abstraction in 
today’s data-processing pipelines. How 
can future big graph processing and 
database systems provide highly scal-
able, efficient, and diversified querying 
and analytical capabilities, as demand-
ed by real-world requirements?

To tackle this question, we have un-
dertaken a community approach. We 
started through a Dagstuhl Seminar 
and, shortly after, shaped the struc-
tured connections presented here. We 
have focused in this article on three 
interrelated elements: abstractions, 
ecosystems, and performance. For 
each of these elements, and across 
them, we have provided a view into 
what’s next.

Only time can tell if our predictions 
provide worthwhile directions to the 
community. In the meantime, join us 
in solving the problems of big graph 
processing. The future is big graphs. 
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IT E MPLOYEE TURNOVER is a major concern of CIOs 
and senior IT managers.32 It has been for many years. 
The most recent annual Society for Information 
Management (SIM) survey of IT managers confirms 
that concern and attempts to get to the bottom of the 
issue. Since 2014, IT employee turnover has been on 
the rise—9% in 2014, 8.6% in 2015, 8% in 2016, 7.3% 
in 2017, and 8.2% in 2018, with 69.9% of those being 
voluntary. As if that were not troublesome enough, 
6.9% of the IT workforce is projected to retire in the 
next five years.32

These trends have a direct impact on the bottom 
line of organizations employing IT professionals. 
Some managers believe the ‘revolving door’ of IT adds 
an estimated 20% to their expected costs. Overall, 
compensation accounts for 35%–37% of the entire 
IT budget.32 When an employee leaves a company, it 
bears the burden of selecting, recruiting, and training 
a replacement,5 which amounts to up to 150% of the 
employee’s annual salary, considering the time spent 
to search for, recruit, and interview a replacement.29

Maybe partially reflecting these costs, 
the percent of IT budget spent on train-
ing has accordingly been rising in re-
cent years, standing at a projected 5.9% 
in 2019, up from 5.1% in 2018 and 2.9% 
in 2017.32

When trying to explain why IT pro-
fessionals are leaving, IT managers 
surveyed by SIM blame a strong job 
market. Indeed, IT talent retention has 
consistently been ranked in the survey 
as the second or third “Most Impor-
tant/Worrisome IT Management Is-
sues” since 2013. Only the combined 
category of security/cybersecurity/pri-
vacy outranks it.32

This survey, which also looks at the is-
sue from a socio-psychological angle, 
finds IT employee trust—in direct man-
agers, teams, and organizations—as the 
top motivating factor. This perspective 
compares and contrasts IT employee 
distrust in the broad organization—
which is often beyond the control of 
managers but toxic to work environ-
ments nonetheless17—with the con-
structive actions that IT managers can 
take to offset that distrust, namely by 
fostering trust in managers as well as the 
teams on which IT employees work. This 
comparison is made within the context 
of assessing those trust and distrust be-
liefs against things such as satisfaction 
with pay, having perceived alternatives, 
and a sense of obsolescence in one’s cur-
rent position.

Results show that when all the cor-
relations are analyzed together, turn-
over intentions correlate significantly 
only to distrust in the organization. 
That is not to say that having perceived 
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Organizational distrust, not compensation,  
is more likely to send IT pros packing.
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 key insights
 ˽ IT professional turnover is a continuing 

major concern in the industry.

 ˽ Turnover is related to increased distrust 
in the organization, a distrust that is 
increased when IT professionals feel  
their present position increases  
their obsolescence, possibly because it 
suggests their managers do not care  
to keep them up to date.

 ˽ IT managers can reduce that distrust also 
by increasing trust within the IT team.

http://dx.doi.org/10.1145/3434641


SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     73

P
H

O
T

O
 B

Y
 L

E
W

I
S

 T
S

E
 P

U
I

 L
U

N
G

alternatives, feeling obsolete, or lack-
ing trust in managers or teams does 
not significantly correlate to turnover 
intentions. Rather, they paled in com-
parison to such an extent that they be-
came insignificant when analyzed to-
gether with distrust in the 
organization. As important as they 
may be, they are actually mediated 
through reduced distrust. Other de-
mographics, including age, gender, 
education level, organization size, and 
organizational tenure mentioned in 
other studies, for instance Zaza et al.,35 
were mostly insignificant.

Trust and Distrust
So why is distrust in the organization, 
namely, in the broader organizational 
environment, so important? To under-
stand that one must first look at what 
trust is about. Trust is “the willingness 

of a party to be vulnerable to the ac-
tions of another party based on the ex-
pectation the other will perform a par-
ticular action important to the trustor, 
irrespective of the ability to monitor or 
control that other party.”22 Such trust 
is crucial in many contexts involving 
intangible social exchanges.

To understand what those intangible 
social exchanges are and why trust is so 
crucial in them, one must first look at 
what a tangible exchange is. A tangible 
exchange is like going to the store to buy 
a pint of milk; you know exactly what 
you are getting and exactly what you are 
paying. There is little to no emotional or 
trusting element involved in a tangible 
exchange because the rules are set in 
advance and there is no dependency on 
the goodwill of the other party.

In contrast, in a social exchange 
the rules are not explicit and are in-

tangible, even if the costs and benefits 
can still be substantial. An intangible 
exchange may be telling an IT employ-
ee how important she is and showing 
it by respecting her opinion. The value 
of that respect is clearly higher than 
the equivalent minor dollar cost of the 
time it takes the manager to do so, but 
it is invaluable. Likewise, showing 
that the manager is trustworthy and 
can be counted on to treat employees 
with honesty, benevolence, and capa-
bility22 is something that cannot be 
easily measured. Nor can one contract 
that trustworthiness, because there 
are no explicit rules of reciprocity in 
this case.

You cannot tell your IT employees 
that you will be honest and care about 
them in exchange for their extra com-
mitment and loyalty. It is expected, but 
not explicit. Doing so builds trust by 
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duce the otherwise overwhelming 
complexity of the social world.10,20

Distrust, in contrast, is an emotion-
al aversion.23 More on distrust can be 
found in Bobko et al.,3 on the neurosci-
ence aspect and how trust and distrust 
are related in that line of research in 
Krueger et al.,19 on the societal effect 
on trust in Zhang et al.,36 on the inter-
play between institutional and person-
al trust in Vries et al.,34 and the inter-
play between cognitive and affective 
trust in Fan et al.8 Research has indeed 
shown that, accordingly, trust is associ-
ated with neural correlates of brain re-
gions known to be involved in rational 
decision-making, while distrust is as-
sociated with those dealing with fear 
and aversion.7

Collaboration is the result of trust-
ing those one interacts with. Seclusion 
and withdrawal are the result of dis-
trust in the broad social context.9,17 Dis-
trust can make employees assume ma-
licious intentions even when they were 
not intended18 and may result in a loss 
of organizational control as employees 
are drawn into passivity, secrecy, isola-
tion, avoidance, blame,18 cynicism, and 
lack of motivation.28

The Study
This study, which includes 793 organi-
zations representing 23.3% of the U.S. 
GDP, looks at turnover intention 
through those lenses, comparing the 
importance of the trust that IT em-
ployees have in those they work close-
ly with—their manager and team—
with their overall distrust in the 
organization. The items in each sec-
tion of the questionnaire were rated 
on a seven-point Likert scale dealing 
with Turnover Intention,4 Satisfaction 
with Compensation,13 Trust in Direct 
Manager,6 Trust in Team,1,27 Distrust in 
Organization,14,30 Perceived Threat of 
Professional Obsolescence,16 and Per-
ceived Alternatives.33 Demo graphics 
known to also affect turnover inten-
tions35 were added as controls. In this 
conceptualization, it is assumed that 
trust-building acts by IT management 
might offset inadvertent distrust-cre-
ating actions by the organization, 
such as creating an impression of un-
fairness.

Data was collected through Qual-
trics, an online survey distribution com-
pany. Each potential participant re-

confirming one’s trustworthiness; not 
doing so breeds distrust by creating 
suspicion.17 Moreover, if one were to 
make that exchange explicit, as in, “I 
will care for you but in exchange you 
must work a bit harder,” the ensuing 
relationship would be anything but 
one based on trust.

Compensation is a tangible, mostly 
economic, exchange, but relying on 
one’s manager, knowing that the team 
cares about you, and reciprocating ac-
cordingly is what makes it a social ex-
change. And this is the catch: it is pre-
cisely because there are no explicit and 
enforced rules in a social exchange that 
it is so dependent on creating trust 
through reciprocity.2,11 And, by an 
equivalent measure, lack of reciprocity 
can create distrust. Distrust is one of 
the reasons why organizations fail,17 as 
well as why countries do not develop 
economically.9 Combined, trust en-
ables and determines how employees 
perceive the fairness of their organiza-
tion,6 while distrust ruins it.9,17

Practically, this is not to say that typ-
ical IT managers should refrain from 
creating distrust. Sometimes it is just 
inevitable that the organization as a 
whole might unintentionally create 
some level of distrust—because it is so 
remote and its actions are not always 
broadcasted or due to the intangible 
aspects of its social exchanges with the 
IT employees. For example, an organi-
zation inadvertently creates distrust by 
not making it clear how much the en-
deavors and overtime invested by IT 
employees are appreciated. Fortunately, 
an IT manager can, to some extent, 
counter that negativity by creating trust 
in the more immediate environment of 
the manager and team.

Trust and distrust are not necessar-
ily opposites. When we trust, we make 
assumptions about how others will be-
have when they cannot be enforced.10 
This is often based on how trustworthy 
those others were in the past.22,26 Mak-
ing assumptions is necessary in many 
cases because people are, in essence, 
free agents and not always even ratio-
nal ones at that. Without assuming 
that others will behave in an accept-
able manner—in other words, trusting 
them—the social world would often be 
cognitively overwhelming. Trust allows 
one to assume away many possible be-
haviors by others, and in doing so, re-

When all the 
correlations 
are analyzed 
together, turnover 
intentions correlate 
significantly  
only to distrust in  
the organization.
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Table 1. Items by scale and their standardized loadings.

Construct/Items Wording Loading (std.)

Turnover Intentions

How often have you considered leaving your job? .86 (.04)

How often are you frustrated when not given the opportunity at work to 
achieve your personal work-related goals?

.83 (.04)

How often do you dream about getting another job that will better suit your 
personal needs?

.82 (.04)

Satisfaction with Compensation (Scale was ‘Extremely Satisfied’ to ‘Extremely Unsatisfied’)

My take-home pay .93 (.02)

My current salary .94 (.01)

My overall level of pay .96 (.01)

Perceived Threat of Professional Obsolescence

I fear technical obsolescence .87 (.03)

I feel intimidated .88 (.03)

I feel the threat of obsolescence .95 (.02)

Trust in Direct Manager

I would be comfortable giving my direct manager a task or problem that 
was critical to me, even if I could not monitor his/her actions.

.74 (.06)

If someone questioned my direct manager’s motives, I would give my 
direct manager the benefit of the doubt.

.78 (.05)

I would be willing to let my direct manager have complete control over my 
future in this company.

.76 (.05)

Trust in Team

Members of my team show a great deal of integrity. .88 (.02)

I can rely on those with whom I work in this team. .90 (.02)

Overall, the people in my team are very trustworthy. .89 (.02)

We are usually considerate of one another's feelings in this team. .89 (.02)

The people in my team are friendly. .83 (.03)

We have confidence in one another in this team. .84 (.03)

Distrust in Organization

I am not sure I fully trust my organization. .83 (.04)

My organization is not always honest and truthful. .81 (.04)

I don’t think my organization treats me fairly. .80 (.04)

Perceived Alternatives

I have many alternative job opportunities including some that are different 
from what I do now. 

.82 (.05)

There are many jobs available similar to mine. .80 (.05)

I can find another job doing exactly what I am doing now. .67 (.06)

ceived a recruitment letter via email 
with a link to a survey, where partici-
pants were informed that participation 
was anonymous and optional. Partici-
pants were paid to participate in the sur-
vey, which took 5–12 minutes. The sur-
vey, restricted to individuals located in 
the U.S. who self-identified as an “IT 
professional,” was open for two weeks, 
during which 258 completed responses 
were collected. Of the 258 respondents, 
67% were married, most aged 25–34 
(36%) and 35–44 (43%). Not surprising 
for IT professionals, most respondents 
were male (71%) and had a four-year 
(43%) or professional degree (28%). Or-
ganizational tenure was mostly 5–10 
years (40%), 10–15 years (24%), and 0–5 
years (22%).

Data was analyzed using MPlus,24 a 
structural equation modeling package 
that enables analyzing models in which 
there are many layers of dependent 
(predicted) and independent (predic-
tor) variables, where those variables 
may include both explicit measures 
(such as age) and latent constructs 
(such as trust) that cannot be mea-
sured directly but can be measured as 
they are reflected through several items 
in a questionnaire. The latent con-
structs in Table 1 are shown in bold 
italics, with the items reflecting each 
construct below the construct’s name. 
MPlus runs a simultaneous maximum 
likelihood estimation of the entire 
model, including both the measure-
ment model (as a confirmatory factor 
analysis of how measurement items 
load on their assigned latent con-
structs) and the structural model (how 
the constructs relate to each other). 
The questionnaire items and their 
standardized loadings in the model ap-
pear in Table 1.

All the loadings are significant at the 
.001 level. Table 2 shows the descrip-
tive statistics of the resulting con-
structs while Table 3 shows the corre-
lations among the constructs. In both 
Table 3 and Figure 1, a single asterisk 
means the path is significant at the .05 
level, a double at .01, and a triple at 
.001. Overall model fit was χ2

341=495.20, 
RMSEA=.059, CFI=.94, TLI=.93. These 
values show overall good fit.12 The de-
gree of explained variance (R2) was .73 
for Turnover Intentions and .62 for Dis-
trust in Organization.

The analysis included all those 

paths, but in the interest of readability, 
Figure 1 shows only the significant 
paths. This means that Distrust in Orga-
nization fully mediated the effects of the 
other independent variables and the 
controls. Paths that do not appear in 
Figure 1, such as between Satisfaction 
with Compensation and between Turn-
over Intentions, are insignificant. (Add-
ing correlations between any of the con-

trols and any of the independent 
variables into the model in Figure 1 
shows that in addition to what is shown 
in Figure 1, there were significant corre-
lations between Gender and Satisfaction 
with Compensation, Gender and Profes-
sional Obsolescence, and Satisfaction 
with Compensation and Professional Ob-
solescence.)

The model in Figure 1 indicates 
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complain their employees sometimes 
do not bother with their contractual 
requirement of giving a 14-day leave 
notice.

The Takeaway
Throwing money at a problem is an 
easy and tempting approach. Or, in this 
case, arguing that IT employees leave 
because they are not satisfied with their 
compensation. That may be true, but 
satisfaction with compensation is not 
the reason in this survey. In fact, the 
data suggests that in the context of IT 
employee turnover, it might be primar-
ily a matter of the organization’s overall 
policies that result in distrust and push 
employees away, rather than about con-
vincing them to stay through issues 
that are at the direct discretion of their 
managers, such as building trust in the 
team they manage.

Such a conclusion is perhaps remi-
niscent of other research on employee 
turnover, which argued that organiza-
tional commitment, arguably missing 
when the employee distrusts the orga-
nization, reduces turnover inten-
tions.21 Nonetheless, taking steps to 
build trust within the IT team, some-
thing CIOs and IT managers can take 
on, can reduce distrust and, hence, 
turnover intentions. Moreover, as 
transparency increases trust,31 man-
agers may wish to consider that line of 
action too when it comes to reducing 
distrust. As a caveat to that conclu-
sion, though, it should be added that 
the direction of the implied causality 
among the perception of having alter-
natives or professional obsolescence 
and distrust might be more complex 

distrust also highly correlates with a 
sense of being professionally obsolete 
or with employees feeling they have al-
ternatives, possibly indicating telltale 
signs that managers may wish to pay 
attention to.

Identifying such employees, and 
taking steps to keep them from sud-
denly leaving, resonates with input we 
received from senior IT managers who 

that distrust mitigates the effects of 
the other reasons leading to intended 
turnover. Practically, those results may 
be interpreted as suggesting that dis-
trust of the organization causes em-
ployees to want to leave, while trusting 
one’s more immediate team and other 
positive experiences and actions can 
counter that distrust and indirectly al-
leviate that intent. On a practical level, 

Table 2. Construct descriptive statistics table.

Variable Mean Std. Min Max

Turnover Intentions 3.61 1.67 1 7

Satisfaction with Compensation 2.47 1.41 1 7

Perceived Threat of Professional Obsolescence 4.16 1.89 1 7

Trust in Direct Manager 2.53 1.23 1 7

Trust in Team 2.13 1.09 1 6.83

Distrust in Organization 4.27 1.80 1 7

Perceived Alternatives 2.94 1.37 1 7

Figure 1. Structural model.

Turnover 
Intentions

Satisfaction with 
Compensation

Professional 
Obsolescence

Trust in Team

Age

Distrust in 
Organization

Trust in 
Direct Manager

Gender Years at the
Organization Organization Size Education

.85***.31***

–.27*

Alternatives

.51*** –.25***

Controls:

Table 3. Correlation among the constructs. 

Turnover 
intentions

Compensation 
Satisfaction

Threat of 
Obsolescence

Trust in 
Manger

Trust in 
Team

Distrust in 
Org.

Perceived 
Alternatives

Turnover Intentions 1

Satisfaction with Compensation –.04 1

Perceived Threat of Professional Obsolescence .49*** .24*** 1

Trust in Direct Manager –.13* .56*** .15* 1

Trust in Team –.18** .50*** .11 .62*** 1

Distrust in Organization .66*** –.12 .44*** –.16** –.30***  1

Perceived Alternatives .43*** .23*** .34*** .21*** .18** .36*** 1

Age .18** –.02 .16* –.05 –.06 .16** .09

Org. Size –.09 –.07 .04 .06 .02 –.15* .01

Org. Tenure .11 –.12 –.02 –.12 –.04 .06 .03

Gender .15* .16* .10 .06 .04 .04 .10

Education –.08 –.14* –.18** –.11 –.08 –.09 –.15*
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than discussed. It should also be add-
ed as a note of caution that common 
method variance is unavoidable in 
questionnaire data.

Also noteworthy is that Satisfaction 
with Compensation is not only an insig-
nificant predictor of turnover inten-
tions when other factors are included 
(see Figure 1), but it is even uncorre-
lated with turnover intentions (see Ta-
ble 3). This may suggest a need to re-
consider, at least in this context, 
previous suggestions that pay leads to 
job satisfaction which leads to less 
turnover.15,20 Again, it is distrust in the 
organization that pushes IT employ-
ees to consider leaving, rather than 
pay that convinces them to stay. That it 
is such a broad, organization-wide is-
sue which pushes IT employees away 
may also be reflected in the demo-
graphics.

As might be expected, employees in 
larger organizations felt more distrust 
in their organization (see Table 3). 
Such a tendency may reflect the conse-
quences of more interpersonal trust-
building relationships in smaller orga-
nizations compared to the perhaps 
inevitable greater social distance and 
disconnect with decision-making in 
large organizations. The high correla-
tions between Trust in Direct Manager 
and both Satisfaction with Compensa-
tion and Trust in Team merit future re-
search.

The fact that trust in the team re-
duced overall distrust in the organiza-
tion may have broader implications for 
IT managers about the need to better 
manage the interpersonal relation-
ships within these teams. That trust in 
the team is highly correlated with trust 
in the manager may not be that surpris-
ing because a key function of any suc-
cessful manager is team building.

But that trust in the team is highly 
correlated with overall pay satisfaction 
is suggestive. A team that is trustwor-
thy allows people to grow and improve 
their skills, and that is important to 
people. Satisfaction with compensa-
tion, then, might not be just about 
money; rather, it may also be related 
to being part of a team one can trust. 
Being part of such a team also corre-
lates with the perception of having al-
ternatives, adding to the possible risk 
that an employee might leave, but the 
strength of the correlations in Table 3 

suggests that being part of a trust-
worthy team carries more weight in 
affecting satisfaction with compensa-
tion than with increasing perceived al-
ternatives. What constitutes a trustwor-
thy team is reflected in the questions 
that measured it. Trustworthy IT teams 
are those where their members feel 
that there is integrity, dependability, 
and friendliness.

As Ian Fleming once put it: “Sur-
round yourself with human beings, my 
dear James. They are easier to fight for 
than principles.” That truism might 
apply to managing IT employee reten-
tion, too. Management principles such 
as compensation,15,25 high-level mana-
gerial policies, and constructive behav-
ior6 are clearly important. But, at their 
core, IT employees are human. Fight-
ing for them to retain them is a matter 
of creating an organization they do not 
distrust enough to want to leave. 
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ROBOT CAPABILITIES ARE maturing across domains, 
from self-driving cars to bipeds to drones. As a result, 
robots will soon no longer be confined to safety-
controlled industrial settings; instead, they will directly 
interact with the general public. The growing field of 
human-robot interaction (HRI) studies various aspects 
of this scenario, from social norms to collaborative 
manipulation to human-robot teaming, and more.

Researchers in HRI have made great strides  
in developing models, methods, and algorithms  
for robots acting with and around humans,29 

but these “computational HRI” models 
and algorithms do not generally come 
with formal guarantees and constraints 
on their operation. To enable human-
interactive robots to move from the lab 
to real-world deployments, we must 
address this gap.

Demonstrating trustworthiness in 
various forms of automation through 
formal guarantees has been the focus 
of validation, verification, and synthe-
sis efforts for years. For instance, air-
craft control systems must meet guar-
antees—such as correctly handling 
transitions between discrete modes 
of operation (take-off, cruise, land-
ing)—while simultaneously providing 
a guarantee on safety (for example, 
not being in both take-off and land-
ing modes at the same time) and live-
ness, the ability to eventually achieve a 
desirable state (for instance, reaching 
cruise altitude).

Formal methods, such as model 
checking and theorem proving, play a 
central role in helping us understand 
when we can rely on automation to do 
what we have asked of it. Formal meth-
ods can be used to create correct-by-
construction systems, provide proofs 
that properties hold, or find counter-
examples that show when automation 
might fail.

Formalizing HRI can enable the 
creation of trustworthy systems and, 
just as importantly, support explicit 
reasoning about the context of guar-
antees. First, writing formal models 
of aspects of HRI would enable verifi-
cation, validation, and synthesis, thus 
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providing some guarantees on the 
interaction. Second, it is unrealistic 
to verify a complete human-robot sys-
tem due to the inherent uncertainty 
in physical systems, the unique char-
acteristics and behaviors of people, 
and the interaction between systems 
and people. Thus, a formal model 
requires us to articulate explicit as-
sumptions regarding the system, in-
cluding the human, the robot, and the 

environments in which they are oper-
ating. Doing so exposes the limits of 
the provided guarantees and helps in 
designing systems that degrade grace-
fully when assumptions are violated.

In this article, we discuss approaches 
for creating trustworthy systems and 
identify their potential uses in a va-
riety of HRI domains. We conclude 
with a set of research challenges for 
the community.

Techniques for Demonstrably 
Trustworthy Systems
We divide the techniques for gaining 
confidence in the correctness of a sys-
tem into four approaches: synthesis of 
correct-by-construction systems, for-
mal verification at design time, run-
time verification or monitoring, and 
test-based methods. Common to all 
of these approaches is the need to ar-
ticulate specifications—descriptions of 
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created manually or automatically 
through synthesis.20 This type of veri-
fication is, in a sense, the most light-
weight way to integrate formal meth-
ods into a design. It does not alter 
the design; it enables the detection of 
failures or deviations from expected/
formalized behavior, allowing the ro-
bot to be shut down or switched into 
a safe mode. An additional benefit of 
runtime-checkable specifications is 
that they allow us to “probe” the sys-
tem at design time using methods 
such as statistical model checking.15

Test-based methods complement 
formal methods during verification 
and validation. In particular, simu-
lation-based testing2 can expose the 
system under test to more realistic 
stimuli than the often highly abstract 
scenarios that can be verified formal-
ly. From a performance point of view, 
simulation-based testing can reach 
verification goals faster and with 
less effort than conventional testing 
in the real world. Coverage is a mea-
surement of verification progress, al-
lowing engineers to track the variety 
of tests used and determine their ef-
fectiveness in achieving verification 
goals. Assertion monitors act as test 
oracles, much like the monitors used 
for runtime verification. Model-based 
testing is a specific technique that 
asserts the conformance of a system 
under test to a given formal model 
of that system.30 This is particularly 
important when guarantees or code 
generation rely on the correctness of 
a model.

Validation, verification, and syn-
thesis techniques are always related 
to given specifications. These specifi-
cations can never cover the full behav-
ior of a physical system in the world; 
rather, they include assumptions and 
abstractions to make the problem 
tractable. Therefore, guarantees are 
provided with respect to the specifica-
tion, enabling us to gain confidence 
in the system’s overall correctness, 
narrow down the sources of problems, 
and understand the constraints that 
limit deployment.

HRI Domains and  
Their Unique Challenges
Many HRI domains could benefit from 
formal methods, and each domain 
brings about unique challenges:

what the system should and should 
not do. Specifications typically in-
clude both safety and liveness prop-
erties and are defined in a formal 
language, for example temporal log-
ics over discrete and/or continuous 
states, or satisfiability modulo the-
ory (SMT) formulas (for example in 
Clarke et al.8).

The four approaches outlined be-
low are listed in decreasing order of 
exhaustiveness and, as a result, com-
putational complexity. Less exhaustive 
approaches can typically handle more 
complex systems at a greater level of 
realism. Synthesis is the most compu-
tationally expensive approach and re-
quires the coarsest abstraction, but it 
can automatically create a system with 
guarantees. Test-based methods, how-
ever, can handle the most complex sys-
tems but do not provide formal guar-
antees regarding the satisfaction of 
the specifications. In practice, a com-
bination of techniques is required, as 
no single technique can be relied upon 
on its own.31

Synthesis is the process of auto-
matically generating a system from 
the specifications. In the context of ro-
botics, there are different techniques 
for doing so,14 including offline gen-
eration of state machines or policies 
satisfying discrete and probabilistic 
temporal logic specifications, online 
receding horizon optimization for 
continuous temporal logics, and on-
line optimization with SMT solvers.

Formal verification techniques 
span methods that exhaustively ex-
plore the system (model checking, 
reachability analysis8) to those that 
reason about the system using axioms 
and proof systems (theorem proving10). 
Tech niques vary from deterministic, 
worst-case analysis to probabilistic 
reasoning and guarantees, and from 
discrete spaces to continuous ones. 
Such methods are typically applied 
at design time and either determine 
that the specification is met in every 
possible system behavior or provide a 
counterexample—a system execution 
that violates the specification—which 
may then be used to further refine the 
design or the specification.

Runtime monitoring is the process 
of continuously checking system ac-
curacy during execution using moni-
tors that check specifications, either 

When  
the interaction 
involves shared 
human-robot 
control, equally 
important to  
the idea of humans 
trusting the robot  
is the notion  
of whether and  
to what extent  
the robot can trust 
the human.



SEPTEMBER 2021  |   VOL.  64  |   NO.  9  |   COMMUNICATIONS OF THE ACM     81

contributed articles

drivers of other vehicles around the au-
tonomous car, and pedestrians or bi-
cyclists interacting with autonomous 
vehicles on roads.

An obvious specification in this 
domain is safety—no collisions. How-
ever, that specification is not enough. 
When merging onto a highway, the 
safest course of action is to wait until 
no other vehicles are nearby. On busy 
roads this is not a reasonable course 
of action. Therefore, the specification 
needs to go beyond addressing the 
challenges of driving a single vehicle 
by formalizing desirable behavior 
when cars interact with other vehicles 
and road users.28 The challenges of this 
domain are to model and validate ac-
ceptable road behavior; reason about 
the expected and unexpected behavior 
of people in the above categories; and 
provide certification, diagnosis, and re-
pair techniques that will enable auton-
omous vehicles to drive on our roads.

Social Collaboration: In addition 
to the contexts listed above, there are 
many instances in which humans and 
robots will engage in predominantly 
social, rather than physical, interac-
tions.5 For example, information-ki-
osk robots at an airport might engage 

Physical HRI involves systems in 
which the physical states of an automa-
tion interact with the physical states 
of a human;4 for example, a robotic 
wheelchair carrying a person or a con-
struction-assistant robot and a person 
carrying a heavy load together. In addi-
tion to physical states interacting, their 
internal states interact, since both the 
robot and human often have a model of 
the task they are working on to achieve 
as well as a model of each other.

For example, in a setting where 
rehabilitation robots assist an indi-
vidual with motion, the robot may be 
responsible for physical safety (keep-
ing someone upright) while simulta-
neously maximizing therapy benefit, 
requiring it to stay out of the way as 
much as possible. Thus, the system is 
tasked to assist, but not to over-assist. 
This fundamental tension between 
the two purposes of the automation 
with respect to the human leads to 
challenging questions in terms of 
specification (for example, how does 
one articulate the notion of safety 
while avoiding over-assisting?) and 
verification (for instance, how does 
one prove that the control methods 
satisfy the specification?).

Healthcare Robotics: There are a 
variety of robots being developed to as-
sist people with activities of daily living, 
including physical mobility, manipula-
tion, medicine reminders, and cognitive 
support. Robots are also developed to 
support clinicians, caregivers, and other 
stakeholders in healthcare contexts.27

For example, physically assistive 
robots, such as exoskeletons and ro-
botic prostheses, can help individuals 
perform movements, such as walking 
and reaching. Socially assistive robots 
can help individuals engage in positive 
health behaviors, such as exercise and 
wellness.23 People have different abili-
ties and disabilities that may change 
over short- and long-term horizons. 
Therefore, modeling a person’s ability 
and personalizing the system is crucial 
for creating successful HRI systems in 
the healthcare domain.

Autonomous Driving: Recent years 
have seen significant advances in au-
tonomous driving. As these fully or 
semi-autonomous vehicles appear on 
the road, challenges arise due to in-
teractions with humans. Humans, in 
the context of autonomous driving, 
fall into three main categories: drivers 
or riders in the autonomous vehicle, 

Domains of HRI that could benefit from formal methods.

Clockwise from top left, physical HRI 
(construction), physical HRI in healthcare 
(rehabilitation), autonomous driving, social 
HRI, and cognitive healthcare. 

Images courtesy of (clockwise from top left): 
Michael Suguitan, Kathleen Fitzsimons, Wendy Ju, 
Yaxin Hu, and The Levy-Tzedek Lab.
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assertion monitors for robot-to-human 
handover tasks.3

Other researchers have focused on 
socio-cyber physical systems, for in-
stance by including human factors—
ranging from specific roles of humans, 
their intentions, legal issues, and levels 
of expertise—into cyber-physical sys-
tems.6 Other work models an assisted-
living scenario as a Markov decision 
process,22 making use of the probabi-
listic model-checker PRISM.17

Challenges for  
the Research Community
Work described above suggests the 
promise of introducing formal meth-
ods and techniques into HRI domains. 
That said, creating and reasoning 
about trustworthy HRI requires ad-
dressing HRI’s unique aspects and re-
thinking current approaches to system 
verification, validation, and synthesis. 
In this section, we distill three unique 
aspects of HRI research posing a chal-
lenge for formal methods: designing 
useful HRI specifications, dealing with 
expected human adaptation to the au-
tomated system, and handling the in-
herent variability of humans. For each 
challenge domain, we identify high-
priority research directions that could 
drive progress toward creating trust-
worthy HRI systems.

Designing formal HRI specifica-
tions: Whenever verifying, testing, or 
synthesizing a system, one needs to for-
malize the system by defining the state 
space of the model and the specifica-
tion of interest. For example, in the con-
text of autonomous cars obeying the law 
and social conventions, the state space 
may include the position and velocity 
of the car and any other cars in the en-
vironment. The specification may rep-
resent a requirement of the form, ‘the 
car never exceeds the speed limit and 
always maintains a safe distance from 
all other cars.’ In the context of HRI, de-
signing useful specifications raises sev-
eral research questions:

 ˲ What should be the space of speci-
fications? In HRI, simply modeling 
the physical state of the robot and the 
human is usually not enough. The 
physical state does not capture require-
ments such as avoiding over-assisting a 
person or maintaining social and cul-
tural norms. We need to create richer 
spaces that enable the writing of such 

specifications while balancing the 
complexity of the algorithms that will 
be used for verification and synthesis 
in these spaces.

 ˲ How do we write specifications 
that capture trust? A human will only 
trust a robot to react in a safe way if it 
obviously and demonstrably does so. 
Hence, the robot needs to not only be 
safe but also be perceived as safe, which 
may require a considerable safety 
margin. On the other hand, when the 
interaction involves shared human-
robot control, equally important to 
the idea of humans trusting the robot 
is the notion of whether and to what 
extent the robot can trust the human. 
This plays a role in determining under 
what circumstances the robot should 
step in and in what manner. Particu-
larly in safety-critical scenarios, and 
when the robot is filling a gap in the 
human’s own capabilities, reasoning 
about trust in the human is key. Criti-
cal factors are to measurably assess the 
human’s ability to actually perform the 
task, and the human’s current state, 
for instance accounting for levels of fa-
tigue. These notions of trust go beyond 
typical safety and liveness specifica-
tions and require specification formal-
isms that can capture them.

 ˲ What should be the definition of 
failure? Beyond failure with respect to 
physical safety, which is well studied in 
the literature, interaction failures may 
have varying impacts. A small social 
gaffe, such as intruding on personal 
space, may not be an issue, but a large 
mistake, such as dropping a jointly ma-
nipulated object, might have a long-
term effect on interaction. We need to 
be able to define specifications that 
capture the notion of social failure and 
develop metrics or partial orders on 
such failures, so that the systems can 
fail gracefully.

 ˲ How can we formalize the hu-
man’s behavior during an interaction? 
A common technique in verification is 
assume-guarantee reasoning, where 
a system’s behavior is verified only 
under the assumption that its input 
satisfies a well-defined specification. 
If the input violates the assumption, 
the system behavior is no longer guar-
anteed. Given our understanding and 
observations of human-human and 
human-robot interactions, a challenge 
for synthesizing and verifying HRI is to 

people in conversations to get them to 
their destinations.

Social collaborations across many 
domains can be characterized by the 
use of social actions, such as verbal 
and nonverbal communication, to 
achieve a shared goal. Social collabo-
ration typically requires the agents 
involved to maintain a theory of mind 
about their partners, identifying what 
each agent believes, desires, and aims 
to achieve. In social collaboration, it 
is important that the robot follows so-
cial norms and effective collaboration 
practices, for example not interrupt-
ing the speaker and providing only 
true and relevant information.9 If a ro-
bot fails to follow such conventions, it 
risks failing at the collaboration due to 
lack of trust or other social effects. One 
major challenge in formalizing social 
collaborations is how to encode social 
norms and other behavior limitations 
as formal constraints. Researchers in-
terested in verifying or synthesizing so-
cial collaborations will have to identify 
which social behaviors and which ele-
ments of the task are important for the 
collaboration to succeed.

Work in Formalizing HRI
Researchers in computational HRI29 
have developed models for human be-
havior, for human-robot collaboration 
and interaction, and algorithms that 
have been demonstrated in various HRI 
domains. Whereas these approaches 
are evaluated qualitatively and quantita-
tively, the HRI research community has 
not often formalized what constitutes 
correct behavior. Generally speaking, 
there are very few examples of formal 
specifications, or algorithms that can 
verify or synthesize such specifications.

In the past few years, collabora-
tions between HRI researchers and 
researchers studying formal methods, 
verification, and validation have begun 
to address the challenge of formalizing 
specifications and creating demon-
strably trustworthy HRI systems. Some 
efforts have explored linear temporal 
logic as a formalism to capture and ver-
ify norms in an interaction25 and to syn-
thesize human-in-the-loop cyber-phys-
ical systems.21 Other examples include 
using satisfiability modulo theories for 
encoding social navigation specifica-
tions,7 signal temporal logic for hand-
over behavior,16 and automata-based 
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other, it is important to reason about 
the positive and negative feedback 
loops that emerge and their effect on 
the resulting interaction. These feed-
back loops can take the human-robot 
systems to desirable or undesirable 
equilibria. For example, the difference 
between driving cultures around the 
world may be explained by repeated 
interactions between drivers causing 
behavioral feedback loops, leading 
to emergent locally distinct conven-
tions. We need to study the long-term 
behavior of repeated interactions and 
adaptations and verify the safety of the 
resulting emergent behaviors.

Variability among human interac-
tants: While we can reasonably assume 
that the model of a particular type of 
robot is the same for all robots of that 
type, there does not exist a model of a 
“typical” human—one size does not 
fit all. Even identifying the proper pa-
rameters or family of parameters that 
encapsulate the types of variability in 
people is a seemingly impossible task. 
People differ across backgrounds, 
ages, and abilities, which raises the im-
portant question of how much to per-
sonalize the model and specification to 
a specific individual or population:

 ˲ Can we identify general specifica-
tions for which one, simple human 
model is enough? Is it possible to cre-
ate a basic, human-centric and applica-
tion-agnostic model of human behav-
ior that indicates a basic specification, 
such as loss of engagement of a hu-
man in the interaction? Such a generic 
model can detect behavior outside the 
expected, for example distraction or 
lack of attention, and could be used 
to trigger safety measures irrespective 
of the specific application area. A cur-
rent example for such a model is used 
in driver assist systems; they measure 
where the driver is looking, suggest-
ing the driver take a break if they detect 
staring or lack of eye movement—uni-
versal signs of sleepiness.

 ˲ What levels of personalization are 
needed? Refining the research ques-
tion above, it is important to study not 
only the formalisms that allow models 
and specifications to be personalized 
but also to what extent personalization 
is required for smooth interaction, 
what are the trade-offs between the 
complexity of the model and improved 
interaction, and what metrics enable 

formalize assumptions on the behav-
ior of the human—who provides the 
input of the HRI system—in a way that 
supports verification, is computation-
ally tractable, and captures the unique 
characteristics of humans.

Adapting to human adaptation: Dur-
ing interaction, humans and robots will 
engage in mutual adaptation process-
es.12 For example, people become less 
cautious operators of machines (cut-
ting corners, giving a narrower berth to 
obstacles) as they become more famil-
iar with them. Therefore, any models 
used to represent the interaction and 
reason about it must capture this adap-
tation. To complicate matters, the tem-
poral adaptation may occur at differ-
ent time scales: short time scales, such 
as morning vs. evening fatigue, and 
longer time scales, such as functional 
ability improvement or deterioration 
over months.11,12 Changing models in 
and of themselves makes formalizing 
HRI more complicated, but it is the 
diversity of the ways humans adapt to a 
task and a teammate that makes their 
accurate modeling even more challeng-
ing. This property brings up the follow-
ing research challenges:

 ˲ Which mathematical structures 
can capture non-stationary models? 
Mutual adaptations are common in hu-
man-human interaction. For example, 
humans build conventions when com-
municating with each other through 
repeated interactions using language 
or sketches.32 Studying these interac-
tions and formalizing them can form 
the basis for new HRI models. When 
developing such models, an important 
consideration is how to capture the dif-
ferent time scales of adaptation.

 ˲ How can the robot detect and rea-
son about the human’s adaptation? As 
humans adapt to the interaction, their 
behavior (and thus the input to the in-
teraction) may change. For example, 
people may become less emotionally ex-
pressive as the novelty of the interaction 
wears off, or they may give less control 
input as they trust the autonomy of the 
system more. This creates a challenge 
at runtime when a robot is attempting 
to ascertain how the human adapted. 
We need to develop runtime verification 
algorithms that can detect such adapta-
tion and influence the interaction.

 ˲ How to model feedback loops? As 
the robot and the human adapt to each 

Modeling  
a person’s ability 
and personalizing 
the system  
is crucial  
for creating 
successful  
HRI systems  
in the healthcare 
domain.
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reasoning about the trade-offs. For this 
purpose, models of mental representa-
tions (for example, levels of cognitive 
control for error-free decision-mak-
ing26) could be useful.

 ˲ How can we model the human’s 
ability level? The interaction should 
be appropriate for the ability level of 
the person. When humans are better 
off completing a task on their own, too 
much assistance is not desirable; for 
example, in therapeutic and educa-
tional settings. In other cases, too little 
assistance can be frustrating and lead 
to disengagement. It is important to 
model both the ability and the modes 
of interactions that are most appropri-
ate for each task.

 ˲ How do we formalize experiential 
considerations? People from different 
backgrounds may have different as-
sumptions24 and expectations19 from 
robots and may perceive the interac-
tion with the robot differently. Since 
meeting user expectations is important 
for fostering trust between the human 
and the robot,13,18 the personalization 
of the interaction should consider the 
experiential background of the user, 
who may expect the robot to be, for 
example, more assertive and active, or 
more reserved and passive.

Conclusion
As robots begin to interact closely with 
humans, we need to build systems wor-
thy of trust regarding both the safety 
and the quality of the interaction. To do 
so, we have to be able to formalize what 
a “good” interaction is, and we need al-
gorithms that can check that a given sys-
tem produces good interactions or can 
even synthesize such systems.

To make progress, we must first ac-
knowledge that a human is not anoth-
er dynamic physical element in the 
environment, but has beliefs, goals, 
social norms, desires, and preferenc-
es. To address these complexities, we 
must develop models, specifications, 
and algorithms that use our knowl-
edge about human behavior to create 
demonstrably trustworthy systems. 
In this article, we identified a num-
ber of promising research directions 
and we encourage the HRI and for-
mal methods communities to create 
strong collaborations to tackle these 
and other questions toward the goal 
of trustworthy HRI.
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THE INTERNET OF THINGS (IOT)  is taking the world by 
storm, thanks to the proliferation of sensors and 
actuators embedded in everyday things, coupled with 
the wide availability of high-speed Internet50 and 
evolution of the 5th-generation (5G) networks.34 IoT 
devices are increasingly supplying information about 
the physical environment (for example, infrastructure, 
assets, homes, and cars). The advent of IoT is enabling 
not only the connection and integration of devices 
that monitor physical world phenomena (for example, 
temperature, pollution, energy consumption, human 
activities, and movement), but also data-driven and 
AI-augmented intelligence. At all levels, synergies from 
advances in IoT, data analytics, and artificial 
intelligence (AI) are firmly recognized as strategic 
priorities for digital transformation.10,41,50

IoT poses two key challenges:36 Com-
munication with things and manage-
ment of things.41 The service paradigm 
is a key mechanism to overcome these 
challenges by transforming IoT devices 
into IoT services, where they will be 
treated as first-class objects through 
the prism of services.9 In a nutshell, 
services are at a higher level of abstrac-
tion than data. Services descriptions 
consist of two parts: functional and 
non-functional, such as, Quality of Ser-
vice (QoS) attributes.27 Services often 
transform data into an actionable 
knowledge or achieve physical state 
changes in the operating context.9 As a 
result, the service paradigm is the per-
fect basis for understanding the trans-
formation of data into actionable 
knowledge, that is, making it useful. 
Despite the increasing uptake of IoT 
services, most organizations have not 
yet mastered the requisite knowledge, 
skills, or understanding to craft a suc-
cessful IoT strategy. As a result, we do 
not have an adequate understanding of 
the ways by which we might leverage 
IoT opportunities.

From a service engineering perspec-
tive, IoT services may present difficult 
challenges, with many unsolved theoret-
ical and technical questions.9 Such chal-
lenges stem from the scale of the systems 
contemplated, changes in service envi-
ronments, quality of generated data and 
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 key insights
 ˽ Serendipity of IoT services will lead to 

highly innovative applications, including 
the crowdsharing of a wide array of 
services such as wireless energy services 
and other digital services.

 ˽ The service paradigm lends itself very 
nicely to the modeling of, and delivering 
on IoT. Each “thing” is modeled as a 
service with a set of purposes, that is, 
functionalities, delivered with a set of 
quality of services, that is, non-functional 
properties. The QoS can then be used as a 
discriminant to select the best IoT service.

 ˽ Augmenting IoT with services promises 
to deliver the same exciting outcomes 
as what the Web has achieved when it 
augmented the Internet. This led to a 
fundamental positive change in how 
humanity engages in all aspects of life.

http://dx.doi.org/10.1145/3464960
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enabled services, the inherent heteroge-
neity and uncertainty of ubiquitous en-
vironments including connectivity, and 
growing concerns about the unintend-
ed consequences of the digital age—se-
curity and privacy breaches.49 For exam-
ple, IoT devices can crowdsource a wide 
range of service types such as comput-
ing services, wireless energy sharing ser-
vices, and environmental sensing ser-
vices to other IoT devices in close 
proximity. In energy sharing services.22 
IoT devices can wirelessly send energy 
to other nearby devices. However, be-
cause IoT services are crowdsourced, 
they are highly susceptible to improper 
and malicious usage. Stealing credit 
card information and sensitive medical 
histories, cyber-attacks, denial of ser-
vice attacks, and privacy violations are 
examples of improper and malicious 
usages of IoT services.8

We see the evolution of the work in 
IoT services as mirroring in a way, at 
least conceptually, the work done in 
the World Wide Web (WWW). These ef-
forts over the last 30 years led to gener-
ic abstractions and computation tech-
niques that enabled a holistic 
computing environment in which us-
ers, information, and applications es-
tablish on-demand interactions, to re-
alize useful experiences and to obtain 
services. The benefit of such an envi-
ronment originates from the added 
value generated by the possible inter-
actions. We believe IoT services will re-
quire similar building blocks in terms 
of useful models and techniques to 
build the added value promised by the 
ubiquity as well as the serendipity of 
IoT services. We also believe that pro-
viding enhanced simplicity, agility, ef-
ficiency, and robustness in engineer-

ing and provisioning of IoT services 
will unlock the IoT service paradigm at 
a global scale. The realization of this vi-
sion, however, poses formidable com-
puting challenges to bring IoT services 
to the masses. While initial research 
outcomes exist which could be lever-
aged, significant progress is needed to 
make IoT services a tangible reality.

In this article, we identify key crite-
ria of IoT services via an analogy analy-
sis of the Internet and the Web and dis-
cuss the emerging technologies for the 
IoT environment. We also describe the 
major challenges in IoT services and 
present a research roadmap for the 
identified challenges.

An Analogy Analysis
We argue that for IoT to reach its 
full potential (from “technology” to 
“services”), there is a need to analyze 
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house. Every sector from IT to retails are 
affected by this phenomenon.

 ˲ Digitization is the process of 
converting information into digital 
formats. The Web is the single most 
important enabler for digitizing the 
information.7 The Web played a key 
role in moving the world from analog 
to digital form due to the increasing 
access to digital information. The ad-
vantages offered by digitization are 
the increasing access and preservation 
of information. Moreover, digitization 
enables enhanced services. Innova-
tive services can be created using ex-
isting digital information in response 
to user demands. Such services have a 
direct impact on several industries. Li-
braries have been closing; traditional 
print media companies are struggling 
to survive in the face of social media, 
and online blogs and forums; more 
people consume news from Twitter 
and Facebook than newspapers and 
television. Policies are debated and 
elections are fought on social media. 
A huge amount of information is be-
ing created and consumed in digital 
form directly. State libraries are col-
lecting social media data for informa-
tion preservation. Our daily life activi-
ties are stored and shared in real time. 
Every individual, organization, indus-
try, and government is impacted by 
this transformation.

There is a striking analogy of the 
IoT/services with the Internet/Web as 
services are the technology that trans-
forms the IoT into a meaningful and 
useful framework. We outline three key 
criteria for defining novel IoT services, 
as shown in the right part of the figure.

 ˲ Smartization refers to the process 
of introducing intelligence to traditional 
systems to achieve sustainable, ef-
ficient, and convenient services. IoT 
services are instrumental in achieving 
this goal by working collaboratively to 
enable smart services for the people.8 
Examples of such systems are smart 
cities, smart homes, and smart health. 
Consider an example of a smart city. 
The rapid industrialization has built 
global mega cities. These cities are 
now going through the post-industri-
alization development phase, where 
efficiency, sustainability, and livability 
become important factors for econom-
ic growth. These factors are largely ad-
dressed through smart city initiatives. 

similar trajectories of other recent 
technological trends. We propose there 
is such an analogy with the Internet 
and the Web (see the accompanying 
figure). While the Internet was created 
as a “technology” for worldwide digital 
communication, the Web has trans-
formed the Internet into meaningful 
services.7 We identify three key impacts 
of Web over the Internet:

 ˲ Democratization: The term “de-
mocratization” has its roots in politi-
cal science and refers to the process of 
transitioning to a democratic form of 
government. More generally, it can be 
thought of as the process of removing 
the barriers of privilege and of offering 
equal rights, access, and authority. The 
WWW achieved the democratization 
of access to information. Before the 
advent of the WWW, information often 
resided in repositories with privileged 
access or in places where the barriers 
to access were onerous. The Web “de-
mocratized” access to information by 
removing (for the most part) barriers 
to access. In addition to democratiz-
ing access to information, the Web has 
also democratized the ability to pub-
lish information. Almost anyone can 
create a website and post information 
on it—those simple steps making that 
information accessible to everyone. In 
the early Internet, the information flow 
was in only one direction, which was 
static, with no way for users to add to 
or interact with the information. How-
ever, the Web emphasizes the impor-
tance of people’s interactions with the 
Internet. Everyone has an opportunity 
to contribute to the Web. And, by pay-
ing attention to what users are looking 

for and doing online, better services 
(for example, recommender systems) 
are designed over the years.40

 ˲ Commoditization: The Web re-
defines the way businesses were per-
formed. The Web enables e-commerce 
platform technology using the Internet 
as a backbone and gives birth to today’s 
platform economy. The platform tech-
nology has profoundly affected everyday 
life and how business and governments 
operate. Commercial transactions are 
conducted in electronic marketplaces 
that are supported by the platform 
technology. Transaction-oriented mar-
ketplaces include large e-malls, con-
sumer-to-consumer auction platforms, 
multichannel retailers, and many mil-
lions of e-retailers. Examples of popu-
lar such transaction platform include 
Amazon, Airbnb, Uber, and Baidu. 
Massive business-to-business market-
places have been created on the Web.26 
Moreover, the platform economy en-
ables more efficient use of resources. 
Almost instantaneous access to services 
is made available by on-demand plat-
forms using the Web. Such service ori-
entation is not possible using only the 
concept of the Internet. Consumers 
have access to services and products 
from anywhere, and the price becomes 
a core factor in decision making. The 
bookstores are closing; big retails are 
complaining about the penetration of 
online services such as Amazon; the 
emergence of Uber is disturbing the 
taxi industry. Established brick-and-
mortar companies are competing to 
get a share of online customers. For ex-
ample, big hotel chains are competing 
with Airbnb that does not own a single 

Analogy between the Internet vs. the Web and IoT vs. IoT service.
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For example, Virtual Singapore applica-
tion enables city planners in Singapore 
to simulate various scenarios including 
emergency evacuation. Similarly, smart 
transportation systems will automate 
our roadways, railways, and airways, 
transform passenger experiences, and 
reshape the way cargo and merchan-
dise are tracked and delivered.

We believe the IoT service is the 
foundation to build next-generation in-
telligent systems and to transform all 
aspects of our life. In the process of 
“smartization,” IoT services bring to-
gether data, analytics, and decision-
making services within a single plat-
form and ensure they can work 
seamlessly and ubiquitously to provide 
an enhanced user experience. Hence, 
the smartization plays a significant 
role in making intelligent cyber-physi-
cal systems.

 ˲ Augmentation refers to the process 
of creating new services on demand 
by analyzing interactions among the 
devices and human to enhance the hu-
man experience. The self-driving ve-
hicles, robots in aged care, and home 
automation are some examples of aug-
mentation using IoT services. Augmen-
tation has become a reality due to the 
availability of AI-assisted intelligent as-
sistance (IA).14,42 We believe that future 
IA learns human behaviors, attitudes, 
and emotions, and creates new services 
on-demand to meet individual’s needs.

One emerging application area that 
will be enhanced by IoT services is aug-
mented reality (AR). IoT services en-
abled AR can be used to visualize and 
interact with data from thousands of 
sensors simultaneously in real time. 
With such services, for example, a 
farmer can walk through his fields and 
get all information about soil, crops, 
water, moisture, temperature, and pest 
control in real time with precise loca-
tion. The farmer can interact with such 
services and get even better insights on 
demand in real time.

We believe the IoT service is the key 
enabler to build intelligent systems on-
demand.18 IoT services move the pro-
cess of digitization from the artefacts 
in the Internet era to “everything” in 
the IoT world—our cities, hospitals, 
transport systems, as well as human 
beings. The IoT is a key enabling pillar 
of digitizing “everything” since 
“things” in the systems have embedded 

capability to collect data, which cap-
tures the holistic view of the systems. 
The digitization process goes beyond 
the physical systems. For example, the 
“brain wearables” help to digitize peo-
ple’s thoughts, feelings, and emotion 
and understand the neuroplasticity of 
our brain. These IoT services are very 
helpful to develop advance augmented 
tools for people suffering from many 
physical and mental sicknesses (for ex-
ample, anxiety, depression, paralysis). 
Hence, augmentation plays a signifi-
cant role in enhancing interactions be-
tween human and physical systems.

 ˲ Contextualization refers to IoT ser-
vices being aware of the situation and 
quickly adapting to the environment. 
The adaptation is not only limited to 
transforming or filtering sensor data 
in a meaningful and useful way to fit 
for the purpose, but also instantiat-
ing appropriate actuators. Giving 
contexts to IoT services through sensor 
data and actuator actions becomes an 
important criterion to build personal-
ized services.8,41,42

Data is the present while context is 
the future. Context will be the key to all 
industries. For example, a service will 
be created on demand to help a cus-
tomer to buy milk to fit with his dietary 
requirement and health conditions. 
Similarly, a personalized service will 
help people to pack their luggage while 
going on holidays, that is, one’s suit-
case, clothes, and weather forecast can 
interact with each other as IoT services 
and create a new advisory service on 
demand. A personalized temperature 
service is created on-demand for an 
individual to maintain the room tem-
perature at home depending on indi-
vidual’s preferences, meaning that an 
air-conditioning unit in the wall can 
interact with wearable sensors and 
create a personalized service.

Many start-up companies have 
emerged in recent times that were driv-
en by contextualization. This indicates 
that contextualization will grow expo-
nentially in the coming years and most 
of our current products and services 
will be personalized. Hence, we believe 
that contextualization plays a signifi-
cant role in enhancing the user experi-
ence by creating personalized services 
on demand in real time.18,41,42

The service computing research 
community has been continuing to de-

sign and develop IoT services for the 
last decade. Although there are incre-
mental advancements, we argue that 
service computing has not fully ex-
plored to its potential in designing IoT 
services. This roadmap aims at outlin-
ing the vision and the underlying IoT 
service research challenges.

Emerging Technologies 
and IoT Services
The advancements of existing comput-
ing paradigms such as data science, 
deep learning, and cloud computing, 
and emerging technologies such as 
Edge computing, 5G networks, and 
blockchain are creating opportuni-
ties for innovative IoT services. These 
different paradigms or technologies 
have been explored in the context of 
IoT applications and platforms and 
are equally important for IoT services. 
They must be coordinated to develop a 
distributed and dynamic IoT service.38 
However, coordinating different com-
puting paradigm with IoT services 
poses several research challenges. For 
example, the integration of data sci-
ence with IoT needs to solve several 
research issues including the hetero-
geneity of IoT data formats, the real-
time analytics, the data provenance, 
the dynamic data management and 
the IoT application orchestration.38 
Several research directions are pro-
posed to address these challenges 
from the data science perspective.38 
Enhanced software abstraction of the 
IoT computation units such as Micro-
ELement (MEL) and standard data in-
tegration protocols have the potential 
to resolve the IoT data heterogeneity 
issue.47 A MEL consists of microele-
ments such as data, computing, and 
actuators to deploy integration and 
computing solutions.

The IoT service development platform 
should have the ability to efficiently 
store and analyze real-time large IoT 
data streams from different types of 
physical and social sensors. The Edge 
computing is the potential research 
platform where IoT data are stored and 
analyzed at the edge of the IoT network 
instead of cloud services.43 However, 
integrating Edge computing in the IoT 
service has several key research issues: 
programmability; naming; network 
and resource constraints manage-
ment; QoS reliability; and security.12
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learned in edge servers and the final 
output layer is processed in the cloud.29 
New learning acceleration engines are 
proposed for edge servers.19 These ap-
proaches are yet to adopt the full poten-
tial of deep learning for IoT services.

Security, privacy, and data trust is 
another key research issue for integrat-
ing the data science into the IoT ser-
vice. It is proposed to adapt the block-
chain technology to bring data 
provenance in the IoT service.38 The 
Blockchain technology can create a 
trusted, decentralized, and autono-
mous system. Several blockchain-
based IoT application framework is 
proposed in the existing literature.33 
However, integrating blockchain in an 
IoT service has several challenges such 
as resource limitations, interoperabili-
ty of security protocols, and the dynam-
ic trust management.21

Existing research roadmaps on IoT 
services mainly focus on utilizing emerg-
ing technologies from the data science 
perspective.29,33,38,43 We focus on integrat-
ing emerging technologies from the ser-
vice computing perspective.

Challenges in IoT Services 
Research: A Roadmap
Actuation. The IoT will achieve the 
democratization of actuation, that is, 
invoking Internet-addressable things 
to take state-altering actions. Actua-
tion has not received much attention 
in the current discourse on IoT but is 
likely to become a major focus of atten-
tion soon. Accessible actuation entails 
that the ability to use IoT devices to 
take action can, in principle, be made 
available to all. The ability to operate 
IoT-enabled home devices remotely is 
already a well-recognized use case.

Actuation over the Internet (we 
might refer to this as open actuation) 
will have far-reaching and game-chang-
ing consequences that we have not yet 
started to fathom.42,50 We have seen a 
simpler version of this phenomenon in 
tele-operation, but the impact of open 
actuation will be orders of magnitude 
greater. The tele-operation is typically 
point-to-point, that is, an operator in-
vokes operations on a single device. 
The open actuation can be point-to-
multipoint, where a single operator in-
vokes multiple actuators over the IoT. 
The tele-operation is typically precon-
figured, that is, a tele-operation link is 

Programmability refers to the devel-
opment of service on heterogeneous 
edge nodes. Several novel approaches 
such as the development of computing 
streams are proposed to address the 
programmability in Edge computing.17 
Naming refers to the standard way to 
discover and to communicate with a 
large amount of IoT services. Tradi-
tional naming approaches such as Do-
main Name Search (DNS) or Uniform 
Resource Identifier (URI) are not capa-
ble to serve the dynamic and large 
number of IoT services. Hence, novel 
naming approaches are required for 
dynamic IoT services.

Another key challenge in integrat-
ing IoT service with Edge computing is 
to enabling large computing task with 
the resource-constrained edge nodes. 
The computation tasks are not pre-
ferred to migrate to the cloud as it may 
increase the network latency and hin-
der real-time decision makings. The 
research community is addressing this 
research issue by proposing different 
edge architectures and distributed 
task scheduling models.48 The applica-
tion programmers have difficulties in 
ensuring the QoS of the IoT services 
due to diverse Edge infrastructures and 
fault events. Hence, the application 
QoS requirements and the underlying 
edge and fog infrastructures should be 
considered in building a QoS-aware 
IoT services.48

The IoT service infrastructure pro-
duces a large amount of sensor data 
that must be analyzed to bring smarti-
zation in different applications such 
as smart homes and smart cities. Deep 
learning is a powerful analytic tool to 
extract new features and to bring in-
telligence in real-world applications.23 
However, integrating deep learning 
into IoT services has several key re-
search issues, particularly, learning 
from noisy sensor data, and enabling 
resource-constrained edge comput-
ing for deep learning algorithms. 
Data preprocessing is an important 
step for deep learning approaches. 
As IoT data is heterogeneous and 
generated from different sources, 
the accurate preprocessing or data 
curation is complex for real-time ser-
vices. To the best our knowledge, ex-
isting approaches propose to use lay-
ered-based learning frameworks 
where intermediate features are 

We believe the 
IoT service is the 
foundation to build 
next-generation 
intelligent systems 
and to transform all 
aspects of our life.
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set up between an operator and a de-
vice by prior design (and often with in-
vestments in the physical infrastruc-
ture to make the teleoperation 
possible). The open actuation can be 
emergent. An operator might identify 
devices on the fly whose operation 
would help to achieve the operator’s 
goals. A bespoke infrastructure for 
tele-operation is not necessary.

A combination of sensing and actu-
ation gives us the ability to monitor 
and manage physical systems. Remote 
management of physical systems over 
the IoT can lead to the crowdsourced 
models of managing physical infra-
structures. For instance, citizen groups 
might volunteer to manage specific 
civic spaces, such as a park or a com-
munity hall. For a park, they might be 
able to monitor turf health through 
sensors, while using remotely operated 
actuators such as sprinklers to water 
the turf when required. Citizen groups 
could manage neighborhood safety 
through similar means.

We have witnessed an exponential 
growth of autonomous systems in the 
last decade leading to the industrial 
revolution to realize the vision of In-
dustry 4.0.39 These autonomous sys-
tems are equipped with sensors and 
actuators and support its self-opera-
tion. The self-driving car is a good ex-
ample of such system. Autonomous 
vehicles are also in operations in 
many research and commercial activi-
ties.15 Examples include autonomous 
vehicles in mining, robots in health-
care, an underwater vehicle in climate 
study, among others. These autono-
mous systems are expected to interact 
with each other as well as their physical 
environments, building an autono-
mous Cyber Physical System (CPS).37

The fine-grained IoT-enabled device-
level levers for sensing and actuation 
will make automation far more ubiqui-
tous. The democratization of the man-
agement of physical infrastructures 
will also enable greater delegation 
and autonomy. The services of physical 
devices could be globally shared.

Servitization. Servitization involves 
the wrapping of an existing product or 
system in a service-oriented model. 
The IoT service will lead to a greater, 
and potentially ubiquitous servitiza-
tion. The IoT service can transform 
existing devices into ones that offer 

value-added services. In this regard, 
IoT devices can harness service-orient-
ed notions of publication, discovery, 
and composition.9,18,50 For example, ser-
vitization can enable IoT devices to 
publish their functionalities and QoS 
guarantees in device registries which 
can be searched to discover new devic-
es and their associated services. In the 
case of composition, servitized IoT de-
vices can be composed using new ser-
vice composition techniques to obtain 
desired functionalities that meet the 
QoS constraints. The servitization can 
also lead to new conceptions of mar-
kets which regulate the usage of devic-
es. For instance, servitized IoT devices 
may form a market for carbon credits 
that incentivizes the use of more car-
bon-friendly devices in more eco-
friendly ways.

Governments around the world are 
struggling to deal with legal and social 
policies arising from the tremendous 
growth in the use of IoT devices in citi-
zens’ daily life. Though many of the 
policies from Internet governance 
could be applicable to IoT devices, it 
requires a new thinking due to the 
complexity, scale, and heterogeneity 
they bring. Servitization of IoT devices 
plays an important role to fill the gap 
and build policy, regulation, and gover-
nance for them.6

IoT service discovery. Future IoT is 
expected to be 50- to 100-times bigger 
than the current Internet, and the envi-
ronments interacted by dynamic IoT 
services also evolve constantly.32,46 We 
identify a new set of challenges for IoT 
service discovery to enable the query-
ing of billions of IoT resources to find 
the right service at the right time and 
location. We identify two different 
techniques that an IoT service discovery 
approach can adopt. The first tech-
nique is semantic annotations for IoT 
service descriptions and their associated 
sensory data. For instance, the 
OpenIoT projecta exploits a semantic 
sensor network (SSN) ontology from 
W3C for the sensor discovery and dy-
namic integration. The Hydra projectb 
adopts OWL (that is, an ontology lan-
guage for Semantic Web) and SAWSDL 
(a semantic annotation of WSDL) to 
semantically annotate IoT services. A 

a www.openiot.eu
b www.hydramiddleware.eu

number of ontologies have been pro-
posed to represent IoT resources and 
services including Ontology Web Lan-
guage for Things (OWL-T),24 IoT-Lite 
Ontology,c Comprehensive Ontology 
for IoT (COIoT),45 and IoT-Stream.13 
The Sensor Modeling Language Sen-
sorML which is a part of the OGC sen-
sor Web enablement suite of standards, 
supports semantic descriptions of IoT 
services based on standardized XML 
tags. However, given the diversity and 
rapid IoT technological advances, it is 
challenging to reach an agreement on a 
single ontological standard for describ-
ing IoT services, and to maintain it.

Regarding IoT semantic reasoning, 
similar approaches to those described 
in Maarala et al.25 and Chen et al.11 may 
be used. The second technique uses the 
textual descriptions associated with 
IoT devices to locate the IoT services. 
Examples of IoT service discovery ap-
proaches based on the textual descrip-
tion are MAX,52 and Microsearch.44 A 
research challenge is the natural order 
ranking of IoT contents.

The natural order ranking sorts con-
tents by their intrinsic characteristics, 
rather than their relevance to a given 
query. In large data collections where a 
massive number of entities may be rel-
evant to a query, natural order ranking 
mechanisms become crucial to deliver 
the most relevant results. PageRank is 
a well-known natural order ranking 
mechanism, which orders Web pages 
based on their importance via link 
analysis. Due to the size of IoT, another 
promising direction is to develop new 
natural order ranking mechanisms for 
the IoT contents to provide an effective 
and efficient IoT service discovery.46 It 
is important to define the natural order 
that is applicable across heteroge-
neous IoT contents and has scalability. 
One potential solution could rely on 
QoS metrics of IoT services. Another 
possible solution is to construct a net-
work of hidden links between IoT ser-
vices and apply link analysis algo-
rithms which are similar to PageRank. 
Discovering implicit relationships 
among IoT devices has been reported 
in recent research work.51 Considering 
the aforementioned techniques, the 
further work is to develop scalable ap-
proaches for the IoT service discovery.

c https://www.w3.org/Submission/iot-lite/

https://www.w3.org/Submission/iot-lite/
http://www.openiot.eu
http://www.hydramiddleware.eu
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inherent characteristics, which can 
generally reflect their trustworthiness. 
For example, IoT devices that are man-
ufactured under a high-level security 
standard by a reputable manufacturer, 
are likely to be safely employed. The 
manufacturer’s reputation can be the 
trust anchor of IoT devices. There may 
exist multiple trust anchors (for 
example, the reputations of the manu-
facturers or owners of IoT devices), the 
aggregation of which would reflect the 
overall trustworthiness of IoT services.4 
Secondly, the sheer diversity coupled 
with the expected large number of IoT 
application scenarios will redefine dy-
namism in service trustworthiness. 
The trustworthiness of an IoT service is 
greatly influenced by its application 
contexts and service users’ trust prefer-
ences and requirements.2,3 As a result, 
the trust management in IoT environ-
ments should address the dynamic 
and fluid nature of IoT services. 
Thirdly, the traditional centralized 
trust management would be quite cost-
ly and inefficient for crowdsourced IoT 
services because of the expected large 
number of IoT devices. The distribu-
tion of trust-related information on 
IoT services is expected to be decen-
tralized. A key challenge for IoT service 
consumers is, therefore, the trustwor-
thy access to reliable trust information 
for the IoT trust evaluation in a decen-
tralized way.

Experiential IoT services. Experien-
tial computing deals with digitally rep-
resented human experiences in every-
day activities through every day 
“things” that have embedded comput-
ing capabilities. IoT services enable the 
realization of the vision of experiential 
computing by creating an experiential 
environment through the mediation of 
four dimensions of human experienc-
es (that is, time, space, actors, and 
things). In this environment, users can 
explore and experience everyday events 
from multiple perspectives and revisit 
these events as many times as they 
wish to obtain the desired results.20 
The computation paradigm in such en-
vironments moves from the current 
data analytics to experience analytics, 
where the computation will be per-
formed on digitally represented user 
experiences. This brings several new 
research challenges:

 ˲ Can my autonomous vehicle give 

Security, privacy, and trust. IoT ser-
vices become key pillars of automation 
and augmentation. Building trust in 
IoT services is the key to their success. 
Building trusted ecosystems among 
IoT services needs appropriate securi-
ty, privacy, and trust measures between 
IoT services which are enabled by sen-
sors and actuators, and their interac-
tions with human being.8,49 Like all 
other Internet-based services in the 
past, IoT-based services are also being 
developed and deployed without secu-
rity consideration. IoT devices are in-
herently vulnerable to malicious cyber 
threats because of the following rea-
sons: they do not have well-defined pe-
rimeters; they are highly dynamic and 
heterogeneous; they are continuously 
changing because of mobility; and, 
they cannot be given the same protec-
tion that is received by enterprise ser-
vices. In addition, due to billions of 
such IoT services, traditional human 
interaction-driven security solutions 
do not scale for security analysts or IoT 
service end-users to carry out security 
activities. Those activities may include 
approving the granting of permissions 
to IoT devices and setting up access 
control policies and configurations. 
The IoT-enabled augmented and auto-
mated decision-making systems will 
also “encourage” malicious cyber 
threats due to the high value of such 
systems. Hence, coordinated efforts 
are required from the research com-
munity to address resulting concerns.8

Is there such a thing as privacy in IoT 
services? With the prevalence of smart-
phones, social media, and people who 
tend to share so much information di-
rectly or indirectly, some researchers 
are starting to assert that there is no 
such thing as true privacy in the digital 
world. The impact of a data breach in 
an individual’s life and regular target-
ed e-commerce activities by the corpo-
rates have strengthened the view that 
privacy is more important than ever in 
the presence of IoT. In the beginning, 
the privacy concerns were limited to 
data, that is, personal records, images, 
video, and so on. With the adoption of 
smartphones, the privacy concern is 
moved from data to physical location 
as the location-based services are col-
lecting an individual’s location in real 
time. With the emergence of “brain 
wearable” technology, one would be 

able to read people’s mind and capture 
thoughts, feelings, hence raising the 
concern of mental privacy.

The technology trends in security 
are moving in two conflicting direc-
tions in terms of IoT services. On the 
one hand, the advancement of quan-
tum computing makes the current se-
curity technologies obsolete, as they 
can be broken within seconds. Conse-
quently, we must develop quantum re-
sistance schemes. On the other hand, 
current security technologies cannot 
be applied to many IoT systems, as they 
cannot operate on power constraints 
environment. As a result, the IoT ser-
vices demand lightweight quantum re-
sistance security schemes.

Crowdsourcing IoT services. IoT de-
vices are typically set up in fixed facili-
ties or carried by humans. IoT users 
may crowdsource the functions of 
nearby IoT devices to suit their needs, 
such as WiFi hotspot sharing and wire-
less charging.1,22 The service paradigm 
can be applied as a key mechanism to 
abstract IoT devices and their func-
tions along with their non-functional 
attributes (QoS) as crowdsourced IoT 
services from IoT users’ perspectives. 
These services will run as proxies of IoT 
devices. Crowdsourcing IoT services is 
a new and promising direction for the 
IoT service platform.9 Since crowd-
sourcing is more likely to be used if 
there are financial rewards and other 
incentives, an appropriate incentive 
model is required to motivate IoT ser-
vice providers to form various types of 
crowdsourced IoT service.30

The interactions among crowd-
sourced IoT services have a greater com-
plexity than traditional service-oriented 
applications due to a large number of 
the expected IoT applications in the 
crowdsourced environment. This in-
duces some unique challenges on trust 
management for crowdsourced IoT 
services. Firstly, the expected large 
number of newly deployed IoT services 
will likely have historical records to 
show any initial trustworthiness cre-
dentials. Therefore, traditional feed-
back-driven trust management would 
not be a realistic approach for crowd-
sourced IoT environments. In this re-
gard, trust management of crowd-
sourced IoT services requires an 
alternative trust anchor instead of his-
torical records. It can be IoT services’ 
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me the same experience that was felt 
by someone else?

 ˲ How can one generate an experi-
ence from a massive amount of data 
collected from IoT devices?

 ˲ Can one transfer his/her experi-
ence from one environment (for exam-
ple, home) to another environment (for 
example, office)?

Requirements-driven IoT service 
design. The challenge of designing a 
device infrastructure, composed of 
both sensors and actuators, is diffi-
cult. Although the designing problem 
has some similarities with the prob-
lem of requirements-driven service 
composition, there are significant dif-
ferences.18 In the service composition 
problem, a catalog of services is avail-
able a priori. In requirements driven 
IoT service design, there are challeng-
ing questions that need to be ad-
dressed as follows:

 ˲ What are the data requirements 
of the problem? What data would the 
decision modules and actuators need 
to be able to deliver on the required 
functionality? In the era of data ana-
lytics and the deployment of sophisti-
cated AI systems, these are non-trivial 
problems, for example, the challenges 
associated with feature engineering. 
The many-to-many mapping between 
requirements and data items can be 
complex and requires equally complex 
reasoning to compute.

 ˲ What collections of sensors will 
be necessary to meet the data require-
ments of the problem? What hardware 
configurations would support the rel-
evant nonfunctional requirements? 
Where should sensors be located? 
What hardware performance guaran-
tees would be necessary to ensure that 
overall system-level performance guar-
antees are met?

 ˲ In a similar spirit, what actuators 
would the system require? What loca-
tions would be appropriate, what hard-
ware configurations would be neces-
sary and what hardware performance 
guarantees would satisfy the overall 
non-functional requirements?

 ˲ What kinds of coordination mod-
els would be necessary to orchestrate 
the behaviors of sensors and actuators 
to meet the stated requirements? Will 
existing schemes for specifying coordi-
nation models (such as process model-
ing notations) suffice?

Computing complex compositions 
of sensors and actuators. As discussed 
previously, the problem of the IoT sys-
tem design takes us into uncharted ter-
ritory. The hardware dimensions of the 
problem, that is, finding the appropri-
ate hardware configurations for sen-
sors and actuators and the spatio-tem-
poral dimensions need to be integrated 
and addressed.18,31 Furthermore, the 
Internet-of-Everything (IoE) aspects28 
add greater complexity. The autono-
mous human elements of the system 
and the AI-enabled computation com-
ponents whose behavior would be 
emergent and not entirely predictable 
at design time need to be considered. 
In this regard, we identify the following 
challenges:

 ˲ Managing resource-constrained 
sensing and actuation: IoT systems of-
ten need to operate under significant 
resource constraints. This necessitates 
a significant reworking of standard ap-
proaches to system design, which leads 
to a novel conception of resource-aware 
design. In the spirit of earlier thinking 
on sensor networks, we must design 
sensing behaviors that consider finite 
energy reserves on sensor batteries. 
Similarly, actuator behavior would 
need to account for the finite capacity 
of actuator power sources.

 ˲ Managing sensors and actuators at 
scale: The IoT will enable us to address 
individually (for example, resource 
locators) devices at a very fine-grained 
level, and consequently on a very large 
scale.10,35,46 However, system design 
and management might not be very 
effective at these levels of granularity. 
In some cases, assigning individual 
addresses or resource locators at these 
low levels of granularity might also be 
challenging. We will, therefore, require 
novel abstractions that allow us to ag-
gregate (and disaggregate) groups of 
sensors and actuators. An example is 
abstractions for classes of mutually in-
terchangeable sensors and actuators. 
Interchangeability could be paramet-
ric. A set of sensors could be swapped 
for each other under a given set of func-
tional requirements but not for a dif-
ferent set of functional requirements. 
Protocols for invoking sensor or actua-
tor behavior will also need to exploit 
these abstractions. A range of similar 
issues also needs to be addressed for 
managing IoT devices at scale.

Data is the present 
while context is  
the future.  
Context will be  
the key  
to all industries.
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users’ activities), external contexts 
(for example, location and time), and 
things’ contexts (for example, expi-
ration, usage status, and locations). 
Therefore, the effective IoT data analyt-
ical services are required to be capable 
of capturing both the salient changes 
and subtle ones of real-time contexts.

 ˲ Tangled complex relationships: IoT 
data exhibits highly heterogeneous and 
multi-dimensional correlations. For 
instance, user behaviors on things are 
intrinsically correlated both spatially 
and temporally.16,51 The new paradigm 
of IoT data analytical services needs to 
decode and leverage the heterogeneous 
nature of complex relationships.

 ˲ Real-time distributed analytics: 
IoT data is generated with high volume 
from scattered sources on a continu-
ous basis, and the value of data might 
exponentially decay over timestamps 
for many IoT applications. This re-
quires the analytical models to derive 
useful patterns and actionable knowl-
edge with quality summarizations and 
then use these for provisioning stream-
ing IoT analytics.

 ˲ Reducing bias and ensuring fair-
ness in IoT data analytics: IoT data 
analytics would heavily rely on ad-
vanced machine learning techniques. 
The fairness in AI/ML technologies 
is an active research in itself and sev-
eral techniques have been developed.5 
However, we need to understand what 
it means to IoT services and should ap-
ply the same rigorous scrutiny to IoT 
data and services.

Conclusion
The IoT is widely considered as a new 
revolution of the Internet where bil-
lions of everyday objects are connect-
ed to empower human interactions 
with both virtual and physical worlds 
in a manner that is simply unprec-
edented. We believe that advance-
ments made in the service computing 
over the past decades have not fully ex-
plored its potential in the designing of 
IoT services. We have identified three 
key criteria that define IoT services, 
namely smartization, augmentation, 
and contextualization. We outlined 
10 main challenges in developing an 
IoT service. Designing and engineer-
ing scalable and robust IoT based so-
lutions remains a deeply challenging 
problem. We identify critical direc-

Large-scale IoT experimental facili-
ties. While IoT-based digital strategies 
and innovations provide industries 
across the spectrum with exciting ca-
pabilities to create a competitive edge 
and build more value into their servic-
es, as what the Internet has done in the 
past 25 years, there are still significant 
gaps in making IoT a reality. One such 
gap lies on the missing of a large-scale, 
real-world experimental testbed for re-
search and experimentation of new IoT 
service technologies.10,41

The current IoT research infrastruc-
tures are largely in small scale, frag-
mented. There are not, therefore, suit-
able for IoT research and development. 
There is an urgent need to create such a 
unique research facility to stimulate ad-
vanced experimental research and real-
istic assessment of IoT technologies. 
Fueling the use of such a facility among 
the scientific community, end users, 
and service providers would increase 
the understanding of the technical and 
societal barriers in IoT adoption. The 
IoT-Labd is a recent effort in this trend. 
IoT-Lab test beds are located at six dif-
ferent sites across France, which are 
publicly accessible. A similar effort is 
also currently happening in Australia, 
aiming at establishing a nationwide IoT 
testbed across seven sites in major Aus-
tralian cities. Digital Twins is a recent 
technology development that have at-
tracted both industry and academia, 
and can be exploited to build large-scale 
IoT experimental facilities.e

IoT data analytical services. The IoT 
analytics aims at delivering domain-
specific solutions by aggregating and 
distilling heterogeneous IoT data to 
obtain information and actionable 
knowledge of appropriate quality and 
integrity. There is a need for a new par-
adigm of advanced IoT analytical ser-
vices, which effectively and efficiently 
provide the underlying intelligence via 
harnessing the combination of physi-
cal and cyber worlds to turn IoT data 
into IoT intelligence. The following are 
some of the key identified challenges:

 ˲ Dynamic contextual changes: IoT 
data are tightly associated with multi-
faceted dynamic contexts, including 
user’s internal contexts (for example, 

d https://www.iot-lab.info
e https://azure.microsoft.com/en-au/services/

digital-twins/

The 
democratization  
of the management 
of physical 
infrastructures  
will also enable 
greater delegation 
and autonomy.  
The services  
of physical devices 
could be  
globally shared.

https://www.iot-lab.info
https://azure.microsoft.com/en-au/services/digital-twins/
https://azure.microsoft.com/en-au/services/digital-twins/
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tions spanning discovery, security, 
privacy, and analytics. Interesting fu-
ture research directions include:

 ˲ Actuation over the Internet should 
be further investigated to provide ubiq-
uitous automation.

 ˲ Existing policies and regulations 
for Internet governance should be en-
hanced to enable servitization of IoT 
devices.

 ˲ IoT service discovery approaches 
should be dynamic and scalable to 
cater to the gigantic size and diversity 
of IoT and rapid IoT technological 
advances.

 ˲ Lightweight quantum security 
schemes should be explored for power-
constrained IoT services.

 ˲ The trust management framework 
for crowdsourcing IoT services should 
be decentralized to manage the dyna-
mism of service trust.

 ˲ Data analytics approaches should 
be translated to experience analytics 
to create an experiential IoT environ-
ment.

 ˲ Complex feature engineering 
should be investigated to address re-
quirements-driven IoT service design.

 ˲ Computing complex composi-
tions of sensors and actuators should 
be AI-driven and follow the resource-
aware design. 
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amples) for which the best system’s ac-
curacy in 2019 was 79.1%, considerably 
below human level. This effect, to pre-
vent AI systems achieving human per-
formance levels in the absence of genu-
ine reasoning ability, was a desired goal.

What is the long-term impact? A year 
later, the Choi team’s UNICORN can 
solve WINOGRANDE problems with 
an almost human-level 91.28% accura-
cy, as indicated by the WINOGRANDE 
leaderboard. AI systems will likely soon 
solve WINOGRANDE at human level—
without necessarily having made real 
progress on the underlying task of CSR. 
Arguably, this indicates that solving ei-
ther the WSC or WINOGRANDE does 
not indicate CSR ability. The contribu-
tions of WINOGRANDE, however, go 
far beyond performance on specific 
datasets. Importantly, the methodolo-
gies introduced in the paper are inde-
pendent of the WINOGRANDE dataset. 
Methods used to help MTs generate 
large-scale corpora can be adapted to 
create other corpora. The filtering algo-
rithm introduced here can be modified 
to filter bias and other sources of error 
more aggressively. These techniques 
will remain useful, whether AI systems 
prematurely achieve human-level per-
formance on any of the multiple cor-
pora that researchers currently target. 
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EXCELL IN G AT A  test often does not 
translate into excelling at the skills the 
test purports to measure. This is true 
not only of humans but also of AI sys-
tems, and the more so the greater the 
claims of the test’s significance.

This became evident less than a 
decade after the introduction of the 
Winograd Schema Challenge (WSC),3 
a test designed to measure an AI sys-
tem’s commonsense reasoning (CSR) 
ability by answering simple questions. 
An example would be, given the infor-
mation: The sculpture rolled off the shelf 
because it wasn’t anchored, answering: 
What wasn’t anchored?

There are multiple AI systems2 that 
achieve human performance on the 
WSC but are not capable of performing 
CSR. This would seem to be good rea-
son to retire the WSC to the dustheap 
of benchmarks which have been con-
quered for little gain. But Yejin Choi 
and her colleagues at AI2 have sought 
to re-engineer the WSC as a more 
meaningful benchmark of a system’s 
CSR ability. WINOGRANDE is one of 
a series of groundbreaking papers in 
which Choi and her team explore new 
methods of dataset development and 
adversarial filtering, expressly designed 
to prevent AI systems from making 
claims of smashing through bench-
marks without making real progress.

Why try to fix the WSC? Why not 
simply develop a new dataset bet-
ter suited to measuring CSR ability? 
The WSC’s appeal lies partly in the 
test’s radical simplicity and partly in 
what success might entail. Levesque 
proposed that the common task 
of pronoun resolution—determin-
ing which entity a pronoun referred 
to—could substitute as a test of CSR 
ability and intelligence. For exam-
ple, consider the question: Anna did 
better than Lucy on the test because 
she had studied so hard. Who studied 
hard? Humans easily infer it is Anna 
who studied hard: We know studying 
hard generally leads to better grades. 

But a machine without CSR ability 
likely cannot answer correctly.

Levesque sought to minimize bias 
in a sentence’s structure toward a par-
ticular referent by collecting pairs of 
sentences that were nearly identical. 
For example, the above sentence could 
be rewritten as: Anna did worse than 
Lucy on the test because she had stud-
ied so hard. Who studied hard? In this 
case the answer changes: it is Lucy who 
studied hard. The reasoning is similar, 
but the substitution of worse for better 
leads to a different answer. Such pairs 
of sentences, named Winograd Sche-
mas, were intended to eliminate the 
possibility of such structural bias.

Achieving near human performance 
on Winograd Schemas seemed beyond 
the capability of AI systems five years ago. 
But by using deep learning frameworks 
such as BERT,1 which combine a trans-
former architecture, statistical natural 
language processing techniques, and a 
massive pre-trained language model, AI 
researchers rapidly developed high-per-
forming systems—on the WSC as well as 
other benchmarks, for example, Super-
GLUE6—while hardly moving the needle 
on more general AI measures.4

How to fix the WSC to prevent over-
estimation of machine performance? 
WINOGRANDE combines two closely in-
tertwined strategies: generating a large 
corpus (a drawback of the original WSC 
was the tiny training corpus released) 
and filtering out biased examples. The 
WINOGRANDE corpus was generated 
by Mechanical Turkers (MTs), who 
wrote pairs of sentences using anchor 
words and obeying constraints. Other 
MTs ensured humans could easily infer 
pronoun referents in these sentences. 
Then the corpus was processed using a 
filtering algorithm to retain only exam-
ples that minimize representation bias. 
Removed pairs include those with data-
set specific polarity basis (for example, 
advanced rock climbing is more strongly 
associated with being strong than being 
weak). The result is a corpus (~44K ex-
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Abstract
Commonsense reasoning remains a major challenge in AI, 
and yet, recent progresses on benchmarks may seem to sug-
gest otherwise. In particular, the recent neural language 
models have reported above 90% accuracy on the Winograd 
Schema Challenge (WSC),22 a commonsense benchmark 
originally designed to be unsolvable for statistical models 
that rely simply on word associations. This raises an impor-
tant question—whether these models have truly acquired 
robust commonsense capabilities or they rely on spurious 
biases in the dataset that lead to an overestimation of the 
true capabilities of machine commonsense.

To investigate this question, we introduce WinoGrande, a 
large-scale dataset of 44k problems, inspired by the original 
WSC, but adjusted to improve both the scale and the hardness 
of the dataset. The key steps of the dataset construction con-
sist of (1) large-scale crowdsourcing, followed by (2) systematic 
bias reduction using a novel AfLite algorithm that general-
izes human-detectable word associations to machine-detect-
able embedding associations. Our experiments demonstrate 
that state-of-the-art models achieve considerably lower accu-
racy (59.4%–79.1%) on WinoGrande compared to humans 
(94%), confirming that the high performance on the original 
WSC was inflated by spurious biases in the dataset.

Furthermore, we report new state-of-the-art results on 
five related benchmarks with emphasis on their dual impli-
cations. On the one hand, they demonstrate the effective-
ness of WinoGrande when used as a resource for transfer 
learning. On the other hand, the high performance on all 
these benchmarks suggests the extent to which spurious 
biases are prevalent in all such datasets, which motivates 
further research on algorithmic bias reduction.

1. INTRODUCTION
Commonsense reasoning has been a long-standing open 
research question in AI.5 The Winograd Schema Challenge 
(WSC),22 proposed as an alternative to the Turing Test,39 
has been regarded as a prototypical benchmark to test 
commonsense capabilities in AI. WSC are designed to be 
pronoun resolution problems (see examples in Table 1)  
that are trivial for humans but hard for machines that 
merely rely on statistical patterns such as word associa-
tions without true commonsense understanding. One of 
the difficulties in commonsense reasoning comes from 
“reporting bias” in language15; commonsense knowledge 
is often too obvious for people to explicitly state in text, 
which can confuse the models that rely on statistical pat-
terns in language.

However, recent advances in neural language models 
have saturated most major benchmarks, such as  a variant of 

The original version of this paper was published in 
the Proceedings of the 34th AAAI Conference on Artificial 
Intelligence (Feb. 2020).

WSC dataset where the models now achieve around 90% 
accuracy. This raises a curious question:

Have neural language models successfully acquired com-
monsense or are we overestimating the true capabilities of 
machine commonsense?

This question about the potential overestimation leads to 
another crucial question regarding potential unwanted 
biases that the large-scale neural language models might be 
exploiting, essentially solving the problems right, but for 
wrong reasons. Indeed, although WSC questions are care-
fully crafted by experts, recent studies have shown that they 
are nevertheless prone to incidental biases. Trichelair et al.36 have 
reported word-association (13.5% of the cases, see Table 1 for 
examples) as well as other types of dataset-specific biases. 
Although such biases and annotation artifacts are not appar-
ent for individual instances, they get introduced in the data-
set as problems as authors subconsciously repeat similar 
problem-crafting strategies.

To investigate this question about the true estimation of 
the machine commonsense capabilities, we introduce Wino-
Grande, a new dataset with 44k problems that are inspired by 
the original design of WSC, but modified to improve both the 
scale and hardness of the problems. The key steps in 
WinoGrande construction consist of (1) a carefully designed 
crowdsourcing procedure, followed by (2) a novel algorithm 
AfLite that generalizes human-detectable biases based 
on word occurrences to machine-detectable biases based on 
embedding occurrences. The key motivation of our approach 
is that it is difficult for humans to write problems without 
accidentally inserting unwanted biases.

Although humans find WinoGrande problems trivial with 
94% accuracy, the best state-of-the-art results, such as those 
from RoBERTa,25 are considerably lower (59.4%–79.1%) 
depending on the amount of training data provided (from 800 
to 41k instances). Furthermore, we also demonstrate that 
WinoGrande provides transfer learning to other existing 
WSC and related benchmarks, achieving new state-of-the-art 
(SOTA) performances.

Although the improvements of SOTA over multiple 
challenging benchmarks are exciting, we cautiously note 
that these positive results must be taken with a grain of 
salt. The result might also indicate the extent to which 
spurious effects are prevalent in existing datasets, which 
runs the risk of overestimating the true capabilities of 

http://dx.doi.org/10.1145/3474381
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such as it, the, and of. In our pilot experiments, we found that 
this constraint drastically improves the worker’s creativity 
and diversity of topics. Additionally, workers were instructed 
to keep twin sentence length in between 15 and 30 words 
although maintaining at least 70% word overlap between a 
pair of twins. Following the original WSC problems, we aimed 
to collect twins in two different domains—(i) social common-
sense: a situation involving two same gender people with con-
trasting attributes, emotions, social roles, etc., and (ii) 
physical commonsense: a context involving two physical 
objects with contrasting properties, usage, locations, etc. In 
total, we collected 77k questions (i.e., 38k twins).

Data validation. We validated each collected question 
through a distinct set of three crowd workers. Following a 
rigorous process, a question is deemed valid if (1) the major-
ity of the three workers chooses the correct answer option, 
(2) they agree that the two answer options are unambiguous 
(one option is clearly more plausible than the other), and (3) 
the question cannot be answered simply by word associa-
tion in which the local context around the target pronoun is 
given (e.g., “because it was going so fast.” (race car/school 
bus)). As a result, 68% of the questions (53k) were deemed 
valid and we discarded the invalid questions.

Although our crowdsourcing procedure addresses some 
amount of instance-level biases such as word association, it is 
still possible that the constructed dataset has dataset-specific 
biases, especially after it has been scaled up. To address this 
challenge, we propose a method for systematic bias reduction.

3. ALGORITHMIC DATA BIAS REDUCTION
Several recent studies16, 29, 38, 27, 12 have reported the presence 
of annotation artifacts in large-scale datasets. Annotation 
artifacts are unintentional patterns in the data that leak 
information about the target label in an undesired way. 
State-of-the-art neural models are highly effective at exploit-
ing such artifacts to solve problems correctly, but for incor-
rect reasons. To tackle this persistent challenge with dataset 
biases, we propose AfLite—a novel algorithm that can sys-
tematically reduce biases using the state-of-the-art contex-
tual representation of words.

machine intelligence on commonsense reasoning. More 
generally, human-crafted problems and tasks (regardless 
of whether they are crowd-sourced or by experts) contain 
annotation artifacts in many cases, and algorithmic bias 
reduction such as AfLite is essential to mitigate such 
dataset- specific bias.

Our work suggests a new perspective for measuring prog-
ress in AI. Instead of constructing static benchmark datasets 
and asking the community to work on them for years, we 
propose the use of dynamic datasets that evolve together 
with the state-of-the-art models.

2. CROWDSOURCING WINOGRANDE AT SCALE
WSC problems have been considered challenging to craft by 
crowdsourcing due to the structural constraints of twins and 
the requirement of linguistic knowledge (Table 1). 
Nevertheless, we present an effective approach to creating a 
large-scale dataset (WinoGrande) of WSC problems while 
maintaining its original properties—that is, trivial for 
humans but hard for AI systems. Our approach consists of a 
carefully designed crowdsourcing task followed by a novel 
adversarial filtering algorithm (§3) that systematically 
removes biases in the data.

Enhancing crowd creativity. Creating twin sentences from 
scratch puts a high cognitive load on crowd workers who 
thereby subconsciously resort to writing pairs that are lexically 
and stylistically repetitive. To encourage creativity and reduce 
their cognitive load, we employed creativity from constraints35—
a psychological notion which suggests that appropriate con-
straints can help structure and drive creativity. In practice, 
crowd workers are primed by a randomly chosen topic as a sug-
gestive context (details here), although they are asked to follow 
precise guidelines on the structure of the curated data.

Crowdsourcing task. We collect WinoGrande problems 
via crowdsourcing on Amazon Mechanical Turk (AMT). 
Workers are asked to write twins sentences (as shown in 
Table 1)  that meet the requirements for WSC problems (e.g., 
avoiding word association, nonzero but small edit distance). 
To avoid repeating the same topics, workers were instructed 
to randomly pick an anchor word(s) from a randomly assigned 
WikiHow article and to ensure that the twin sentences con-
tain the anchor word. The anchor word does not have to be a 
trigger word, but we ensured that it is not a function word 

Twin sentences Options (answer)

✔ (1)
a
b

The trophy doesn’t fit into the brown suitcase because it’s too large.
The trophy doesn’t fit into the brown suitcase because it’s too small.

trophy/suitcase
trophy/suitcase

✔ (2)
a
b

Ann asked Mary what time the library closes, because she had forgotten.
Ann asked Mary what time the library closes, but she had forgotten.

Ann/Mary
Ann/Mary

✗ (3)
a
b

The tree fell down and crashed through the roof of my house. Now, I have to get it removed.
The tree fell down and crashed through the roof of my house. Now, I have to get it repaired.

tree/roof
tree/roof

✗ (4)
a
b

The lions ate the zebras because they are predators.
The lions ate the zebras because they are meaty.

lions/zebras
lions/zebras

The questions include a trigger word that flips the correct answer choice between the questions. Examples (1)–(3) are drawn from WSC22 and (4) from 
DPR.31 Examples marked with ✗ have language-based bias that current language models can easily detect. Example (4) is undesirable because the word 
“predators” is more often associated with the word “lions,” compared to “zebras.”

The workers met minimum qualification in AMT: 99% approval rate, 5k 
approvals. The reward was $0.4 per twin sentences.

Table 1. WSC problems are constructed as pairs (called twin) of nearly identical questions with two answer choices.
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Lightweight adversarial filtering. Our approach builds 
upon the adversarial filtering (AF) algorithm proposed by 
Zellers et al.,41 but makes two key improvements: (1) AfLite 
is much more broadly applicable (by not requiring over gen-
eration of data instances) and (2) it is considerably more 
lightweight (not requiring retraining a model at each itera-
tion of AF). Overgenerating machine text from a language 
model to use in test instances runs the risk of distributional 
bias where a discriminator can learn to distinguish between 
machine generated instances and human-generated ones. 
In addition, AF depends on training a model at each itera-
tion, which comes at extremely high computation cost when 
being adversarial to a model such as BERT.7

Instead of manually identified lexical features, we adopt a 
dense representation of instances using their pre-computed 
neural network embeddings. In this work, we use RoBERTa25 
fine-tuned on a small subset of the dataset. Concretely, we 
use 6k instances (5k for training and 1k for validation) from 
the dataset (containing 53k instances in total) to fine-tune 
RoBERTa (referred to as RoBERTaembed). We use RoBERTaembed 
to pre-compute the embeddings for the rest of the instances 
(47k) as the input for AfLite. We discard the 6k instances 
from the final dataset.

Next, we use an ensemble of linear classifiers (logistic 
regressions) trained on random subsets of the data to deter-
mine whether the representation used in RoBERTaembed is 
strongly indicative of the correct answer option. If so, we dis-
card the corresponding instances and proceed iteratively.

Figure 1 provides an illustration of AfLite algorithm. The 
algorithm takes as input the pre-computed embeddings and 
labels, along with the size n of the ensemble, the training 
size m for the classifiers in the ensemble, the size of the 
filtering cutoff, and the filtering threshold τ. At each filter-
ing phase, we train n linear classifiers on different random 
partitions of the data and we collect their predictions on 
their corresponding validation set. For each instance, we 
compute its score as the ratio of correct predictions over the 
total number of predictions. We rank the instances accord-
ing to their score and remove the top-k instances whose 
score is above threshold τ. We repeat this process until we 
remove fewer than k instances in a filtering phase or there 
are fewer than m remaining instances. When applying 
AfLite to WinoGrande, we set m = 10,000, n = 64, k = 500, 
and τ = 0.75.

This approach is also reminiscent of recent work in NLP 
on adversarial learning.3, 1, 9 Belinkov et al.1 proposed an 
adversarial removal technique for NLI, which encourages 
models to learn representations that are free of hypothesis-
only biases. When proposing a new benchmark, however, 
we cannot enforce that any future model will purposefully 
avoid learning spurious correlations in the data. In addition, 
although the hypothesis-only bias is an insightful bias in 
NLI, we make no assumption about the possible sources of 

bias in WinoGrande. Instead, we adopt a more proactive 
form of bias reduction by relying on the state-of-the-art (sta-
tistical) methods to uncover undesirable dataset shortcuts.

Assessment of AfLite. We assess the impact of AfLite 
relative to two baselines: random data reduction and point-
wise mutual information (PMI) filtering. In random data 
reduction, we randomly subsample the dataset to evaluate 
how a decrease in dataset size affects the bias. In PMI filter-
ing, we compute the difference (f) of PMIs for each twin (t) 
as follows:

.

Technically, we first pre-computed PMI between a word and 
the label y = 1 for each word in the dataset, following a 
method proposed by Gururangan et al.16 The sum of PMI 
value of each token in a given sentence indicates the likeli-
hood of the label y = 1 for the sentence. We only retain the 
twins that have a small difference in their PMI values as it 
corresponds to the twins that are hard to discriminate.

Figure 2 plots RoBERTa pre-computed embeddings 
whose dimension is reduced to 2D (top) and 1D (bottom) 
using Principal Component Analysis (PCA). We observe 
that Wino-Grandeall and the two baselines exhibit distinct 
components between the two correct answer options (i.e., y 
 1, 2), whereas such distinction becomes less salient in 
Wino-Grandedebiased, which implies that AfLite success-
fully reduces the spurious correlation in the dataset 
(between instances and labels). To quantify the effect, we 
compute the KL divergence between the samples with 
answer options. We find that the random data reduction 
does not reduce the KL divergence (2.53 → 2.51). It is inter-
esting to see that PMI-filtering marginally reduces the KL 
divergence (→ 2.42), although the principal component 
analysis on the PMI-filtered subset still leads to a signifi-
cant separation between the labels. On the other hand, in 
WinoGrandedebiased, AfLite reduces the KL divergence 

The AfLite algorithm is published with further development.20

AfLite is designed for filtering instances so that the resulting dataset is 
less biased, whereas the original AF algorithm41 is designed for “generating 
and modifying” individual instances, such as by creating better distractors. 
AfLite and AF are therefore different in their goals and hence difficult to 
compare directly.

Phase 1 Training samples 

Correct predictions 

Incorrect predictions

High predictability score: out!

Linear classifier

 Low predictability score: in!
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Figure 1. Illustration of the AfLite algorithm. It takes as input the  
pre-computed representations of each instance (e.g., BERT 
embeddings). An ensemble of linear classifiers are trained on different 
random partitions of the data and used to compute the predictability 
score for each instance. The algorithm filters out the instances with the 
highest scores and proceeds iteratively to the next filtering phase.
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problems that are filtered out by AfLite for additional train-
ing set (§4) and resource (§5), resulting in a total number of 
problems in WinoGrandeall to be 43,432 (40,398 for train-
ing, 1,267 for development, and 1,767 for test).

WinoGrande versus the Original WSC. Although Wino-
Grande is inspired by the original WSC, we make a few 
design choices that deviate from the original design guide-
lines of WSC in order to scale up the dataset considerably 
while ensuring the hardness of the dataset.

First, WinoGrande is formatted as a fill-in-the-blank 
problem where the blank corresponds to the mention of one 
of the two names in the context, following the same modifi-
cation made by other recent WSC variants such as Trinh and 
Le.37 By contrast, the original WSC explicitly places a pro-
noun (instead of a blank). From the modeling stand point, 
the use of blanks instead of explicit pronouns do not make 
the problem any easier.

Second, although we originally collected all problems in 
twins, the final questions in the filtered WinoGrandedebiased 
are not always twins, because it is possible that AfLite filters 
out only one of the twin sentences. In WinoGrandedebiased, 

dramatically (→ 0.12), which suggests that this debiased 
dataset should be challenging for statistical models that 
solely rely on spurious correlation.

What bias has been actually detected by AfLite? Is the 
bias really spurious and undesirable according to the origi-
nal WSC’s goal? Table 2 presents examples that AfLite has 
detected as a dataset-specific bias. We see a structural pat-
tern in the first two twins, where the sentiment between 
the answer option and the target pronoun is highly corre-
lated. In other words, these problems can be easily 
answered by simply exploiting the pattern of the polarity 
(positive or negative). Importantly, this dataset-specific 
bias is structural rather than at the token level, contrasting 
with the biases that have been identified in the NLI litera-
ture,16, 29 and it is hard to detect these biases using heuris-
tics such as lexical PMI-filtering. Instead of depending on 
such heuristics, AfLite is able to detect the samples that 
potentially have such biases algorithmically.

After applying the AfLite algorithm, we obtain a debiased 
dataset of 12,282 instances split into training (9,248), devel-
opment (1,267), and test (1,767) sets. We also release 31k 

Figure 2. The effect of debiasing by AfLite. RoBERTa pre-computed embeddings (applied PCA for dimension reduction) are shown in 
two-dimensional space (top row) and histograms regarding d1 (bottom row) with the bin size being 100. Data points are colored depending on 
the label (i.e., the answer y is option 1 (blue) or 2 (red)). In the histograms, we show the KL-divergence between p(d1, y=1) and q(d1, y=2).
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Table 2. Examples that have dataset-specific bias detected by AfLite (marked with ✗).

 Twin sentences Options (answer)

✗ The monkey loved to play with the balls but ignored the blocks because he found them exciting.
The monkey loved to play with the balls but ignored the blocks because he found them dull.

balls/blocks
balls/blocks

✗ William could only climb beginner walls while Jason climbed advanced ones because he was very weak.
William could only climb beginner walls while Jason climbed advanced ones because he was very strong.

William/Jason
William/Jason

✔ Robert woke up at 9:00 am while Samuel woke up at 6:00 am, so he had less time to get ready for school.
Robert woke up at 9:00 am while Samuel woke up at 6:00 am, so he had more time to get ready for school.

Robert/Samuel
Robert/Samuel

✔ The child was screaming after the baby bottle and toy fell. Since the child was hungry, it stopped his crying.
The child was screaming after the baby bottle and toy fell. Since the child was full, it stopped his crying.

baby bottle/toy
baby bottle/toy

The words that include (dataset-specific) polarity bias (§3) are highlighted (positive and negative). For comparison, we show examples selected from 
WinoGrandedebiased (marked with ✔).
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Fine-tuning on DPR dataset. Definite Pronoun Resolution 
(DPR) Dataset, collected by Rahman and Ng,31 consists of 
1,886 WSC style problems written by 30 undergraduate stu-
dents. Kocijan et al.19 have recently shown that BERT fine-
tuned with DPR boosts the performance on WCS (72.2% 
accuracy). As additional baselines, we finetune BERT and 
RoBERTa with DPR and evaluate on Wino-Grande. This 
allows us to compare the difficulty of WSC and WinoGrande 
empirically.

Human evaluation. In addition to the methods described 
above, we compute human performance as the majority vote 
of three crowd workers for each question.

4.2. Results
Table 3 shows the results. Two baselines, WKH and 
Ensemble LMs, only achieve chance-level performance 
(50%). The best model, RoBERTa, achieves 79.1% test-set 
accuracy, whereas human performance achieves 94.0%, 
indicating that the WinoGrandedebiased is still easy for 
humans to answer as desired. Regarding the word associa-
tion (i.e., local context) baselines, both BERT and RoBERTa 
achieve close to chance-level performance, illustrating 
that most WinoGrandedebiased problems cannot be 
answered by local context only. Finally, BERT and RoBERTa 
finetuned with DPR achieve chance-level to below 60% 
accuracy, which contrast with the performance boosts on 
WSC (72% by BERT (Kocijan et al.19) and 83% in RoBERTa) 
and other existing WSC-style problems (as shown in §5.3). 
This indicates that WinoGrandedebiased consists of more 
challenging problems than WSC and existing variants.

about 1/3 of questions are not twins. We also release Wino-
Grandeall (training set) that all consists of twins.

Third, unlike the original WSC problems that were com-
posed by just a few linguistics experts, WinoGrande is 
authored by crowdworkers. Thus, the language used in 
WinoGrande reflects the more diverse and noisy language 
used by crowds. Importantly, laymen still find WinoGrande 
problems easy to solve, with 94% accuracy (§4).

4. EXPERIMENTAL RESULTS

4.1. Baseline models 
We evaluate the WinoGrandedebiased (dev and test) on the 
methods/models that have been effective on the original WSC.

Wino knowledge hunting. Wino Knowledge Hunting 
(WKH) by Emami et al.10 is based on an information 
retrieval approach, where the sentence is parsed into a set 
of queries and then the model looks for evidence for each 
answer candidate from the search result snippets.

Ensemble neural LMs. Trinh and Le37 is one of the first 
attempts to apply a neural language model, which is pre-
trained on a very large corpora (such as LM-1-Billion, 
CommonCrawl, SQuAD, and Gutenberg Books). In this 
approach, the task is treated as fill-in-the-blank question 
with binary choice. The target pronoun in the sentence is 
replaced by each answer candidate, and the neural lan-
guage model provides the likelihood of the two resulting 
sentences. This simple yet effective approach outperforms 
previous IR-based methods.

BERT. BERT7 is another pre-trained neural language 
model that has bidirectional paths and consecutive sen-
tence representations in hidden layers. We finetune 
BERT with splitting the input sentence into context and 
option using the candidate answer as delimiter. The 
input format becomes [CLS] context [SEP] option [SEP]; 
for example, The trophy doesn’t fit into the brown suitcase 
because the _____ [SEP] is too large. [SEP] (The blank 
_____ is filled with either option 1 or 2), and the [CLS] 
token embedding is used to classify which answer option 
is correct. We used grid-search for hyper-parameter tun-
ing: learning rate {1e – 5, 3e – 5, 5e – 5}, number of epochs 
{3, 4, 5, 8}, and batch-size {8, 16} with three different 
random seeds.

RoBERTa. RoBERTa25 is an improved variant of BERT that 
adds more training data with larger batch sizes and training 
time, as well as other refinements such as dynamic masking. 
RoBERTa performs consistently better than BERT across 
many benchmark datasets.

Word association baseline. Using BERT and RoBERTa, 
we also run the word association baseline (local-context-
only) to check if the dataset can be solved by language-
based bias. In this baseline, the model is trained with only 
local contexts (wt–2:EOS) surrounding the blank to be filled 
(wt) (e.g., because the _____ [SEP] is too large. [SEP]). This 
is analogous to the hypothesis-only baseline in NLI,29 where 
the task (dataset) does not require the full context to 
achieve high performance.

https://github.com/tensorflow/models/tree/master/research/lm_commonsense
When we use the debiased training set (9248), both BERT and RoBERTa 
showed only chance level performance.

Table 3. Performance of several baseline systems on WinoGrandedebiased 
(dev and test).

Methods Dev acc. (%) Test acc. (%)

WKH
Ensemble LMs
BERT
RoBERTa
BERT (local context)
RoBERTa (local context)
BERT-DPR★

RoBERTa-DPR★

Human Perf.

49.4
53.0
65.8
79.3
52.5
52.1
50.2
59.4
94.1

49.6
50.9
64.9
79.1
51.9
50.0
51.0
58.9
94.0

The star (★) denotes that it is zero-shot setting (e.g., BERT-DPR★ 
is a BERT model fine-tuned with the DPR dataset and evaluated on 
WinoGrandedebiased).

Training size Dev acc. (%) Test acc.(%)

XS (160) 51.5 50.4
S (640) 58.6 58.6
M (2,558) 66.9 67.6
L (10,234) 75.8 74.7
XL (40,398) 79.3 79.1

Table 4. Performance of RoBERTa with different training sizes.

https://github.com/tensorflow/models/tree/master/research
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Learning curve. In order to see the effect of training size, 
Table 4 shows the performance by RoBERTa trained on dif-
ferent training sizes from 160k to 40k questions. Figure 3 
shows the learning curve of the best model, RoBERTa, on 
the WinoGrandedebiased dev set. RoBERTa’s performance 
ranges from 59% to 79% when the size of training data is var-
ied from 800 (2% of the training data) to 41K (100% of the 
training data) instances. To achieve human-level perfor-
mance, the current state-of-the-art models would need over 
118K training instances.

Importantly, the lower end of the available training data 
(∼800) in the learning curve roughly matches the size of 
the training data made available in previous variants of 
WSC (see Table 5). For most of these datasets, state of the 
art already reaches around 90% (§5). By contrast, when we 
control for the training set size in WinoGrande, 
RoBERTa’s performance is considerably lower (59%), dem-
onstrating that our dataset construction method is able to 
compose WSC problems that are collectively considerably 
harder than previous datasets.

5. TRANSFER LEARNING FROM WINOGRANDE
WinoGrande contains a large number of WSC style ques-
tions. In addition to serving as a benchmark dataset, we use 
WinoGrande as a resource—we apply transfer learning by 
first fine-tuning a model on our dataset and evaluating its 
performance on related datasets: WSC, PDP, SuperGLUE-
WSC, DPR, KnowRef, KnowRef, and Winogender. We estab-
lish the state-of-the-art results across several of these 
existing benchmark datasets.

5.1. Existing WSC and related datasets
We briefly describe existing WSC variants and other related 
datasets. Table 5 provides their summary statistics.

WSC.22 This is the original Winograd Schema Challenge 
dataset, which consists of 273 problems. The problems are 
manually crafted by the authors to avoid word association 
bias as much as possible, although Trichelair et al.36 later 
report that 13.5% of the questions may still have word- 
association bias.

PDP.26 Pronoun Disambiguation Problems (PDP) data-
set is closely related to the original WSC, and used in the 
2016 running of the Winograd Schema Challenge. The 
dataset consists of 80 pronoun disambiguation problems. 
It is formulated as a multiple choice task, in which a pro-
noun must be resolved to one of up to 5 (but mostly binary) 
possible antecedents.

SuperGLUE-WSC.40 SuperGLUE contains multiple datas-
ets such as a modified version of WSC, which we will refer to 
as SuperGLUE-WSC. This dataset aggregates the original 
WSC, PDP and additional PDP-style examples, and recasts 
them into True/False binary problems (e.g., “Pete envies 
Martin because he is very successful.” Q: Does he refer to 
Martin? A: True). The number of problems are roughly dou-
bled from WSC and PDP, although the size is still relatively 
small (804 in total). We converted WinoGrande to the True/
False binary problems.

DPR.31 Definite Pronoun Resolution Dataset (DPR) intro-
duces 1,886 additional WSC problems authored by 30 under-
graduate students. Trichelair et al.36 point out that this dataset is 
overall less challenging than the original WSC due to an 
increased level of language-based or dataset-specific biases. We 
split the original training set (1,332) into training (1,200) and 
development (122) sets, DPR does not have an official split for it.

KnowRef.11 KnowRef provides over 8k WSC-style corefer-
ence resolution problems that are extracted and filtered 
with heuristic rules from 100 million web sentences (Reddit, 
Wikipedia, and OpenSubtitles). We report results on the 
publicly available test set (1.2k problems).

COPA.32 This dataset introduces 1000 problems that aim 
to test commonsense reasoning focusing on script knowl-
edge, formulated as a binary choice about causes and effects 
of given premises. Because COPA does not provide a training 
set, we split the original development set (500) into training 
(400) and development (100) sets in the same way as 
SuperGLUE-COPA.40

Winogender.33 This dataset introduces 720 problems 
focusing on pronouns resolution with respect to people, 
with distinct goal of measuring gender bias in coreference 
resolution systems.

Since the original publication of this paper, there have been several updates 
with higher performance such as Lin et al.23 and Khashabi et al.18 that rely on 
similar models with even larger parameters and data sources, implying that 
the models detect annotation artifacts better than RoBERTa. This indicates 
that we need dynamic datasets that evolve together with the evolving state-of-
the-art algorithms.
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Figure 3. Learning curve on the dev set of Wino-Grande. Each point 
on the plot is the best performance for a given number of randomly 
selected training examples, computed over 10 random seeds.

Table 5. Statistics on WSC and related datasets (§5.1).

Dataset #Probs Avg Len #Vocab

WSC 273 19.1 919
PDP 80 39.5 594
SuperGLUE-WSC 804 28.4 1711
DPR 1886 15.9 4127
KnowRef 1269 19.3 5310
COPA 1000 13.3 3369
Winogender 720 15.6 523
WinoGrandedebiased 12,282 21.1 11,408
WinoGrandeall 43,432 20.6 16,469
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5.2. Experimental setup
Our model is based on RoBERTa finetuned with Wino-
Grande (train and dev sets). To compare different corpora 
used as a resource, we also finetune RoBERTa on DPR (train 
and test sets). For hyper parameter search, we use the same 
grid search strategy as in §4.

Additional human evaluation. We also report human per-
formance for WSC, PDP, and DPR to calibrate the quality of 
our crowd worker pool as well as support previous findings. 
To our knowledge, this is the first work to report human 
performance on the DPR dataset.

5.3. Experimental results
Tables 6 and 7 show the results of applying transfer learning 
from WinoGrande to other WSC variants. Overall, RoBERTa 
fine-tuned on WinoGrande helps improve the accuracy on 
all the related tasks (Table 6), and performs consistently bet-
ter than when it is fine-tuned on DPR.

Although improvements on some related datasets (par-
ticularly WSC, PDP, and DPR) might seem expected, the sig-
nificant improvement on COPA is not so. The COPA 
task—identifying causes and effects—is very different from 
that in WinoGrande. This significant improvement on an 
unrelated task indicates that WinoGrande can serve as a 
resource for commonsense knowledge transfer.

Important implications. We consider that although these 
positive results over multiple challenging benchmarks are 
highly encouraging, they may need to be taken with a grain of 
salt. In particular, these results might also indicate the extent 
to which spurious dataset biases are prevalent in existing data-
sets, which runs the risk of overestimating the true capabili-
ties of machine intelligence on commonsense reasoning.

Our results and analysis indicate the importance of contin-
ued research on debiasing benchmarks and the increasing 
need for algorithmic approaches for systematic bias reduc-
tion, which allows for the benchmarks to evolve together with 
evolving state of the art. We leave it as a future research ques-
tion to further investigate how much of our improvements are 
due to dataset biases of the existing benchmarks as opposed 
to true strides in improving commonsense intelligence.

5.4. Diagnostics for gender bias
Winogender is designed as diagnostics for checking whether 
a model (and/or training corpora) suffers from gender bias. 
The bias is measured by the difference in accuracy between 
the cases where the pronoun gender matches the occupa-
tion’s majority gender (called “non-gotcha”) or not (“got-
cha”). Formally, it is computed as follows:

for female and male cases, respectively.
Large values of ∆F or ∆M indicate that the model is highly 

gender-biased, whereas |∆F| = |∆M| = 0 (along with high 
accuracy) is the ideal scenario. In addition, if ∆F or ∆M is 
largely negative, it implies that the model is biased in the 
other way around.

The result of the gender-bias diagnostics is shown in 
Table 7. Although we find that the RoBERTa models 

fine-tuned on WinoGrande and DPR both demonstrate 
very high-accuracy, the gender gap in RoBERTa-WinoGrande 
is smaller than RoBERTa-DPR.

6. CONCLUSION
We introduce WinoGrande, a new collection of 44k WSC-
inspired problems that is significantly larger than existing 
variants of the WSC dataset. To create a dataset that is robust 

Table 6. Accuracy (%) on existing WSC-related tasks (test set).

WSC22

Liu et al.24

WKH10

Ensemble LMs37

GPT230

BERT-DPR★19

HNN17

RoBERTa-DPR★ (This work)
RoBERTa-WinoGrande★ (This work)
Humans2

Humans (This work)

52.8
57.1
63.8
70.7
72.2
75.1†

83.1
90.1
92.1
96.5

PDP26

Liu et al.24

Trinh and Le37

RoBERTa-DPR★ (This work)
RoBERTa-WinoGrande★ (This work)
HNN17

Humans6

Humans (This work)

61.7
70.0
86.3
87.5
90.0†

90.9
92.5

SuperGLUE-WSC40

Majority baseline
RoBERTa-DPR-ft (This work)
RoBERTa-WinoGrande-ft (This work)
RoBERTa-ensemble25

Humans40

65.1
83.6
85.6
89.0

100

DPR31

Rahman and Ng31

Peng et al.28

BERT-WinoGrande★ (This work)
RoBERTa-ft (This work)
RoBERTa-WinoGrande★ (This work)
RoBERTa-WinoGrande-ft (This work)
Humans (This work)

73.0
76.4
84.9
91.7
92.5
93.1
95.2

KnowRef11

Emami et al.11

RoBERTa-DPR★ (This work)
RoBERTa-WinoGrande★ (This work)
Humans11

65.0
84.2
85.6
92.0

COPA32

Gordon et al.14

Sasaki et al.34

RoBERTa-WinoGrande★ (This work)
RoBERTa-ft (This work)
RoBERTa-WinoGrande-ft (This work)
Humans13 

65.4
76.4
84.4
86.4‡

90.6
99.0

The star (★) denotes that it is zero-shot setting. “-ft” indicates fine-tuning on the 
targeted dataset (train and dev). RoBERTa-X-ft denotes sequential fine-tuning 
with dataset X followed by the targeted dataset. The dagger (†) indicates that the 
evaluation data is not exactly the same from ours. The double dagger (‡) denotes 
that we could not reproduce he same number as in SuperGLUE leaderboard.40
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against spurious dataset-specific bias, we also present 
AfLite—a novel lightweight adversarial filtering algorithm 
for systematic bias reduction. The resulting dataset is consider-
ably more challenging for existing state-of-the-art models 
while still being trivially easy for humans. In addition, using 
WinoGrande as a resource, we demonstrate effective trans-
fer learning and achieve state-of-the-art results on several 
related benchmarks.

In parallel, we also emphasize the potential risk of overesti-
mating the performance of the state-of-the-art methods on the 
existing commonsense benchmarks; these models might be 
solving the problems right for the wrong reasons, by relying on 
spurious statistical patterns (annotation artifacts).

Our work suggests a new perspective for designing bench-
marks for measuring progress in AI. Unlike past decades 
where the community constructed a static benchmark dataset 
to work on for many years to come, we now need AI algorithms 
to compose challenges that are hard enough for AI, which 
requires dynamic datasets that evolve together with the evolv-
ing state-of-the-art.
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Table 7. Accuracy (%) and gender bias on Winogender dataset.

Winogender33

  Gotcha Female Male |∆F| |∆M|

Rule No
Yes

38.3
10.0

51.7
37.5

28.3 14.2

Stats No
Yes

50.8
45.8

61.7
40.0

5.0 21.7

Neural No
Yes

50.8
36.7

49.2
46.7

14.1 2.5

RoBERTa-DPR 
(This work)

No
Yes

98.3
96.7

96.7
95.8

1.6 0.9

RoBERTa-WG 
(This work)

No
Yes

97.5
96.7

96.7
97.5

0.8 0.8

“Gotcha” indicates whether the target gender pronoun (e.g., she) is minority in 
the correct answer option (e.g., doctor). |∆F| and |∆M| show the system per-
formance gap between “Gotcha” and “non-Gotcha” for each gender (lower the 
better). The first three baselines are adopted from Rudinger et al.33; Rule is Lee 
et al.,21 Stats is Durrett and Klein,8 and Neural is Clark and Manning.4
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annotated labels may be integrated.
PlanAlyzer was validated against a 

corpus of actual PlanOut scripts cre-
ated and deployed at Facebook. The 
results are very encouraging: PlanAlyzer 
replicated 82% of all contrasts manu-
ally annotated by domain experts and 
achieved a precision and recall of 92% 
each in detecting code smells in a syn-
thetically mutated dataset. Moreover, 
the authors unveiled a collection of 
common bad coding practices, includ-
ing ambiguous type comparisons, mod-
ulus operators applied to fractions, and 
the use of PlanOut scripts for applica-
tion configuration only. Future work in 
this area might focus on automatically 
correcting errors in the code, generat-
ing statistical code to analyze the out-
put of an experiment (another potential 
source of smell), or introducing rea-
soning about hypotheses (for example, 
whether non-proportional sampling of 
observation units is valid).

PlanAlyzer is the first tool to stati-
cally check the validity of online experi-
ments. It is cheaper, faster, and possibly 
safer than deploying bots or running a 
pilot. In sum, it is a major milestone. To-
gether with recent advances in AI-driven 
methods for choosing optimal values of 
experimental parameters, adaptively or-
dering survey questions, and imputing 
missing responses, it shows how com-
puter-assisted methods for the design, 
validation, and analysis of experiments 
are gaining a foothold. As this pattern 
will continue to grow in the future, we 
should expect two things: consolidation 
in the extremely fragmented landscape 
of tools for online experimentation, and 
the establishment of a validated set of 
coding standards. Both outcomes will 
boost the replicability of experimental re-
sults, paving the way for faster progress 
in the study of online human-behavior 
in industry and academia. 

Stefano Balietti is a fellow at the Mannheim Center 
for European Social Science Research and a postdoc at 
the Alfred-Weber Institute of Economics at Heidelberg 
University, Germany.
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O N L I N E  H U M A N - B E H AV I O R  E X P E R I M E N -

TAT I O N  is pervasive, manifold, and un-
avoidable. Leading digital companies 
routinely conduct over 1,000 A/B tests ev-
ery month with millions of users. Online 
labor markets boast hundreds of thou-
sands of workers to hire for crowdsourc-
ing tasks, including experimentation 
and beta-testing. Outside industry, aca-
demic researchers utilize online labor 
markets to run behavioral experiments 
that span from cooperation games to 
protein folding tasks.

Hidden behind a deceiving façade 
of simplicity, implementing a human-
behavior experiment for unbiased sta-
tistical inference is a task not to be taken 
lightly. It requires knowledge of comput-
er programming, statistical inference, 
experimental design, and even behav-
ioral insights. This unique mix of skills 
is generally honed with practice, heart-
breaking mistakes, and “code smells.” 
Popularized by Martin Fowler’s book, 
Refactoring: Improving the Design of Ex-
isting Code, code smells indicate certain 
code structures that violate fundamen-
tal design principles and increase the 
risk of unintended software behavior. 
Code smells that lead to failures of ran-
domization—the process of assigning 
observation units (users, devices, and 
so on) to treatments—are a threat to the 
validity of experiments. For instance, a 
probability incorrectly set may bar users 
to enter a particular treatment, or a de-
graded user experience in one treatment 
might lead to a higher attrition rate (that 
is, dropouts).

Detecting the source of a smell is 
not always trivial because experiments 
interact with multiple components, in-
cluding external systems. The presence 
of several points of failure and the lack 
of a mathematical formalism to vali-
date experiments in the context of their 
programming language have made hu-
man expert review the gold standard 
for assessing their correctness. But 
even experts are fallible. Therefore, two 
complementary practices are common 
in “smell-hunting”: simulations and 
pilots. Both are useful and both have 

drawbacks. Simulations involve an ar-
ray of bots randomly clicking their way 
through the experiment. They can catch 
internal bugs, but they cannot detect 
faulty interactions with external systems 
or failures in randomization due to idio-
syncratic population characteristics or 
differential attrition rates. These issues 
are addressed by pilots, scaled-down 
versions of the experiment with real us-
ers. However, pilots require additional 
time and money and may frustrate par-
ticipants if the user experience is poor. 
Moreover, a failed pilot may tarnish an 
experimenter’s reputation in crowd-
sourcing markets. Finally, in some 
cases, pilots are not possible at all, for 
example, in one-shot field experiments.

For all these reasons, I welcome the 
PlanAlyzer software as detailed in the 
following paper by Tosch et al. PlanAlyzer 
is a linter for PlanOut, a framework for 
online experiments popular in corpo-
rate settings, in particular Facebook, 
where it was originally developed. In 
addition to flagging code smells, PlanA-
lyzer also reports in a human-readable 
fashion which hypotheses a PlanOut 
script can and cannot test statistically. 
How does PlanAlyzer achieve this goal? 
It takes a PlanOut script as input and 
translates it into an internal represen-
tation that assigns special labels to vari-
ables in the code. It then builds a data 
dependence graph, based on which it 
establishes reliable causal paths be-
tween those specially labeled variables 
(that is, the contrasts). To account  
for missing information and inter-
actions with external systems, manually   
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Abstract
Online experiments are an integral part of the design and 
evaluation of software infrastructure at Internet firms. To 
handle the growing scale and complexity of these experi-
ments, firms have developed software frameworks for their 
design and deployment. Ensuring that the results of experi-
ments in these frameworks are trustworthy—referred to as 
internal validity—can be difficult. Currently, verifying 
internal validity requires manual inspection by someone 
with substantial expertise in experimental design.

We present the first approach for checking the internal valid-
ity of online experiments statically, that is, from code alone. 
We identify well-known problems that arise in experimental 
design and causal inference, which can take on unusual 
forms when expressed as computer programs: failures of 
randomization and treatment assignment, and causal suffi-
ciency errors. Our analyses target PlanOut, a popular 
framework that features a domain-specific language (DSL) 
to specify and run complex experiments. We have built 
PlanAlyzer, a tool that checks PlanOut programs for 
threats to internal validity, before automatically generating 
important data for the statistical analyses of a large class of 
experimental designs. We demonstrate PlanAlyzer’s util-
ity on a corpus of PlanOut scripts deployed in production 
at Facebook, and we evaluate its ability to identify threats on 
a mutated subset of this corpus. PlanAlyzer has both pre-
cision and recall of 92% on the mutated corpus, and 82% of 
the contrasts it generates match hand-specified data.

1. INTRODUCTION
Many organizations conduct online experiments to assist 
decision-making.3, 13, 21, 22 These organizations often develop 
software components that make designing experiments eas-
ier, or that automatically monitor experimental results. 
Such systems may integrate with existing infrastructure that 
perform such tasks as recording metrics of interest or spe-
cializing software configurations according to features of 
users, devices, or other experimental subjects. One popular 
example is Facebook’s PlanOut: a domain-specific lan-
guage for experimental design.2

A script written in PlanOut is a procedure for assigning 
a treatment (e.g., a piece of software under test) to a unit 
(e.g., users or devices whose behavior—or outcomes—is 
being assessed). Treatments could be anything from soft-
ware-defined bit rates for data transmission to the layout of 
a Web page. Outcomes are typically metrics of interest to 
the firm, which may include click-through rates, time spent 
on a page, or the proportion of videos watched to comple-
tion. Critically, treatments and outcomes must be 

The original version of this paper was published in the 
Proceedings of ACM on Programming Languages, OOPSLA, 
Oct. 2019.

recorded in order to estimate the effect of treatment on an 
outcome. By abstracting over the details of how units are 
assigned treatment, PlanOut has the potential to lower 
the barrier to entry for those without a background in 
experimental design to try their hand at experimentation-
driven development.

Unfortunately, the state of the art for validating experi-
mental designs (i.e., the procedure for conducting an 
experiment, here encoded as a PlanOut program) is a 
manual human review. The most common experimental 
design on the Web is the A/B test, which entails a fairly 
simple analysis to estimate the treatment effect. However, 
more complex experiments may require more sophisti-
cated analyses, and in general there is a many-to-many 
relationship between design and analyses. Many experi-
ments written in a domain-specific language (DSL) such as 
PlanOut can be cumbersome to validate manually, and 
they cannot be analyzed using existing automated meth-
ods. This is because experiments expressed as programs 
can have errors that are unique to the intersection of 
experimentation and software.

We present the first tool, PlanAlyzer, for statically iden-
tifying the sources of statistical bias in programmatically 
defined experiments. Additionally, PlanAlyzer automati-
cally generates contrasts and conditioning sets for a large 
class of experimental designs (i.e., between-subjects designs 
that can be analyzed using average treatment effect (ATE) or 
conditional average treatment effect (CATE); because ATE is a 
special case of CATE, when the distinction between the two 
is not necessary, we will refer to them collectively as (C)ATE). 
We make the following contributions:

Software for the static analysis of experiments. PlanAlyzer 
produces three key pieces of information: (1) a list of the vari-
ables in the environment that are actually being randomly 
assigned; (2) the variables that are recorded for analysis; and 
(3) the variables that may be legitimately compared when 
computing causal effects. These three pieces of information 
are required in order to determine whether there are any valid 
statistical analyses of the recorded results of an experiment, 
and, when possible, what those analyses are.

Characterizing errors and bad practices unique to pro-
grammatically defined experiments. Traditional errors in 
offline experimentation can take on unusual forms in pro-
grammatically defined experiments. Additionally, some 
coding practices can lead to faults during downstream 

http://dx.doi.org/10.1145/3474385
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implementation of conditional probabilities in PPLs. A 
major semantic difference between PlanOut and PPLs is 
that we expect PlanOut to have deterministic execution 
for an input. Variability in PlanOut arises from the popu-
lation of inputs; variability in PPLs comes from the execu-
tion of the program itself.

3. VALIDATION OF STATISTICAL CONCLUSIONS
Statistical conclusions of a randomized experiment typically 
estimate the effect of a treatment T on an outcome Y for 
some population of units. The function that estimates the 
causal effect of T on Y may take many forms. Nearly all such 
functions can be distilled into estimating the true difference 
between an outcome under one treatment and its potential 
outcome(s) under another treatment.

In the case of a randomized experiment, if T is assigned 
completely at random, for example, according to:

T =  uniformChoice(choices=[400, 750], unit= 
userid);

then the causal effect of T (the average treatment effect (ATE)) 
can be estimated by simply taking the difference of the aver-
age outcome for units assigned to T = 400 and T = 750: Avg(Y 
| T = 400) − Avg(Y | T = 750). Such an experiment could be 
useful for learning how some outcome Y (e.g., video watch 
time) differs for equivalent individuals experiencing videos 
at the 400 or 750kbps setting.

It is not uncommon to use different probabilities of treat-
ment for different kinds of users; we refer to the partition of 
users as a subgroup S. We can still estimate causal effects, 
but must instead compute the difference in means sepa-
rately for different values of the variables in S. This is often 
referred to as subgroup analysis. This estimand is known as 
the conditional average treatment effect (CATE). The variables 
that define the subgroup are referred to as the conditioning 
set and can be thought of as a constraint on the units that 
can be compared for any given contrast. Average effect esti-
mators like (C)ATE over finite sets of treatments can be 
expressed in terms of their valid contrasts: knowing the 
assignment probabilities of T = 400 versus T = 750 is suffi-
cient to describe how to compute the treatment effect.

Typically, experts must manually verify that the estima-
tors comport with the experimental design. There are some 
exceptions: some systems for automatically monitoring very 
simple experiments like A/B tests, where the treatment is a 
single variable that takes on one of the two values and the 
estimand is ATE.

As a DSL, PlanOut provides a mechanism for more com-
plex experimental designs. Control-flow operators, calls to 
external services, and in-language mechanisms for data 
recording prohibit simple automatic variable monitoring. 
For example, an experiment that sets variables differently on 
the basis of the current country of the user cannot naïvely 
aggregate results across all the participants in the experi-
ment. Such an experiment would require additional adjust-
ment during post-experiment analysis, because a user’s 
current country is a confounder (i.e., a variable that causes 
both the treatment and outcome). PlanAlyzer 

statistical analysis, highlighting the potential utility of defin-
ing “code smells” for bad practices in experiments.8 We 
introduce errors and code smells that arise from the inter-
section of experiments and software.

Empirical analysis of real experiments. We report 
PlanAlyzer’s performance on a corpus of real-world 
PlanOut scripts from Facebook. Due to the vetting process 
at Facebook, few errors exist naturally in the corpus. 
Therefore, we perform mutation analysis to approximate a 
real-world distribution of errors. We also consider the set of 
author-generated contrasts (the set of variable values that 
reallowed to be compared, necessary for estimating causal 
effects) for each script. We demonstrate PlanAlyzer’s 
effectiveness in finding major threats to validity and in auto-
matically generating contrasts.

2. LANGUAGE CHARACTERISTICS
As a DSL is built by domain experts, PlanOut implements 
functionality only relevant to experimentation. 
Consequently, PlanOut is not Turing complete: it lacks 
loops, recursion, and function definition. It has two control 
flow constructs (if/else and return) and a small core of 
built-in functions (e.g., weightedChoice, bernoulli-
Trial, and length).

Although not required for an experimentation language, 
PlanOut also allows for runtime binding of external func-
tion calls and variables. This allows for easy integration with 
existing (but more constrained) systems for experimenta-
tion, data recording, and configuration. We expect PlanOut 
scripts to be run inside another execution environment, 
such as a Web browser, and have access to the calling con-
text in order to bind free variables and functions.

PlanOut abstracts over the sampling mechanism, pro-
viding an interface that randomly selects from pre-popu-
lated partitions of unit identifiers, corresponding to samples 
from the population of interest. The PlanOut framework 
provides a mechanism for extracting the application param-
eters manipulated by a PlanOut script and hashes them, 
along with the current experiment name, to one or more 
samples. The mapping avoids clashes between concurrently 
running experiments, which is one of the primary chal-
lenges of online experimentation.12, 13 Readers interested in 
the specifics of PlanOut’s hashing method for scaling con-
current experiments can refer to an earlier paper2; it is not 
relevant to PlanAlyzer’s analyses.

On its surface, PlanOut may appear to share features 
with probabilistic programming languages (PPLs).11, 16 PPLs 
completely describe the data generating process; by con-
trast, PlanOut programs specify only one part of the data 
generating process—how to randomly assign treatments—
and this code is used to control aspects of a product or ser-
vice that is the focus of experimentation.

There are two critical features of PlanOut that differen-
tiate it from related DSLs, such as PPLs: (1) the require-
ment that all random functions have an explicit unit of 
randomization, and (2) built-in control of data recording via 
the truth value of PlanOut’s return. Only named vari-
ables on paths that terminate in return true are 
recorded. This is similar to the discarded executions in the 



research highlights 

 

110    COMMUNICATIONS OF THE ACM   |   SEPTEMBER 2021  |   VOL.  64  |   NO.  9

automatically produces the appropriate analyses, including 
the contrasts and conditioning sets.

4. VALIDATION OF EXPERIMENTAL DESIGNS
Shadish et al.19 enumerate a taxonomy of nine well-under-
stood design errors for experimentation, referred to as 
threats to internal validity—that is, the degree to which valid 
causal conclusions can be drawn within the context of the 
study. Seven of these errors can be avoided when the 
researcher employs a randomized experiment that behaves as 
expected. The two remaining threats to validity that are not 
obviated by randomization are attrition and testing. Attrition 
may not have a meaningful definition in the context of 
online experiments, especially when outcomes are mea-
sured shortly after treatment exposure. Testing in experi-
mental design refers to taking an initial measurement and 
then using the test instrument to conduct an experiment. 
Analysis may not be able to differentiate between the effect 
that a test was designed to measure and the effect of sub-
jects learning the test itself. Testing is a form of within-sub-
jects analysis that is not typically employed in online field 
experiments and whose analyses are outside the scope of 
this work. Therefore, failed randomized assignment is the pri-
mary threat to internal validity that we consider. 
Randomization failures in programs manifest differently 
from randomization failures in the physical world: for exam-
ple, a program cannot disobey an experimental protocol, 
but data flow can break randomization if a probability is 
erroneously set to zero.

We characterize the ways in which syntactically valid 
PlanOut programs can fail to randomize treatment assign-
ment. Note that because there is currently no underlying for-
malism for the correctness of online field experiments that 
maps cleanly to a programming language context, we cannot 
define a soundness theorem for programmatically defined 
experiments. Some of the threats described here would be more 
properly considered code smells, rather than outright errors.8

4.1. Randomization failures
There are three ways a PlanOut program may contain a fail-
ure of randomization: when it records data along a path  
that is not randomized, when the units of randomization 
have low cardinality, and when it encounters path-induced 
determinism. PlanAlyzer detects all three automatically.

Recording data along nonrandomized paths occurs when 
there exists at least one recorded path through the program 
that is randomized and at least one recorded path through 
the program that is not randomized:

if (inExperiment(userid=userid)) {

 T = bernoulliTrial(p=0.5, unit=userid);

}   else {

T = true;

}

return true;

Such programs can typically be fixed by adding a return 
false for the appropriate path(s).

Units of randomization, such as userid or deviceid, must 

have significantly higher cardinality than experimental 
treatments to ensure that each treatment is assigned a suf-
ficient number of experimental units to make valid statisti-
cal inferences about the population. If the unit is an external 
variable unfamiliar to PlanAlyzer, it will assume that the 
variable has low cardinality. PlanAlyzer allows user-
defined anno tations to make its analyses more precise. 
Therefore, PlanOut users can correct their programs by 
either annotating the unit of randomization as having high 
cardinality, or reassessing their choice of unit.

Data-flow failures of randomization occur when inappro-
priate computations flow into units. PlanOut allows units 
to be the result of arbitrary computations. For example, one 
PlanOut script in our evaluation corpus sets the unit of ran-
domization to be userid * 2. A PlanOut user might want 
to do this when rerunning an experiment, to ensure that at 
least some users are assigned to a new treatment. However, 
this feature can lead to deterministic assignment when used 
improperly. The following is a syntactically valid PlanOut 
program that triggers an error in PlanAlyzer:

T1 =  uniformChoice(choices=[400, 900], unit= 
userid);

T2 = bernoulliTrial(p=0.3, unit=T1);

When writing this code, the researcher may believe that 
there are four possible assignments for the pair of variables. 
However, because the assignment of input units to a partic-
ular value is the result of a deterministic hashing function, 
every user who is assigned T1=400 is assigned the same 
value of T2 because the input to the hash function for ber-
noulliTrial is always 400. Therefore, they will never 
record both (400, true) and (400, false) in the data, which 
likely contradicts the programmer’s intent.

4.2. Treatment assignment failures
PlanAlyzer requires that all assigned treatments along  
a path have the possibility of being assigned to at least  
one unit and that at least some treatments may be com-
pared. There are three ways a PlanOut program may con-
tain a failure of treatment assignment: when some 
treatment has a zero probability of being assigned, when 
there are fewer than two treatments that may be compared 
along a path, and when dead code blocks contain treat-
ment assignment.

Detecting the latter two cases are standard tasks in static 
program analysis. We note that for the first case, syntac-
tically correct PlanOut code permits authors to set proba-
bilities or weights to zero, either directly or as the result of 
evaluation. Detecting this kind of value-dependent behavior 
is not unusual in program analysis either, but the reason 
why we wish to avoid it may not be obvious: to establish a 
causal relationship between variables, there must be at least 
two alternative treatments under comparison.

4.3. Causal sufficiency errors
One of the main assumptions underlying causal reasoning 
is causal sufficiency, or the assumption that there are no 
unmeasured confounders in the estimate of treatment 
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equality) in A-normal form.1, 4, 15, 18 Because it may not be pos-
sible to reason about the final values of a variable defined in 
a PlanOut program due to the presence of external func-
tion calls, PlanAlyzer reasons about intermediate values 
instead and reports results over a partially evaluated 
program.10

After these routine transformations, PlanAlyzer splits 
the program into straight line code via tail duplication such 
that every path through the program may be evaluated in iso-
lation of the others. Although this transformation is expo-
nential in the number of conditional branches, in practice 
the branching factor of PlanOut programs is quite small.

PlanAlyzer then converts guards into assertions and 
uses the Z3 SMT solver to ensure variables assigned along 
paths are consistent with these assertions.5 For each asser-
tion, PlanAlyzer queries Z3 twice—first to obtain a satisfy-
ing solution, and then to test whether this solution is unique. 
Evaluation of the intermediate representation may contain 
unevaluated code, so if there is more than one solution, 
PlanAlyzer keeps the code chunk abstract.

PlanAlyzer uses SSA and A-normal form because they 
aid in contrast generation: a single execution of a PlanOut 
program corresponds to the assignment of a unit to a treat-
ment. However, additional intermediate variables can have 
somewhat ambiguous semantics when attempting to model 
a programmatically defined experiment causally; although 
they aid in, for example, the detection of causal sufficiency 
errors, they make reasoning about causal inference using 
methods such as causal graphical models quite difficult.

5.2. Variable labels for causal inference
The PlanOut language contains only some of the neces-
sary features for reasoning about the validity of experi-
ments. Given only programs written in PlanOut, 
PlanAlyzer may not be able to reason about some com-
mon threats to internal validity. The interaction between 
random operators and control flow can cause variables  
to lose either their randomness or their variation. 
Furthermore, we need some way of guaranteeing that 
external operators do not introduce confounding.

To expresses this missing information, we introduce a 

effect. Barring runtime failures, we have a complete picture 
of the assignment mechanism in PlanOut programs. 
Unfortunately, a PlanOut program may allow an unre-
corded variable to bias treatment assignment.

Consider a program that assigns treatment on the  
basis of user country, accessed via a getUserCountry 
function:

if (getUserCountry(userid=userid) == ‘US’) {

 T = uniformChoice(choices=[7, 9], unit=userid);

}    else {

T = uniformChoice(choices=[4, 7, 9], unit=userid);

}

Treatment assignment of T depends on user country, so 
the user country is a potential confounder. Because this vari-
able does not appear in the input program text, it cannot be 
recorded by the PlanOut framework’s data recording sys-
tem. Therefore, the program and resulting analyses will vio-
late the causal sufficiency assumption.

If PlanAlyzer encounters a static error or threat, it 
reports that the script failed to pass validation and gives a 
reason to the user. Some of the fixes are easy to determine 
from the error and could be applied automatically. We leave 
this to future work. Other errors require a more sophisti-
cated understanding of the experiment the script represents 
and can only be determined by the script’s author.

5. PLANALYZER STATIC ANALYSIS TOOL
PlanAlyzer is a command-line tool written in OCaml that 
performs two main tasks: it checks whether the input script 
represents a randomized experiment, and it generates all 
valid contrasts and their associated conditioning sets for 
scripts that can be analyzed using (C)ATE. Figure 1 provides 
an overview of the PlanAlyzer system.

5.1. PlanOut intermediate representation (IR)
Upon parsing, PlanAlyzer performs several routine pro-
gram transformations, including converting variables to an 
identification scheme similar to SSA, performing constant 
propagation, and rewriting functions and relations (such as 

PlanOut Parser PlanOut AST

PlanOut AST
(transformed)

PlanOut AST
(transformed)

Label Config
Parser

Variables
Labels

Data Dependence
Graph Generator

Decision Procedure Analyses Generator

DDG

Rewriter Translator
Condtion
Generator

Conditions Estimator
Generator

Errors

Estimators

Partial Output

IR

Figure 1. The PlanAlyzer system transforms input PlanOut programs, possibly with user-provided variable labels, into a normalized form 
before translating the program to the intermediate representation (IR). PlanAlyzer produces a data dependency graph in order to generate 
the data dependence graph (DDG) and resulting estimators. At each step in the analyses, PlanAlyzer may produce errors. When there is 
insufficient information to produce estimators, but the input program has no known threats to validity, PlanAlyzer provides as much partial 
output as possible.
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from the variables in dependent guards to all variables 
defined after the return.

Random, independent assignment implies indepen-
dence between potential causes, so long as the (possibly 
empty) conditioning set has been identified and recorded. 
PlanAlyzer computes the DDG for the full script and uses 
the full DDG to determine when it is possible to marginalize 
over some variables.

Propagating variable labels. PlanAlyzer marks vari-
ables directly assigned by built-in random functions or 
external random functions as random. The randomness 
label takes a tuple of identifiers as its argument. This tuple 
denotes the unit(s) of randomization, used for reasoning 
about causal estimators. Any node with a random ancestor 
is marked as random (with the exception of variables that do 
not vary), with units of randomization corresponding to the 
union of the ancestors’ units.

If a random operator uses a low-cardinality unit of ran-
domization, it will be marked as nonrandom. Note, how-
ever, that if the unit of randomization for a random function 
is a tuple with at least one high cardinality variable, then the 
resulting variable will remain random.

PlanAlyzer propagates time-varying labels in the 
same manner as random labels. Unlike randomness, there 
is no interaction between the time-varying label and any 
other labels.

Converting DDGs to causal graphical models. Readers 
familiar with graphical models may wonder whether the 
DDG can be transformed into a directed graphical model. 
Programmatically defined experiments have two features 
that, depending on context, make such a transformation 
either totally inappropriate or difficult to extract: (1) deter-
ministic dependence and (2) conditional branching. These 
two features can induce what is known as “context-sensitive 
independence,” which limits the effectiveness of existing 
algorithms that would otherwise make graphical models an 
appealing target semantics. Although some work has sought 
to remedy branching, treatment of context-sensitive inde-
pendence in graphical models more broadly is an open 
research problem.14 Furthermore, from a practical perspec-
tive, it is unclear how the versioned variables in the DDG 
ought to be unified, and some variables simply do not belong 
to a CGM (e.g., userid).

6. PLANOUT CORPORA
We analyze a corpus of PlanOut scripts from Facebook to 
evaluate PlanAlyzer. We also make use of a corpus of manu-
ally specified contrasts that were used in the analysis of the 
deployed experimentation scripts. Scripts do not contain 
any user data, but may contain deidentified IDs (such as 
those of employees testing the scripts). Each experiment 
may have a temporary (but syntactically valid) representa-
tion captured by a snapshotting system, leading to multi-
ple versions of a single experiment. Although we do not 
have access to the custom analyses of more complex exper-
iments (e.g., database queries, R code, etc.), we can infer 
some characteristics of the intended analysis by partition-
ing the corpus into three subcorpora. Although we ana-

4-tuple of variable labels (rand, card, tv, corry) that 
PlanAlyzer attempts to infer and propagate for each 
PlanOut program it encounters.17, 6 Unsurprisingly, infer-
ence may be overly conservative for programs with many 
external functions or variables. To increase the scope of 
experiments PlanAlyzer can analyze, users may supply 
PlanAlyzer with global and local configuration files that 
specify labels.

Randomness (rand). PlanOut may be used with existing 
experimentation systems; this means that there may already 
be sources of randomness available and familiar to users. 
Furthermore, as PlanOut was designed to be extensible, 
users may freely add new random operators.

Cardinality (card). The size of variables’ domains (cardi-
nality) impacts an experiment’s validity. Simple pseudoran-
dom assignment requires high cardinality units of 
randomization to properly balance the assignment of units 
into conditions.

Time Variance (tv). For the duration of a particular experi-
ment, a given variable may be constant or time-varying. 
Clearly, some variables are always constant or always time-
varying. For example, date-of-birth is constant, whereas days-
since-last-login is time-varying. However, there are many 
variables that cannot be globally categorized as either con-
stant or time-varying. The tv label allows experimenters to 
specify whether they expect a variable to be constant or time-
varying over the duration of a given experiment.

Because (C)ATE assumes subjects receive only one 
treatment value for the duration of the experiment, 
PlanAlyzer cannot use them to estimate the causal 
effect of treatments or conditioning set variables having a 
tv label. A PlanOut program may contain other valid con-
trasts assigned randomly, and independently from the 
time-varying contrasts; PlanAlyzer will still identify 
these treatments and their conditioning sets as eligible 
for being analyzed via (C)ATE.

Covariates and Confounders (corry). Many experiments 
use features of the unit to assign treatment, which may 
introduce confounding. PlanAlyzer automatically marks 
external variables and the direct results of nonrandom exter-
nal calls as correlated with outcome (i.e., Y). This signals 
that, if the variable is used for treatment assignment, either 
their values must be recorded or sufficient downstream data 
must be recorded to recover their values.

5.3. Data dependence graph (DDG)
PlanAlyzer builds a DDG to propagate variable label infor-
mation.7 Because PlanOut only has a single, global scope, 
its data dependence analysis is straightforward:

1. Assignment induces a directed edge from the references 
on the right-hand side to the variable name.

2. Sequential assignment of vari and vari+1 induces no 
dependencies between vari and vari+1, unless the r-value 
of vari+1 includes a reference to vari.

3. For an if-statement, PlanAlyzer adds an edge from 
each of the references in the guard to all assignments in 
the branches.

4. In the case of an early return, PlanAlyzer adds edges 
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lyzed all three, we focus on just one here:
PlanOut-A. This corpus contains scripts that were ana-

lyzed using some form of ATE (i.e., Avg (Y|T1 = t0
i, ... Tn = tn

0) – 
Avg (Y|T1 = t1

i , ... Tn = tn
1)), where the variables T1, … Tn were 

manually specified and automatically recorded during the 
duration of the experiment. Users may manually specify that 
a subset of the recorded variables be continuously moni-
tored for pairwise ATE. Neither the recording nor the data 
analysis tools have any knowledge of PlanOut. This is the 
main corpus we will use for evaluating PlanAlyzer, because 
the goal of PlanAlyzer is to automate analyses that firms 
such as Facebook must now do manually.

Note that users of PlanOut at Facebook are typically either 
experts in the domain of the hypotheses being tested or they 
are analysts working directly with domain experts.

6.1. Characterizing representative PlanOut programs
We designed PlanAlyzer’s analyses on the basis of the uni-
verse of syntactically valid PlanOut programs and our 
domain knowledge of experimentation. We built 
PlanAlyzer from the perspective that (1) PlanOut is the 
primary means by which experimenters design and deploy 
experiments, but (2) they can use other systems, if they exist. 
Facebook uses many experimentation systems and has a 
variety of human and code-review methods for the function-
ality that PlanAlyzer provides. Therefore, we wanted to 
know: what are some characteristics of PlanOut programs 
that people actually write and deploy?

We found that engineers and data scientists at Facebook 
used PlanOut in a variety of surprising ways and had cod-
ing habits that were perhaps indicative of heterogeneity in 
the programming experience of authors. Through conversa-
tions with engineers at Facebook, we have come to under-
stand that most PlanOut authors can be described along 
the two axes depicted in Table 1.

Table 2 enumerates the errors raised by PlanAlyzer over 
the three corpora. Each warning does not necessarily indi-
cate an error during deployment or analysis, due to the fact 
that there are preexisting mechanisms and idiosyncratic 
usages of PlanOut.

PlanOut-A contains our highest quality data: all scripts 
were vetted by experts before deployment, with some com-
ponent analyzed using ATE. Figure 2 provides a lightly 

anonymized example program that PlanAlyzer identi-
fied as having a potential error. Its style and structure is a 
good representation of real-world PlanOut programs.

We found the following coding practices in PlanOut-A:
Ambiguous Semantics and Type Errors. Because 

PlanAlyzer must initially perform type inference, it found 
87 scripts in PlanOut-A that had type errors, which suggest 

1 show_feature = true;
2 in_exp = false;
3 if (userid == AUTHOR_ID) {
4 in_exp = true;
5 if (post_has_photo == true) {
6 show_feature = false;
7 }
8 if (post_has_video == true) {
9 show_feature = false;

10 }
11 return true;
12 }
13 in_pop = extPred(ep="in_pop", userid=userid);
14 if (!in_pop || userid == 0) {
15 return false;
16 }
17 in_exp = bernoulliTrial(p=1/100, unit=post_id)

;
18 if (!in_exp) {
19 return false;
20 }
21 if (post_has_photo == true) {
22 show_feature = false;
23 }

Figure 2. A representative, lightly edited and anonymized experiment 
written in PlanOut. This script mixes testing code with experimentation 
code. Lines 5–12 set values for the author of the script whose userid is 
AUTHOR_ID and records those values. The actual experiment is in lines 
14–26. It is only conducted on the population defined by the external 
predicate and the user being recorded in (represented here when the 
userid is 0). PlanAlyzer raises an error for this script.

Table 2. The counts of code smells, static script errors, and tool 
failures found when running PlanAlyzer on the PlanOut-A corpus A 
PlanAlyzer error does not necessarily indicate the experiment was 
run in error. 

Output category Scripts (566) Exps. (240)

Not an experiment 10 10
Low cardinality unit 7 1
Ambiguous semantics 5 2
Type inconsistencies 10 4
Causal sufficiency errors 111 54
 False positive 47 23
 Testing code 23 8
 Possible random assignment 41 23
Recorded no randomization 25 11
 Missed paths (tests) 4 1
 No randomization (config) 12 7
 Possible random assignment 9 3
Random variable no variation 2 2
No positivity 7 3
Dead code 5 4
Feature not implemented in tool 29 8

A single experiment may have many script versions, not all of which were 
deployed. The numbers for PlanOut-A reflect the state of the corpus after ad-
justments for easily fixed type inconsistencies (initially 87), because we know 
those scripts ran in production, and wanted to see if PlanAlyzer could find 
more interesting errors or smells.

Table 1. Experience matrix for PlanOut authors.

The horizontal axis represents programming experience or ability; the ver-
tical axis represents experience in experimental design. We believe most  
authors represented in the PlanOut corpora are in quadrants I and II. Pla-
nAlyzer’s novel analyses target experiment authors in quadrants I-III and 
may be especially useful for authors in III, whom we believe are underrepre-
sented in the corpora. We conjecture, but cannot verify, that most of the errors 
PlanAlyzer flags in the corpora belong to authors in II.
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and out of scope for PlanAlyzer.

6.2. PlanAlyzer performance
All analyses were run on a MacBook Air with a 1.6 GHz Intel 
Core i5 processor having four logical cores. The longest run-
time for any analysis was approximately three min; runtime 
scales linearly with the number of “paths” through the pro-
gram, where a path is defined according to the transformed 
internal representation of the input PlanOut program and 
is related to the number of conditioning sets. PlanAlyzer 
uses the Z3 SMT solver5 to ensure conditioning sets are satis-
fied and to generate treatments,23, 9 so both the number of 
variables in the program and the number of paths in the 
internal representation could cause a blowup in runtime. We 
found that runtime increases linearly with the number of 
internal paths, but possibly exponentially with the number of 
variables, as depicted in Figure 3.

PlanAlyzer produces meaningful contrasts that are com-
parable with the human-specified gold standard, automati-
cally generating 82% of our eligible gold-standard contrasts. 
PlanAlyzer runs in a reasonably short amount of time; likely 
due to PlanOut’s generally small program sizes.

Summary. We did not expect to see any real causal suffi-
ciency errors due to the expert nature of the authors of 
PlanOut-A. Rather, we expect to see some false positives due 
to the fact that PlanAlyzer is aggressive about flagging 

there might be some utility in providing our type checking 
facility to users of PlanOut.

We also found three scripts from one experiment that 
applied the modulus operator to a fraction; because 
PlanOut uses the semantics of its enclosing environment 
for numeric computation, this script will return different 
values if it is run using languages with different semantics 
for modulus, such as PHP versus JavaScript.

Modifying deployment settings within experimentation 
logic. Some of the scripts marked as not experiments begin 
with return false and had an unreachable and fully 
specified experiment below the return statement. 
PlanAlyzer flags dead code in PlanOut programs, because 
it can be the result of a randomly assigned variable causing 
unintended downstream control flow behavior. However, 
every dead code example we found had the form condition 
= false; if (condition)… These features occurred 
exclusively in experiments that had multiple scripts associated 
with them that did not raise these errors. After discussing our 
findings with engineers at Facebook, we believe that this 
might be a case of PlanOut authors modifying the experi-
ment although it is running to control deployment, rather 
than leaving dead-code in by accident, as it appears from 
PlanAlyzer’s perspective.

Using PlanOut for Application Configuration. One of the 
most surprising characteristics we found in PlanOut-A was  
the prevalence of using PlanOut for application configuration,  
à la Akamai’s ACMS system or Facebook’s Gatekeeper.20, 21  
When these scripts set variables, but properly turned off 
data recording (i.e., returned false), PlanAlyzer marked 
them as not being experiments. When they did not turn off 
logging, they were marked as recording paths without ran-
domization. Some instances of application configuration 
involved setting the support of a randomly assigned variable 
to a constant or setting a weight to zero. Because experi-
ments require variation for comparison, PlanAlyzer raises 
an error if the user attempts to randomly select from a  
set of fewer than two choices. Three scripts contained  
expressions of the form uniformChoice (choices =[v],  
unit=userid) for some constant value v.

As a result, engineers who aim to use PlanOut as a con-
figuration system have no need for PlanAlyzer, but anyone 
writing experiments would consider these scripts buggy.

Mixing external calls to other systems. Almost 20% of the 
scripts (106) include calls to external experimentation sys-
tems. In a small number of cases, PlanOut is used exclu-
sively for managing these other systems, with no calls to its 
built-in random operators.

Nonread-only units. One of the other firms we spoke to 
that uses PlanOut treats units of randomization as read-
only, unlike other variables in PlanOut programs. Facebook 
does not do this. Therefore, programs that modify  
the unit of randomization may be valid; for instance, the 
aforementioned instance where the unit was set to  
userid  *  2. We also observed a case where the unit  
was set to be the result of an external call—without knowing 
the behavior of this external call, it is assumed to be low  
cardinality. In this case, the experiment was performing 
cluster random assignment, which is not covered by ATE 
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Figure 3. Wall-clock timing data for the PlanOut corpus. Plots in 
column (a) depict the empirical CDF of all scripts on a log-scale. 
Plots in columns (b) and (c) show the relationship between the 
running time and features of the PlanOut script we might expect 
to affect running time, on log-scale on both axes. Plots in column 
(b) show both the number of variables in the input PlanOut script, 
and the number of variables in the transformed, intermediate 
representation of the PlanOut program. Plots in column (c) depict 
the relationship between the number of paths through PlanOut 
programs and their running time. The times depicted in both (b) and 
(c) are averages over scripts satisfying the x-axis value, and the 
size of the points are proportional to the number of scripts used to 
compute that average. We chose this representation, rather than 
reporting error bars, because the data is not iid.
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the PlanOut-A corpus for causal sufficiency errors (CSE) at 
8%, and the proportion of CSE mutations in this sample 
(28%). However, we found that most of the CSE mutations 
caused the program to exit before random assignment, 
causing PlanAlyzer to raise legitimate errors about 
recorded paths with no randomization. The rest were true 
causal sufficiency errors (i.e., they would cause bias in treat-
ment). The one false negative we observed occurred in a 
script that redefined the treatment variable for two userids, 
in what appears to be testing code. The mutation wrapped 
the redefined treatment, so this is a case where PlanAlyzer 
should have raised a “no randomization error” in both the 
input script as well as the mutated script.

7.2. Validation against human-generated contrasts
We decided whether an experiment should be in the subset 
according to the following three criteria: (1) all variables in the 
human-generated contrasts appeared in the original script; 
(2) PlanAlyzer was able to produce at least one contrast for 
the experiment; and (3) PlanAlyzer produced identical con-
trasts across all versions of the experiment. Criteria (1) and (2) 
ensure that analysis does not require knowledge unavailable 
to PlanAlyzer. Criteria (3) is necessary because the tool that 
monitors contrasts logs them per experiment, not per ver-
sion. If the possible contrasts change between versions, we 
cannot be sure which version corresponded to the data. 
Ninety-five of the unique experiments met these criteria.

Findings: contrast generation. PlanAlyzer found equiva-
lent contrasts for 78 of the 95 experiments. For 14 experi-
ments, it produced either partial contrasts or no contrasts. In 
each of these cases, the desired contrast required summing 
over some of the variables in the program (marginalization), or 
more sophisticated static analysis than the tool currently sup-
ports. Because it is computationally expensive to produce 
every possible subset of marginalized contrasts, we consider 
the former to be an acceptable shortcoming of the tool. Finally, 
three experiments had issues with their human-generated 
contrasts (no contrasts, or ambiguous or unparsable data).

8. CONCLUSION
The state of the art for auditing experiments and for generat-
ing their associated statistical analyses is almost entirely a 
manual process. This is the first work that analyzes field 
experiments statically. We propose a new class of errors and 
threats unique to the programmatic specification of experi-
mentation. We have implemented a tool that, for the most 
common class of experiments, automatically identifies 
threats and generates statistical analyses. We compare the 
output of PlanAlyzer against human-generated analyses 
of real PlanOut scripts and find that PlanAlyzer produces 
comparable results.
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potential causal sufficiency errors. We made this design 
choice because the cost of unrecorded confounders can be 
very high.

PlanOut scripts in deployment at Facebook represent a 
range of experimental designs. We observed factorial 
designs, conditional assignment, within-subjects experi-
ments, cluster random assignment, and bandits experi-
ments in the scripts we examined.

7. EVALUATION
Real-world PlanOut scripts unsurprisingly contained few 
errors, because they were primarily written and overseen by 
experts in experimental design. Therefore, to test how well 
PlanAlyzer finds errors, we selected a subset of fifty scripts 
from PlanOut-A and mutated them. We then validated a 
subset of the contrasts PlanAlyzer produced against a cor-
pus of hand-selected contrasts monitored and compared by 
an automated tool used at Facebook. Finally, we reported on 
PlanAlyzer’s performance, because its effectiveness 
requires accurately identifying meaningful contrasts within 
a reasonable amount of time.

7.1. Mutation methodology
We first identified scripts that were eligible for this analysis. 
We modified the PlanOut-A scripts that raised errors when 
it was appropriate to do so. For example, we updated a num-
ber of the scripts that erroneously raised causal sufficiency 
errors so that they would not raise those errors anymore. We 
excluded scripts that, for example, contained testing code or 
configuration code. This allowed us to be reasonably certain 
that most of the input scripts were correct.

All of our mutations operate over input PlanOut pro-
grams, rather than the intermediate representation. We 
believed this approach would better stress PlanAlyzer. We 
perform one mutation per script.

We considered two approaches when deciding how to 
perform the mutations:

1. Randomly select a mutation type, and then randomly 
select from the eligible AST points for that mutation.

2. Generate all of the eligible AST points for all of the muta-
tions, and then randomly select from this set.

Method 1 leads to an even split between the classes of 
mutations in the test corpus; method 2 leads to frequencies 
that are proportional to the frequencies of the eligible AST 
nodes. We chose the latter because we believed it would lead 
to a more accurate representation of real programming 
errors.

To select the subset of scripts to evaluate, we sampled 50 
experiments and then selected a random script version from 
that experiment. We then manually inspected the mutated 
script and compared the output of the mutation with the 
original output.

Findings: fault identification over mutated scripts. When 
analyzing our sample of 50 mutated scripts, PlanAlyzer pro-
duced only one false positive and only one false negative. 
The precision and recall were both 92%. On the one hand, 
this is very surprising, given both the false positive rate in 
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ing the holes in your own knowledge 
and getting the opportunity to correct 
them. That correction process leads 
to better results, and we really need to 
trust it. We would rerun the same algo-
rithm again from new random weights 
and see it track the same progress, fix-
ing the same delusions in roughly the 
same order, as if it were peeling its own 
onion layer by layer.

AlphaZero has mastered a number of 
different games, from Shogi to Space 
Invaders. Others have found even 
broader applications.

The beautiful thing about creating 
a general-purpose algorithm is that 
you end up being surprised by the ways 
in which it is used, and I think that’s 
been true here as well. One group used 
AlphaZero to do retro-chemical syn-
thesis and found that it outperformed 
all previous baselines. Another group 
used it to solve one of the outstanding 
problems in quantum computation, 
namely to optimize the quantum dy-
namics. A startup in North Africa used 
AlphaZero to solve logistical problems. 
It is quite nice when other people take 
your algorithm to achieve good results.

Where is that work taking you next?
I try to ask what seems like the deep-

est science question. In this case, it felt 
to me that rather than trying another 
game, we should address what hap-
pens in applications where you don’t 
know the rules—where you’re interact-
ing with people or with the real world 
or where you’re dealing with compli-
cated, messy dynamics that noone tells 
you about. We built a version of this ap-
proach that we call MuZero. MuZero is 
able to learn a model of the rules or dy-
namics and uses that to plan and solve 
problems. It is kind of amazing; we 
plugged it back into ChessGo and Sho-
gi, and found that it could reach super-
human performance just as quickly, 
even without telling it the rules of the 
game. It was also able to beat baseline 
results in some of the more traditional 
reinforcement learning benchmarks, 
like Atari, where we’d previously been 
limited to model-free techniques with-
out any lookahead planning.

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.
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er than in terms of local contributions 
to the score.

The same thing has happened in chess 
with AlphaGo’s successor, AlphaZero, 
a program that has achieved superhu-
man performance despite starting 
without any human data or prior 
knowledge except the game’s rules.

In contrast to the way that previous 
computer programs played the game, 
AlphaZero has encouraged people to 
be more flexible; to move away from 
material evaluation and understand 
that there are positions that can be 
enormously valuable in the long run. 
AlphaZero will often give up a lot of  
material in a way that can be quite 
shocking to chess players, to gain a 
long-term edge over its opponent.

AlphaGo suffered from what you called 
‘delusions’, that is, persistent holes in 
its evaluation of a play that led it to 
make mistakes. How did you address 
these delusions in AlphaZero?

We tried many different things, but 
ultimately, it came down to being more 
principled. The more you trust your tri-
al-and-error learning to correct its own 
errors, the fewer delusions the system 
will suffer from. We started off with a 
dataset that contained 100 different 
delusional positions. By the time we 
trained up AlphaZero, it got every single 
one of those delusional positions cor-
rect in its understanding. The more it-
erations of training it went through, the 
more those delusions it could correct.

So there was no piece of specific addi-
tional training that was required?

The fundamental process of rein-
forcement learning is one of recogniz-

game of 
Go through the trial-and-error learning 
that we see in reinforcement learning.

Eventually, you built a system that 
learned to play Go a on smaller, nine-
by-nine sized board.

We had some successes in the early 
days on the small-sized boards. Our 
system did learn, through these very 
principled trial-and-error reinforce-
ment learning techniques, to associate 
different patterns with whether they 
would lead to winning or losing the 
game. Then I started collaborating Syl-
vain Gelly at the University of Paris on 
a project called MoGo, which became 
the first nine-by-nine Go champion-
ship program.

Later, you reconnected with your for-
mer Cambridge University class-
mate and DeepMind co-founder, De-
mis Hassabis, to continue that work 
with AlphaGo—which became the 
first computer program to beat a 
professional player on a full-sized 
19x19 Go board.

I was very keen to have another 
look at computer Go when I arrived 
at DeepMind, because it felt like deep 
learning represented a very promising 
new possibility. So we started with a 
research question, namely whether 
deep learning could address the posi-
tion evaluation problem. If you look 
at a pattern of stones on the board, 
can you predict who’s going to win? 
Can you identify a good move? As we 
started working on that research ques-
tion, it quickly became apparent that 
the answer was “yes.” My feeling was 
that if we could build a system that 
could achieve the level of amateur dan 
through neural networks that sim-
ply examined a position and picked a 
move, with no precepts whatsoever—
and none of the expertise that game 
engines have always had—it was time 
to hit the accelerate button.

In 2016, AlphaGo beat world champion 
Lee Sedol, who has said that the experi-
ence has made him a better player. 
What do you make of that?

There are multiple books now writ-
ten on how human players should use 
AlphaGo strategies in their own play-
ing. It has challenged people to think 
more holistically about the game, rath-

“AlphaZero will 
often give up a lot of 
material in a way that 
can be quite shocking 
to chess players, to 
gain a long-term edge 
over its opponent.”
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When did you start thinking about 
teaching computers to play?

I think it was always in my mind. 
One of the things that drew me to Go 
as a human player was the understand-
ing that it was a challenging game for 
computers to play. Humans possess an 
intuition in Go that appears far beyond 
the scope of brute force computation, 
and this—along with the rich history 
of the game—lends the game a certain 
mystique. That subsequently led to my 
work understanding it as a computer 
scientist.

After a few years working in the games 
industry, you went to the University of 
Alberta to get your Ph.D. and see if rein-
forcement learning techniques could 
help computers crack Go.

I was working in the games indus-
try, and I took a year out to try and 
figure out what to do next. I knew I 
wanted to go back and study AI, but I 
wasn’t sure what direction to take, so 
I started reading around, and I came 
across Sutton and Barto’s Reinforce-
ment Learning: An Introduction. The 
moment I read that book, something 
just connected; it seemed to repre-
sent the most promising path for un-
derstanding how to solve a problem 
from first principles. Alberta had both 
the best games research group in the 
world and also the best group on re-
inforcement learning. My idea was 
to put those things together and try  
to solve the [CONTINUED ON P.  119]

GAMES HAV E  LON G been a fertile testing 
ground for the artificial intelligence 
community, and not just because of 
their accessibility to the popular imagi-
nation. Games also enable researchers 
to simulate different models of hu-
man intelligence, and to quantify per-
formance. No surprise, then, that the 
2016 victory of DeepMind’s AlphaGo 
algorithm—developed by 2019 ACM 
Computing Prize recipient David Sil-
ver, who leads the company’s Rein-
forcement Learning Research Group—
over world Go champion Lee Sedol 
generated excitement both within and 
outside of the computing community. 
As it turned out, that victory was only 
the beginning; subsequent iterations 
of the algorithm have been able to 
learn without any human data or prior 
knowledge except the rules of the game 
and, eventually, without even knowing 
the rules. Here, Silver talks about how 
the work evolved and what it means for 
the future of general-purpose AI.

You grew up playing games like chess 
and Scrabble. What drew you to Go?

I learned the game of Go when I was 
a young kid, but I never really pursued 
it. Then later on, when I first moved to 
London, I started playing in a club in 
Hampstead in a crypt at the bottom of a 
church. It is a fascinating and beautiful 
game. Every time you think you know 
something about Go, you discover—
like peeling an onion—there is another 
level of complexity to it.

Q&A  
Playing With, and 
Against, Computers 
2019 ACM Computing Prize recipient David Silver  
on developing the AlphaGo algorithm, his fascination  
with Go, and on teaching computers to play.

DOI:10.1145/3474361  Leah Hoffmann

“Every time you 
think you know 
something about Go, 
you discover—like 
peeling an onion—
there is another level 
of complexity to it.”

http://dx.doi.org/10.1145/3474361
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