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vardi’s insights

I
N  THE  E A R LY  1970s, after a ma-
jor struggle with Soviet authori-
ties who denied Soviet Jews 
permission to emigrate, primar-
ily to Israel, such permission 

was granted on a limited basis. Small 
waves of Soviet emigrants landed in Is-
rael, making a transition from the Soviet 
economy to Israel’s Western economy. I 
remember stories about their encounter 
with Israeli supermarkets. In the Soviet 
Union, a friend told me, if you wanted 
to buy canned peas, there was one avail-
able type of canned peas. In an Israeli 
supermarket, there were a dozen differ-
ent types of canned peas. The choice was 
so difficult that in many cases ex-Soviet 
shoppers just gave up and left the store 
without making a purchase.

This phenomenon was studied by 
American psychologist Barry Schwartz 
in his 2004 book, The Paradox of 
Choice—Why More Is Less. “Autonomy 
and freedom of choice are critical to our 
well-being, and choice is critical to free-
dom and autonomy” wrote Schwartz. 
“Nonetheless, though modern Ameri-
cans have more choice than any group 
of people ever has before, and thus, pre-
sumably, more freedom and autonomy, 
we don’t seem to be benefiting from it 
psychologically.”

I believe the problem of over-choice 
also describes what is happening today 
with computing-research conferences. 
When COVID-19 erupted in early 2020, 
many conferences had to pivot from 
an in-person mode to a fully remote 
mode. By April 2020, ACM had released 
guidelines for “Best Practices for Virtual 
Conferences.” a Computing-research 
conferences also quickly discovered the 

a	 https://www.acm.org/media-center/2020/
april/virtual-conferences-best-practices/

standard conference registration fee of 
say, around US$500–$700, is not realis-
tic for virtual conferences. Registration 
fees have been reduced drastically. Many 
conferences are free to non-authors or 
have a nominal fee. I now can sit in my 
home office and “attend” dozens of con-
ferences per year, at almost no cost. 

While the characters in David Lodge’s 
1984 novel, Small World: An Academic  
Romance, spend their time traveling from 
conference to conference, I can hop from 
conference to conference at any time, all 
from the convenience of my home. Yet I 
do not, as I have too many choices. In ad-
ditional to conferences, events of various 
types are taking place all over the world, 
and most are open. The conference/event 
world is truly flat now. Dozens of email 
notices land in my inbox every week. But 
processing this stream of notices is by 
itself a time-consuming task, so most of 
these notices languish unopened. I must 
confess that the extent of my conference 
participation has shrunk over the past 
year and a half, rather than expanded. 
Too much choice.

It may seem this problem has been 
created by the pandemic, and it will go 
away when the pandemic ends, hopeful-
ly sooner rather than later, but I do not 
think so. Undoubtedly, we are all eager 
to resume social contact, and there will 
be a rush to attend in-person conferenc-
es as soon as it is safe to do so. But there 
is a growing realization that COVID-19 
may have been just a dress rehearsal for 
a much larger crisis—the climate crisis. 
The slew of extreme-weather events over 
the past few years has demonstrated 
compellingly that the issue is not about 
a rise in planetary temperatures in the 
year 2100, but with a climate that is get-
ting more extreme right now!

In my January 2020 Communications 

column, “Publish and Perish,”b I asked: 
“Can we reduce the carbon footprint of 
computing-research publishing?” In 
a March 2020 Communications View-
point, “Conferences in an Era of Expen-
sive Carbon,”c Pierce et al. make several 
specific recommendations for ACM to 
reduce the carbon footprint of its con-
ferences. But I believe the proposals 
in both columns do not go far enough. 
The very idea that each paper publica-
tion must involve conference travel is 
not morally acceptable anymore. Virtual 
and hybrid conferences are here to stay, 
I am convinced, which means the para-
dox of choice is here to stay.

The fundamental problem, I believe, 
is the current computing-research pub-
lication system conflates research pub-
lishing with community building.  Other 
disciplines view the two as two distinct 
activities of their research community. 
In the past I have pointed out the weak-
nesses of the conference system as a 
vehicle for scholarly publishing, but 
conferences were effective community-
building vehicles. Virtual conferences 
have yet to become effective commu-
nity-building vehicles. We may need 
in-person conferences for community 
building, but not so many!

In my opinion, the status quo is sim-
ply not acceptable anymore. Change is 
imperative. We must change!	

b	 https://cacm.acm.org/magazines/2020/1/ 
241717-publish-and-perish/fulltext/

c	 https://cacm.acm.org/magazines/2020/3/ 
243024-conferences-in-an-era-of-expensive-
carbon/fulltext

Moshe Y. Vardi (vardi@cs.rice.edu) is University 
Professor and the Karen Ostrum George Distinguished 
Service Professor in Computational Engineering at Rice 
University, Houston, TX, USA. He is the former Editor-in-
Chief of Communications.
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CAREER PATHS
IN COMPUTING

asked would-be buyers to send their best 
programmers to help. Kodak sent me.

The sales price was about £UK 3 mil-
lion (about $150 million USD today). 
The sales manager told his team if Fer-
ranti sold three Atlases to the Russian 
government it would solve Russian 
computer needs to the year 2000. It was 
the time of MAD (Mutually Assured 
Destruction), when computers guided 
nuclear weapons and supported the 
space race to get a man to the moon. 
Atlas was less powerful than the MAC 
I’m using today.

As Special Ambassador for Univac, 
Grace Hopper, the inventor of COBOL 
(the most widely used programming 
language in the 1960s to 1980s), toured 
the world giving lectures about the in-
dustry. I had the pleasure of escorting 
her to various British Computer Society 
functions whenever she visited the U.K.

After a dinner in 1973, she asked if 
we would like to see the new computer 
Univac had loaned her. She dived into 
her handbag and brought out an ob-
ject the size of a cigarette packet. We all 
stared, amazed, as she opened the box 
and picked up an even smaller object. 
Grace proceeded to tell us the impos-
sibly small computer had a 64-kilobyte 
COBOL complier. We wanted to see it 
in action, so someone brought over a 
teletype with a printer, and from the 
side of the device Grace pulled out a fine 
cable the width of a human hair and a 
transformer with an adaptor for the fine 
cable to plug into as the power supply.

The group watched as Grace ran a 
simple COBOL program. We didn’t 
know it then, but we had just witnessed 
an early silicon chip-based computer. 
In Grace’s opinion, the mainframe was 

dead and would be replaced by ‘multi-
tudes of minicomputers’ that would be 
linked by telephone lines, all working 
together. It was quite possible she had 
seen a demonstration of the U.S. Depart-
ment of Defense’s ARPANET, the precur-
sor of the Internet.

In 1974, I moved to Australia. I was 
the only woman executive at AMP, the 
largest company in terms of assets. Part 
of my job was to buy all the hardware. 
Computers still used core memory, 
which was sensitive to heat fluctuations. 
Our Univac salesman told me there was 
a new type of memory called Metal Ox-
ide on Silica (MOS), which was not af-
fected by heat fluctuations. It cost $1.5 
million a megabyte. My boss was flum-
moxed, not only by the price but also 
by the size of the memory saying we al-
ready had two of the largest computers 
in the southern hemisphere, each with 
half a megabyte. I explained the system 
we were developing was to run real-time 
database systems, and more memory 
would be a distinct advantage. I was told 
if I could get the salesman to bring the 
cost down to $1 million, we would buy it.

I wish I saved the invoice because 
it would be of great historical and hys-
terical value now. Today we refer to MOS 
memory as computer chips and a mega-
byte costs a fraction of a cent. Although 
manufacturing processes for chips have 
changed considerably, they are not very 
different from that first megabyte I 
bought for AMP in the mid 1970s.

And so it goes. Always new things 
to learn, always tremendous increases 
in technology accompanied by drop in 
costs. Always exciting new applications.

It’s a wonderful career, especially for 
women. Come and join us. 

M
Y  CA RE ER S TARTED when 
I joined Kodak in the 
U.K. in 1959, where I was 
taught to program by Con-
way Berners-Lee, father of 

Sir Tim Berners-Lee, the WWW inven-
tor. At that time, we only knew of about 
300 stored program computers in the 
world, although there were probably 
300 more in ‘secret’ places like the mil-
itary or government.

By 1963, computing in the U.K. sur-
passed the rest of the world. The Brit-
ish government decided to make the 
world’s most powerful computer: the 
mighty Atlas, the first computer with 
an operating system. The manufactur-
er, Ferranti, couldn’t get it to work and 
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New competitions involving collabo-
rations between scientific teams of 
opposing ‘sides’ are no longer an-
nounced. These factors have led to a 
gulf between researchers from differ-
ent countries, which does not contrib-
ute to the search for new knowledge or 
to the acquisition of communication 
and teamwork skills. 

New collaborative research could 
be the bridge to allow the maintenance 
and development of communication 
between countries.

The question then arises, which in-
ternational institutions are in a posi-
tion to act as organizers of new compe-
titions involving teams from different 
countries? Scientific foundations sup-
ported and funded by governments are 
often not well placed to take on this 
role, while international research com-
munities united by professional inter-
ests could be seen as ideally suited 
to it. Organizations such as ACM and 

IEEE include in their ranks research-
ers from a great variety of countries; 
these researchers successfully interact 
within the framework of these organi-
zations. The influence of politics on 
the activities of such communities is 
still minimal; this allows ACM, for in-
stance, to organize new competitions 
involving joint research by scientists 
in countries otherwise at odds.

From where can the necessary 
funding be sourced? ACM could act as 
founder of a fund specifically for this 
purpose. It would have to carry out the 
necessary preparatory work under its 
own auspices, but subsequently sub-
mit for wider discussion regulations 
regarding the activities of the fund. 
To improve transparency, it would 
be necessary to form a board encom-
passing all stakeholders on an equal 
basis. Such a board ideally would in-
clude ACM members representative of 
countries in conflict with each other, 
on a parity basis—as well as indepen-
dent members. That is, on the one 
hand, representatives from the U.S. 
and other Anglo-Saxon countries; the 
European Union; and Japan should be 
included. And, on the other hand, rep-
resentatives from China and Russia 
should also be at the table. In addition, 
largely non-aligned countries such as 
India, Brazil, Argentina, South Africa, 
Indonesia, and those of the Middle 
East should also be represented.

The board members also would 
have to represent universities, re-
search institutions, and private com-
panies. There should be restrictions 
regarding the representation of gov-

Andrei Sukhov 
Competitions,  
Not Confrontation
https://bit.ly/3fFRNxV
May 21, 2021
In recent years, there 

has been an increasing tendency for 
confrontation between states and ide-
ologies. The institution of sanctions, 
countersanctions, and the emergence 
of new hotspots occur with alarming 
regularity, reminiscent of the worst 
years of the Cold War. The level of ten-
sion is constantly increasing, and the 
meeting of preconditions for a de-
crease in the degree of confrontation 
is not generally within reaching dis-
tance. All this has had a negative im-
pact on international scientific proj-
ects, including in the field of computer 
science.

The number of international com-
petitions supported by government 
research funds has rapidly decreased. 

Assessing Internet 
Software Engineering, 
Encouraging 
Competitions
Andrei Sukhov considers the potential for reducing international 
tensions through competitive events, while Vivek S. Buzruk looks  
at the evolution of teaching Internet software engineering. 
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ernmental organizations—the fewer 
involved, the better.

It also would be desirable to reduce 
the direct contribution of govern-
ments to zero (or near zero) in the fi-
nancial sphere as well; it might be nec-
essary to refuse contributions to the 
fund by governmental organizations. 
Contributions from private compa-
nies would be preferred, but undue 
influence by any company would have 
to be avoided. To achieve this, it would 
be prudent to limit financial contribu-
tions made by any one organization to 
10% of the total. 

It is imperative that such a founda-
tion be formed and start its activities 
as soon as possible, to prevent the fur-
ther isolation of researchers living in 
different countries. I propose to con-
duct discussions to encourage com-
ment and feedback, and when/if the 
idea is approved, to proceed with its 
practical implementation.

Vivek S. Buzruk 
20 Years of ‘Software 
Engineering for 
Innovative Internet 
Applications’
https://bit.ly/3ABdB7k

July 6, 2021
Twenty years ago at the Tenth Interna-
tional World Wide Web Conference, 
Hal Abelson and Philip Greenspun 
presented a paper on “learnings from 
teaching a Subject offered at MIT.”1 Its 
subject was “Software Engineering of 
Innovative Internet Applications.”

I came across the paper in 2006/2007 
while browsing the content of a similar 
subject/course. As a software profes-
sional, I was impressed by the focus 
and intentions of the paper, which 
emphasized “Engineering Software,” 
while teaching “Development of Inno-
vative Internet applications” using cur-
rent/emerging technologies.

The paper starts: “Why is software 
engineering part of the undergraduate 
computer science curriculum”? Indus-
try expects the software developer to 
be also a great software engineer. How 
much does a student really practice 
software engineering during their un-
dergraduate studies? Even if a student 
applies/uses software engineering prin-
ciples during, say, a student project, are 
they evaluated based on their skills?

The paper suggests that in addition 

to the core computer science curricu-
lum, we also have to teach students:

	˲ object-oriented design, in which 
each object is a Web service (distrib-
uted computing);

	˲ concurrency and transactions;
	˲ how to build a stateful user experi-

ence on top of stateless protocols; and
	˲ about the relational database man-

agement system.
In 2021, these views need the atten-

tion of both academics and Industry. 
In the last 20 years,

	˲ Internet Applications have evolved 
in size, complexity, and availability.

	˲ Underlying front-end/back-end 
Web technologies and Internet Appli-
cation execution platforms have un-
dergone multiple changes.

	˲ The evolution of technologies and 
platforms allowed software profession-
als to develop and support user-centric, 
multi-channel, secured, easily adapt-
able/integrable/accessible, intelligent, 
scalable, multi-tenant, Geography/
Region-agnostic and real 24/7 high-
performance Internet applications.

Yet, have they impacted the Vision 
and Mission of “Software Engineer-
ing for/of Innovative Internet Applica-
tions”? The title of the paper transcend-
ed changes in such technologies and 
platforms. I am sure content must have 
been modified every year. More impor-
tantly, in addition to technologies and 
platforms, students who attended this 
subject/course must have learned real-
life situations/challenges, and the sub-
ject must have instilled the importance 
of Modularity, Distribution, Scalability, 
etc., through course content.

Step Forward: Retrospective Action
When I recently got involved with an 
institute for its course curriculum of 
IT undergrads, I remembered Abelson 
and Greenspun’s paper. I recalled their 
smooth integration of various software 
engineering methods while teaching a 
student about building end-to-end (full-
stack) Internet applications.

Today, during evaluation of IT un-
dergraduate course curricula, I ask 
myself, considering that students 
learn “OO programming in XYZ,” 
“Web Technologies,” ... “Distributed 
& Cloud Computing,” etc., as indepen-
dent courses/subjects:

	˲ How can we ensure students will be 
able to apply a systematic, disciplined, 

quantifiable approach to the develop-
ment and maintenance of software us-
ing such paradigms and technologies?

	˲ How they will be able to develop pro-
duction-ready, maintainable software?

The question is more about time-
window and habit. Industry will be 
overjoyed if it finds a Fresher who ap-
preciates software engineering and, 
to some extent, the assimilated prin-
ciples of software engineering.

Educational institutes try to match in-
dustry expectations and student aspira-
tions within their own constraints. They 
cannot take responsibility for making ev-
ery student a great software professional. 

To achieve these goals within given 
constraints, few educational institutes 
think of logical threads running through 
their courses. One typical logical thread 
is continuously improving the student’s 
programming proficiency. 

The missing dimension is the en-
gineering approach of applying these 
isolated learnings to build applica-
tions; that is, students do not appear 
to learn “Software Engineering for 
XYZ Applications.” They are not evalu-
ated on their software engineering ap-
proach during problem solving.

In fact, this small step of the software 
engineering dimension while educat-
ing students on various programming 
languages and new technology areas 
will make a big difference for students 
and industry. 

In brief, Abelson and Greenspun’s 
paper needs attention from industry 
and Academics, who need to think 
about:

	˲ What should be the Vision and 
Agenda in 2021?

	˲ What, in addition to the core com-
puter science curriculum, should aca-
demics be teaching IT undergraduates 
for “engineering innovative Informa-
tion Systems of the next 20 years”?

Reference
1.	 Teaching Software Engineering—lessons from MIT: 
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the Tenth International World Wide Web Conference 
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trapped ions, photonics, ultra-cold at-
oms, spins in silicon, color spins in di-
amonds, and an emerging area known 
as topological insulators.

Key questions and challenges re-
main, including how to scale devices 
while reducing noise and errors to the 
point where qubit devices become use-
ful. Says Travis Humble, deputy direc-
tor of the U.S. Department of Energy 
(DOE) Quantum Science Center at Oak 
Ridge National Laboratory, “We are 

T
HE MARCH TOWARD functional 
quantum computing devices 
has taken a long and winding 
road. Although the concept 
has been around since the 

late 1970s, when physicists Paul Be-
nioff, Richard Feynman, and others be-
gan to explore quantum information 
theory, only recently have actual devic-
es begun to take shape. Several compa-
nies, including IBM, have developed 
prototype quantum computing sys-
tems, while many research organiza-
tions have experimental devices in ear-
ly stages of development.

Yet unlike classical computing, 
which has evolved over more than 70 
years and is now mature, quantum 
computing, which harnesses quantum 
physics to leverage the uncertainty of a 
quantum state versus the certitude of a 
classical state, remains largely unchart-
ed territory. An enormous amount of 
research is currently focused on ways to 
create or utilize quantum bits (“qu-
bits”) to construct quantum mechani-
cal systems that can harness physical 
events in nature to solve complex com-
puting problems lying outside the prac-
tical grasp of classical systems. At the 
moment, qubit research remains in a 

relatively nascent state and, as a result, 
it is not clear which approaches will ul-
timately prevail.

“There’s an enormous push to de-
velop different quantum systems that 
could prove stable enough to be use-
ful,” says Michael Cuthbert, director of 
the National Quantum Computing 
Center in Oxfordshire, U.K. 

For now, qubit research is heavily 
focused on a handful of key technolo-
gies: superconducting circuits, 

Qubit Devices Inch 
Toward Reality 
Key questions and challenges remain, including  
how to scale qubit devices while reducing noise  
and errors to the point where the devices become useful.

Science  |  DOI:10.1145/3484988 	 Samuel Greengard
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reaching a critical point where quan-
tum computing technology is advanc-
ing rapidly. Over the next few years, we 
may see actual devices emerge that 
solve real-world challenges in drug de-
velopment, financial modeling, cyber-
security, and physics.”

A Quantum Challenge
Quantum computing devices are 
emerging in several shapes and 
forms—and they use radically differ-
ent methods to process calculations. 
The common denominator is that all 
these systems use a quantum circuit 
to handle calculations. As with bits in 
classical computing models, qubits 
operate in a 1 or 0 state. Unlike classi-
cal computing, the information is 
challenging to record; moreover, the 
physics of the quantum realm unlocks 
the possibility of the occurrence of 
both 1s and 0s together. As a result, it 
is necessary to measure the qubit be-
fore and after a change, to understand 
its state at any precise moment.

Qubits typically maintain useful in-
formation for very brief periods of 
time, in some cases no more than a 
millisecond, as they are prone to high 
levels of noise and errors. By compari-
son, silicon can run a billion classical 
operations per second for a billion 
years before a statistical error occurs. 
“It’s possible to mitigate this instabil-
ity through error correction,” Cuth-
bert says, “but the error correction 
comes with significant overhead. It’s 
necessary to reach somewhere around 
1,000 physical qubits to get to the 
point where the error correction works 
effectively, creating a single logical or 
‘forever’ qubit.”

So far, researchers and engineers 
have been able to build qubit devices to 
a scale of just over 60 qubits. What is 
needed are devices that can reach at 
least 1,000 qubits, or for a fully fault-
tolerant error-corrected machine, 1 
million qubits, experts say. Although 
better algorithms can address part of 
the noise and error problem by calcu-
lating more efficiently, they cannot ad-
dress it entirely.

The goal, then, is to build qubit de-
vices that break through today’s barri-
ers and serve as components for quan-
tum computers. While digital devices 
encode electrical signals in a string of 
ones and zeros, quantum systems re-

quire a highly stable two-level system 
that can establish a superposition of a 
one or zero, as well as the entanglement 
of states between different qubits.

This two-level system must bring 
quantum bits sufficiently close to-
gether to couple, in order for the de-
vice to generate usable output. In ad-
dition, a quantum computing device 
requires circuits that can detect and 
encode quantum states and generate 
data that can be used to understand 
events. The takeaway? “There are 
many different potential directions 
for quantum technology to take,” says 
Arun Persaud, a staff scientist at the 
Department of Energy’s Lawrence 
Berkeley National Laboratory.

Qubit Devices Emerge
In 2019, scientists at Google an-
nounced they had passed a critical 
threshold in quantum computing: 
they managed to build a 53-qubit de-
vice that could solve in about 200 sec-
onds a problem that would require up-
ward of 10,000 years on the Summit 
supercomputer at Oak Ridge National 
Laboratory to complete. Although 
some in the computing community 
disputed the results, and it was widely 
acknowledged that the experiment did 
not solve any meaningful computing 
problem, many saw it as proof that 
quantum devices delivered what 
Google researchers then labeled 
“quantum supremacy.”

Google’s method relied on trans-
mission line shunted plasma oscilla-
tion qubits, generally known as trans-
mons, to calculate the problem. 
Transmons are a type of superconduct-
ing charge qubit that displays reduced 
sensitivity to charge noise. The same 
technique, which requires chilling su-
perconducting metal to near absolute 

zero, has been used by other commer-
cial vendors to produce quantum com-
puters. A transmon manipulates ratios 
between different energy levels inside 
of the superconducting device, and 
scaling up a system of these devices re-
quires sophisticated engineering. 
“While today’s devices are relatively 
primitive in terms of the capacity and 
the number of instructions they can 
perform, there’s been remarkable 
progress with the technology over the 
last five years,” Humble says.

Another type of qubit device in-
volves individual ions trapped in a sta-
ble configuration. These charged par-
ticles may consist of calcium, 
phosphorous, or other elemental at-
oms that are injected as a dilute gas 
into a vacuum system. An electrical or 
optical system, such as a laser, is used 
to induce coupling between the atomic 
quantum states. The technique has at-
tracted the attention of several organi-
zations, including Google and Honey-
well, though these devices also remain 
in the tens of qubits, rather than the 
hundreds or thousands expected for 
commercial applications.

A third major area of research in-
volves photonic systems. Instead of us-
ing electrons to store and carry informa-
tion, these devices record information 
in the quantum state of light known as 
photons. The advantage of this ap-
proach is that researchers are familiar 
with the laser, which is itself a quantum 
technology. The challenge with the 
technique is getting photons to interact 
so the system can process the needed 
information. However, “It’s a very 
promising area because of the speed at 
which photons travel,” Humble says. 
“You can use them to distribute infor-
mation between locations.”

Meanwhile, researchers continue 
to explore other types of qubit devices. 
For example, one early-stage technol-
ogy uses topological insulators to en-
code information that is intrinsically 
resilient to the noise. The interior of 
these material systems functions as 
an insulator, while the surface con-
tains conducting states that allow 
electrons to move easily. The exotic 
quantum states that arise are then 
used in a form of computation called 
‘braiding’.

Like weaves in a fabric, braiding ex-
changes the relative ordering of the 

Despite all the 
gains, the path to 
quantum computers 
remains lined with 
obstacles. 
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that exists in both space and frequency. 
When a single photon enters a gate, 
there is no reaction; however, when 
two enter simultaneously, it is possible 
to perform two-bit operations within a 
quantum framework.

Still another key breakthrough took 
place in June, when researchers at the 
Massachusetts Institute of Technology 
(MIT) found a way to reduce errors in 
two-qubit gates through fidelity ad-
vances in tunable couplers—systems 
that allow researchers to switch on and 
off various operations while preserv-
ing qubits.c In order to mitigate qubit-
to-qubit interactions that lead to er-
rors, researchers tapped higher 
energy levels within the coupler to 
cancel out problematic interactions, 
and ultimately, errors. The method 
“helps address one of the most critical 
quantum hardware issues today,” says 
Youngkyu Sung, an MIT graduate stu-
dent in electrical engineering and 
computer science.

The Path Ahead
Despite all the gains, the path to quan-
tum computers remains lined with 
obstacles. 

Because decoherence takes place 
so rapidly, better material purity and 
lower noise in electronic systems are 
critical, says Erik DeBenedictis, co-
chair of IEEE Quantum, an initiative 
that serves as IEEE’s leading commu-
nity for all the organization’s quan-
tum technology projects and activities. 
Many current systems simply produce 
too much heat, DeBenedictis says; as 
engineers attempt to scale quantum 
devices, “There are too many qubits 
pushed too close together and there’s 
simply too much crosstalk.”

Conquering the scaling problem 
will not be easy. Says Cuthbert, “Right 
now, the challenge is to produce an 
ensemble that’s large enough and dis-
plays sufficient noise mitigation to 
provide useful results. We also need 
to develop better algorithms for use 
cases that demonstrate a clear quan-
tum advantage.”

Finally, there is a need to better un-
derstand different behaviors that take 
place on various quantum platforms, 
Cuthbert says. “Some are noisier than 
others. The task isn’t only to discover 

c	 https://bit.ly/3zjy4fd

the perfect qubit and couple it with 
the next perfect qubit. There are is-
sues involving connectivity between 
qubits and the speed at which those 
interactions take place.” Adding to 
the challenge: different types of qubit 
devices and technologies have varying 
levels of tolerance to noise, some-
thing that may require different 
methods of error mitigation, correc-
tion, and control.

Nevertheless, the race to develop 
functional quantum computers con-
tinues. Over the next few years, qubit 
devices are likely to mature, scale, and 
evolve into far more advanced sys-
tems. For example, IBM has promised 
a 1,000-qubit machine by 2023.d 

Says Persaud, “Quantum comput-
ing is a big field and there are many as-
pects to it. Right now, there’s no con-
sensus on which approach will win out. 
We may see one approach ultimately 
prevail, but we also might also see dif-
ferent types of systems for different 
quantum computing uses.”	

d	 https://bit.ly/39eqRCv
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electrons. However, due to their quan-
tum nature, they perform meaningful 
calculations. Microsoft, which has 
partnered with the Quantum Science 
Center at Oak Ridge, has a leading 
commercial stake in the development 
of a topological quantum computer us-
ing ultra-narrow nanowire devices, and 
the laboratory is exploring new materi-
als systems that could demonstrate 
these effects.

Qubit by Qubit
The field of quantum computing took 
an important step forward in Febru-
ary, when Persaud and a team at 
Berkeley National Laboratory discov-
ered a possible way to form self-
aligned color centers that are close 
enough together to potentially push 
scalability to upward of 10,000 qu-
bits—about two orders of magnitude 
greater than other ion-trapping tech-
nology.a The group accomplished this 
feat by using ion beams to generate 
artificial color centers in diamonds; it 
now is working on creating samples 
with single lines of color centers and 
measuring their quantum behavior. 
The color centers are microscopic de-
fects that involve a nitrogen atom re-
siding next to an empty space in the 
structure of the crystal.

By exciting passing ions to form ni-
trogen-vacancy centers in the diamond 
lattice, the centers and adjacent carbon 
atoms can serve as solid-state qubits. 
What’s more, the crystal lattice helps 
protect their coherence and keep them 
entangled. This has significant ramifica-
tions because the quantum system can 
store data without requiring a cryogenic 
environment. “You can use optical de-
tection of photons, a well-established 
technology, to detect and measure the 
state of qubits,” Persaud says.

Also, in May of this year, a team at 
Washington University in St. Louis led 
by Jung-Tsung Shen, an associate pro-
fessor in the Preston M. Green Depart-
ment of Electrical & Systems Engineer-
ing of the university’s McKelvey school 
of Engineering, developed a high-fidel-
ity two-bit quantum logic gate based on 
light.b It bumps up efficiency by an or-
der of magnitude using photonic dim-
mers, a type of photonic interaction 

a	 https://bit.ly/3tQvWur
b	 https://bit.ly/3kfzOBU

https://bit.ly/3zjy4fd
https://bit.ly/39eqRCv
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.021058
https://aip.scitation.org/doi/10.1063/5.0036643
https://journals.aps.org/pra/abstract/10.1103/PhysRevA.103.052610
https://arxiv.org/abs/2101.06701
https://bit.ly/3tQvWur
https://bit.ly/3kfzOBU
https://journals.aps.org/prx/abstract/10.1103/PhysRevX.11.021058
https://aip.scitation.org/doi/10.1063/5.0036643
https://journals.aps.org/pra/abstract/10.1103/PhysRevA.103.052610
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source creates a sheet of refractions in 
the replay field,” says Wilkinson.

A drawback of the point cloud is 
that light from every point will not 
reach every pixel in the target holo-
gram, because it will be blocked by 
objects in front of it. That calls for soft-
ware to remove the paths that should 
be occluded, which increases the num-
ber of branches in the code. Though 
it removes the need to map the light 
from every point onto every pixel in the 
SLM, the checks and branches slow 
down execution. Photorealistic holo-
grams intended for use as codec test 
images, created using a method devel-
oped by David Blinder, a post-doctoral 
researcher at Belgium’s Vrije Univer-
siteit Brussel, and colleagues, take 
more than an hour to render using an 
nVidia Titan RTX graphics processing 
unit. However, numerous optimiza-
tions have been proposed that reduce 
arithmetic precision and the steps re-
quired, with some loss of quality, to 
achieve real-time performance on ac-
celerated hardware.

The MIT approach uses several ap-

R
E SE A RCHE RS  AT THE Massa-
chusetts Institute of Tech-
nology (MIT) have used 
machine learning to reduce 
the processing power need-

ed to render convincing holographic 
images, making it possible to gener-
ate them in near-real time on consum-
er-level computer hardware. Such a 
method could pave the way to portable 
virtual-reality systems that use holog-
raphy instead of stereoscopic displays.

Stereo imagery can present the illu-
sion of three-dimensionality, but us-
ers often complain of dizziness and fa-
tigue after long periods of use because 
there is a mismatch between where 
the brain expects to focus and the flat 
focal plane of the two images. Switch-
ing to holographic image generation 
overcomes this problem; it uses inter-
ference in the patterns of many light 
beams to construct visible shapes in 
free space that present the brain with 
images it can more readily accept as 
three-dimensional (3D) objects.

”Holography in its extreme version 
produces a full optical reproduction of 
the image of the object. There should 
be no difference between the image of 
the object and the object itself,” says 
Tim Wilkinson, a professor of electri-
cal engineering at Jesus College of the 
U.K.’s University of Cambridge.

Conventional holograms based on 
photographic film can capture inter-
ference patterns that work over a rela-
tively wide viewing range, but cannot 
support moving images. A real-time 
hologram uses a spatial-light modula-
tor (SLM) to alter either the amplitude 
or phase of light, generally provided by 
one or more lasers, passing through it 
on a pixel-by-pixel basis. Today’s SLMs 
are nowhere near large or detailed 
enough to create holographic images 
that can be viewed at a distance, but 
they are just good enough right now 
to create near-eye images in headsets 

and have been built into demonstra-
tors such as the HoloLens prototype 
developed by Andrew Maimone and 
colleagues at Microsoft Research.

A major obstacle to a HoloLens-
type headset lies in the computational 
cost of generating a hologram. There 
are three algorithms used today to 
generate dynamic holograms, each of 
which has drawbacks. One separates 
the field of view into layers, which 
helps reduce computation time but 
lacks the ability to fine-tune depth. A 
scheme based on triangular meshes, 
like those used by games software that 
render 3D scenes onto a conventional 
two-dimensional (2D) display, helps 
cut processing time (although with-
out modifications to handle textures, 
it lacks realism). The point-cloud 
method offers the best potential for 
realism, although at the expense of 
consuming more cycles. In its purest 
form, an algorithm traces the light 
emanating from each point to each 
pixel in the SLM’s replay field. “Light 
from a single point can diverge to 
a very wide area. Every single point 

Holograms on  
the Horizon? 
Machine learning drives toward 3D imaging on the move.

Technology  |  DOI:10.1145/3484998	 Chris Edwards

http://dx.doi.org/10.1145/3484998
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proximations and optimizations built 
around a deep neural network (DNN) 
made up of multiple convolutional 
layers that generate the image from 
many subholograms. This involves far 
fewer calculations than trying to map a 
complete point cloud directly to a final 
complete hologram. In conventional 
optimizations, lookup tables of dif-
fraction patterns can help build those 
subholograms more quickly, but it is 
still an intensive process.

The DNN allows a more progres-
sive approach to assembling the final 
image, which results in fewer calcula-
tions, particularly as the network can 
handle occlusion. The team trained 
the model on images of partially oc-
cluded objects and their sub-hologram 
patterns. The resulting algorithm can 
deliver images at a rate of just over 1Hz 
using the A13 Bionic accelerators in 
the iPhone 11 Pro. Without the com-
putational optimizations provided by 
the DNN, the researchers suggest pro-
cessing would take at least two orders 
of magnitude longer.

The MIT work underpins the need 
for good data in machine learning. The 
team looked at existing datasets for 
generating the required data, but all 
of them missed key components that 
made it impossible to train an effective 
model. One issue Ph.D. student Liang 
Shi and coworkers on the MIT project 
found is that existing datasets have ob-
jects clustered either at close range or 
far away from the viewer, with relative-
ly few objects in the middle ground. 
This work needed a more consistent 
set of examples to avoid biases in the 
model that would lead to unwanted ar-
tefacts appearing in rendered scenes. 
Shi points out that the RGB image and 
depth data also need to be well aligned 
to ensure the DNN handles occlusions 
well. “This prohibits the use of real-
world captured datasets, which often 
have undefined depth regions or mis-
aligned depth values,” he notes.

Wilkinson argues machine learn-
ing used in this way is unlikely to fit 
well with holographic displays that 
need to employ more extensive calcu-
lations of photon interference. These 
typically use Fourier transforms rather 
than an approximation of diffraction 
based on Fresnel optics, which under-
pin the subhologram algorithms.

“Machine learning is generally a 

one-to-one or many-to-one translation 
process. Holography, because it’s Fou-
rier-based, is a one-to-many process. 
Each point can have an effect on ev-
ery other,” Wilkinson says. He points 
to that fact that the patterns seen in 
SLMs for full holograms tend to look 
like ”random mush, though what you 
get out at the end is a lovely hologram. 
In these types of machine learning sys-
tem, if you look at what they display on 
the SLM, you see a partially diffracted 
version of the real image.”

Blinder says the approaches taken 
by MIT and others may not scale well 
if SLMs evolve to deliver larger fields 
of view. “The method is probably not 
suitable for holographic television 
with multiple viewers.”

In the near term, this may not be an 
issue. The pixel density and resolution 
limitation of SLMs limit the effective 
viewing angle that can be supported, 
as well as the size of the “eyebox,” 
which is the size of the region in which 
an observer will be able to see any of 
the hologram. Eye tracking coupled 
with rapid re-rendering can potential-
ly compensate for these limitations in 
headsets and avoid the need to imple-
ment algorithms that can handle wid-
er viewing ranges.

Machine learning also could help 
improve the perceived quality of the 
display’s output. Gordon Wetzstein, 
an assistant professor of electrical 
engineering at Stanford University, 
says SLMs and the other optics in 
holographic displays are difficult to 
control, which leads to degraded im-
age quality in experiments. “They al-

The pixel density and 
resolution limitation 
of SLMs limit the 
effective viewing 
angle that can be 
supported, as well 
as the size of the 
“eyebox.” 

ACM 
Member 
News
COMBATING ONLINE 
MISINFORMATION

Filippo Menczer 
is a 
Distinguished 
Professor in the 
Luddy School of 
Informatics, 
Computing, and 

Engineering at Indiana University 
in Bloomington, IN, where he 
also serves as director of the 
Observatory on Social Media.

Menczer, who received his 
undergraduate degree in physics 
from Italy’s University of Rome, 
earned his master’s degree 
in Computer Science and his 
Ph.D. in Computer Science and 
Cognitive Science at the University 
of California, San Diego.

After obtaining his doctorate, 
Menczer joined the University 
of Iowa as an assistant professor 
of management sciences. He 
later moved to the faculty of 
Indiana University, where he has 
remained.

Menczer’s research is 
focused on analyzing and 
modeling the spread of 
information and misinformation 
in social networks, and on 
detecting and countering the 
manipulation of social media.

“I study all aspects of 
information diffusion, 
especially misinformation and 
manipulation of social media,” 
Menczer said. This includes 
the detection of bots and the 
coordination of misinformation 
campaigns, as well as various 
kinds of abuse on social media 
by bad actors.

One tangent of his work is 
developing machine learning 
tools that will permit the public 
to detect and understand online 
manipulation.

Menczer thinks the challenges 
of online manipulation will 
not go away anytime soon. He 
hopes his research will help 
computing, public policy, 
and education increase 
the quality of information 
shared on social media, but 
without censorship or any other 
hindrance to free speech.

“I think that’s going to be one 
of our top priorities: to create a 
healthier information ecosystem, 
and be less vulnerable to 
manipulation,” Menczer said.

—John Delaney
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most never behave in exactly the way 
you simulate them. Machine learning 
can compensate for this difference 
by learning proxy models of the hard-
ware,” he says.

Wetzstein and coworkers used a 
camera-in-the-loop system to help 
train models to compensate for the op-
tical imperfections and improve per-
ceived image quality. Shi says the MIT 
team is working on similar approaches 
built on top of the DNN-based render-
ing system. “We have done follow-up 
work that takes into account both SLM 
deficiencies and a user’s vision aberra-
tions and compensate for both in the 
hologram computation.”

Wilkinson reckons machine learn-
ing may be overkill in correction, at 
least for consumer displays. “Aberra-
tion is often quite a low-order prob-
lem, though there are some applica-
tions where it isn’t, such as free-space 
optical communications. I would not 
be surprised if machine learning were 
ultimately used there.”

The open question is whether ma-
chine learning will become a mainstay 
of holographic rendering, or whether 
work on algorithms will result in simi-
lar or even greater computational 
efficiencies that can be used in com-
mercial holographic displays or pro-
jectors.

Wilkinson says opportunities re-
main for deterministic, rather than AI-
based, techniques that are optimized 
for performance. In much of the com-
putational holography work so far, 
he says there is a tendency to stick to 
known solutions for calculating holo-
grams. “Today, there are just three al-
gorithms we use for holography. That 
can’t be right. We must be missing 
something here. We tend to find a so-
lution that works and just use that. We 
don’t think outside the box too much. 
I think that’s a mistake.”

One issue is that it is difficult to 
determine how well an algorithm per-
forms in terms of image quality. This, 
says Wilkinson, is where machine 
learning’s use of error minimization 
and norms may prove useful by provid-
ing automated ways of evaluating how 
close images are to a golden reference.

Blinder says holographic displays 
may take a similar path to systems such 
as nVidia’s Deep Learning Super Sam-
pling, which employs machine learn-

ing to interpolate higher-resolution 
imagery from low-resolution, partially 
rendered data. “Given the generality 
of DNNs, I think that hybrid systems 
will be the most likely future outcome. 
But this may be more challenging to 
achieve in holography since informa-
tion is not well-localized spatially.”

One possible direction for machine 
learning for holography may be in 
combining the output from multiple 
SLMs to try to build larger-scale pro-
jectors rather than headsets, Wilkin-
son says.

SLM size, resolution, and switch-
ing performance remain obstacles to 
delivering viable headsets, but work 
on computational holography has led 
to manufacturers taking more of an 
interest in these applications. “We are 
starting to see custom silicon appear 
that shows the manufacturers are tak-
ing holograms seriously,” Wilkinson 
says. 

With improvements in both hard-
ware and algorithms, virtual reality 
may be able to move away from stereo-
scopic displays and the usability that 
go with them.	
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appearance in videos or still images, 
Lightman says, like fixing bags under 
their eyes, reducing extra skin in the 
chin area, chiseling cheekbones, or re-
ducing the size of their nose. “It gives 
the perception that this isn’t the real 
me, but a crafted view of how I want you 
to see me.”

Yet there can be a dark side to using 
filters. Teens, and particularly girls who 
use Instagram, blame that social media 
site for increased anxiety, depression, 
and suicidal thoughts, according to 
studies Facebook conducted, The Wall 
Street Journal reported in September. 
Facebook’s internal research reportedly 
found many of the problems are unique 
to Instagram because it focuses heavily 
on body and lifestyle.

Millennials tend to focus on “the per-
fectly curated images and they launched 
Instagram,’’ says Eric Dahan, CEO of 
Open Influence, a Los Angeles-based in-
fluencer marketing agency that claims 
to represent over 600,000 influencers 
and 1.2 million social media accounts. 

Influencers generally use filters to 
enhance their appearance, he says. 
“We don’t ask them to do it,’’ Dahan 
says, but brands encourage it. If the 
agency is promoting a beauty brand, 
“we’ll work with beauty influencers 
and many are using augmented reality 
filters … we see it all the time.”

Dahan says he is starting to see a 
“countermovement” to the use of 
beauty filters, in which people will post 
a picture using a filter, then post the 
same image without the filter to com-
pare them and promote a body-positive 
message. “That’s a trend we’re seeing 
more of … because of the pressure it 
puts on people” to put forth their best 
selves online.

Ellyn (a pseudonym), 22, was 14 when 
she downloaded her first beauty filter. 
While that is “still a very young and im-
pressionable age,” she says, “there are 
8-year-olds with Snapchat,” a phenome-
non she finds disturbing. The social me-
dia messaging platform “catapulted the 

H
O U S T O N - B A S E D  H A I R S T Y L I S T 

Taylor  Crowley, 36, has 
built a reputation as a social 
media influencer and has 
been using augmented reali-

ty (AR) filters for the past few years as a 
“confidence booster.” 

“I’m a low-maintenance person. I 
don’t wear a ton of makeup because 
less is more,’’ she explains. “I try to 
choose filters that aren’t going to dis-
tort my face.”

Crowley is also “big into photogra-
phy” and views image filters like a filter 
on a camera that can be used to change 
tonal qualities. “I keep it realistic.”

In one Instagram post of her posing 
with a large fish, Crowley used Adobe 
Lightroom to turn everything grayscale 
“because we live in Houston and fish in 
Galveston, and honestly, not everything 
is very pretty,’’ she says. “I thought gray-
scale made the fish pop out.”

Similarly, Crowley posted a picture 
of herself in a bathing suit on Cinco de 
Mayo and grayed out the background to 
accentuate the beer can she was drink-
ing from—and her green bathing suit.

As someone who views content her-
self, “I think editing things that show a 
little more color or pop … grabs my at-
tention a little bit more.”

Crowley is quick to add that she 
does not use filters when she posts cli-
ent-related content. “Because I’m a 
hair stylist, I feel that it’s cheating” to 
use filters, she says. “It’s not an honest 
reflection of my work. I also want peo-
ple to have a reasonable expectation 
when they come to get their hair done.”

The Instagram Influence
Ari Lightman, a digital media and mar-
keting professor at Carnegie-Mellon 
University, says augmented reality fil-
ters have been around for several years 
and grew in popularity on the Instagram 
photo and video sharing social media 
app, which launched in 2010. They work 
by taking a video or image and transpos-
ing that on top of another video or im-

age, says Lightman, adding that he has 
not used any so-called “beauty” filters. 
However, as a “huge Star Wars fan,” 
Lightman says he has used an animated 
filter to put a Darth Vader helmet on his 
head when he wants to be funny. 

Augmented reality (AR) is hot. ABI 
Research, a global tech market advi-
sory firm, estimates the AR market in 
retail, commerce, and marketing will 
surpass US$12 billion in 2025. Face-
book, for one, is accelerating its ef-
forts in the space; nearly one-fifth of 
the social media platform’s almost 
10,000 employees are working on AR 
and Virtual Reality (VR) devices, ac-
cording to a report in The Information.

Beauty filters are used by social me-
dia influencers trying to create a specific 
image. “They don’t want people to see 
how they look out of bed with no make-
up,’’ Lightman says; they want to be per-
ceived in a way that looks professional or 
creates a certain type of aesthetic.

Some filters allow people to “do 
things that are highly stylized’’ to their 

Filtering for Beauty
Social media “influencers” use augmented reality filtering apps  
to appear more beautiful, together, and cool. Results may vary.

Society  |  DOI:10.1145/3484997	 Esther Shein

One of Facetune’s 10 tools for photo 
enhancement. 

http://dx.doi.org/10.1145/3484997
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whole era of filters and changing your 
appearance,” because users can apply 
filters to pictures that are meant to dis-
appear after a few minutes, which was 
enticing, she says. “Now, there’s a mil-
lion filters for anything—you can turn 
yourself into whatever you want.”

Some filters are designed to be used 
strictly for amusement. Snapchat al-
lows people to put comical filters on 
top of their public personas, Lightman 
notes. “They are animated and car-
toonish” and allow a user to create a 
digital avatar augmenting their actual 
image. Asked why people might turn to 
such animated filters, he says, “With 
everyone being on Zoom and the explo-
sion of TikTok, people are hypersensi-
tive about how they look.” 

Lightman believes the massive in-
crease in Zoom calls during the pan-
demic led more people to use filters, to 
hide a background or to reduce shadows 
(or too much light) on some faces. 

Jeremy Bailenson, founding direc-
tor of Stanford University’s Virtual 
Human Interaction Lab, says comput-
er vision and deep learning networks 
can be combined to create “filters” 
that can dynamically change a video 
in real time. Bailenson thinks the 
most frequently used filter is the 
“Touch-up My Appearance” filter on 
Zoom, “which smooths out bags un-
der eyes, covers up blemishes, and 
magically erases a bad night’s sleep,’’ 
he says. “Using features such as Ani-
moji or Snap, one can take this to an-
other level, for example, adding a 
mustache or a Unicorn horn.” 

Lightman has no data on the use of 
filters, but believes they tend to be more 
popular with girls. Speaking from per-
sonal experience, he says both his 
daughters began using Instagram when 
they were approximately 14.

Regardless of gender, says Bailens-
on, “Once someone discovers the 
touch-up appearance filter on Zoom, it 
is hard to go back.” 

Popular Filters 
Ellyn most frequently uses the Face-
tune app to whiten her teeth or soften 
dark circles under her eyes; nothing 
drastic, she says. It also lets her fix 
lighting. “It’s not so much a filter, as 
opposed to an adjuster.” 

She also uses VSCO, a photo-sharing 
app with preset filters that allows users 

to enhance their images and videos, and 
Adobe Lightroom. “I use them to en-
hance what’s already there,’’ Ellyn says. 
“I don’t drastically change anything. If 
I’m looking at a photo and wish the 
backdrop looked little lighter, I can fix 
that and feel better about the photo.”

If she does not apply a filter, Ellyn 
says she sometimes feels “the picture is 
incomplete.” If a friend posts a picture 
she is in, Ellyn says regrets that they 
didn’t let her edit it first. “I’m so used to 
changing certain aspects of photos I 
don’t like, so when I see a picture of me 
completely unedited, I find myself 
wishing I could have,’’ she says. “But 

it’s a battle, because part of me says 
‘that’s actually how I look and I should 
be happy with that and be confident’.” 

Crowley likes an app called Retro 
Dust, “which gives everything a vintage 
feel,’’ she says. 

Pros and Cons 
Beauty filters set an unrealistic expec-
tation of what people look like, observ-
ers say. Call it the Kardashian effect: 
the family that built a billion-dollar 
empire promoting brands and often 
changing their appearances on social 
media. 

“Their bodies and faces are so Pho-
toshopped and cosmetically designed 
and a lot of them are seen as the beauty 
standard,’’ Ellyn says. “Young girls will 
look at that and say, ‘That’s what I 
should aspire to be.’ But that’s not a 
real version of that person, so I think 
people will aspire to be an edited ver-
sion of themselves instead of embrac-
ing who they really are.”

Echoing Crowley, Ellyn says filters 
give people confidence. “I saw a video on 
Twitter the other day about a woman 
who had bunch of birthmarks, and fil-
ters and makeup allowed her to hide 
them and it makes her feel more com-
fortable,’’ she says. “In some ways, it 
does people a lot of good, but overall, it 
can be damaging to always see an edited 
version of someone.”

Some people use filters because 
they aspire to look like someone else 
and to get people to pay attention to 
what they post, Lightman says. The 
downside, of course, is that if they 
don’t look like the filters they’ve ap-
plied, “there’s a sense of authenticity 
that is diminished …We’re suffering 
from so much misinformation and so 
many deep fakes where people are lit-
erally putting other people’s images in 
situations they weren’t in or augment-
ing their voices.”

“There’s a fine line between photo 
editing and curated content, and being 
inauthentic with yourself and your fol-
lowers,’’ Crowley says. “I have run into 
people I’ve followed for years and … 
and they don’t look anything like what 
I thought. They’re not unattractive, but 
they have a whole different face.”

Plastic surgeon Simone Matousek in 
Sydney, Australia, says she often discuss-
es the impact of filtered images in creat-
ing unrealistic expectations and driving 

“The escalation in 
procedures based 
on people looking at 
themselves on Zoom 
and trying to achieve 
some perfection, if 
you will, is a little 
problematic.”

Another Facetune beauty filter. 
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Dahan sees a transition happening, 
from a focus on beauty and cosmetics 
to one of self-care. Instead of striving 
for perfection, more frequently, the 
message is to be comfortable being 
yourself, he says. 

“I think that’s been reflected with-
in the influencer market,’’ and savvy 
brands are leading the way, Dahan 
says. “That’s what people are respond-
ing to. The beauty industry has been 
very toxic for so long and in some ways 
it still is, but if they want to continue 
to appeal to people, this is what they 
have to do.”	
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greater demand for plastic surgery. “Im-
age filtering has led to people having a 
distorted sense of how they should look, 
what is achievable, and has largely driv-
en the increase in cosmetic injectables,’’ 
she says. “A single picture on Instagram 
is very different to how that face may ap-
pear in reality.”

A “selfie” photo often distorts facial 
features, which is why most people do 
not look good in a close-range photo, 
Matousek says. “Even people consid-
ered some of the most attractive people 
in the world, such as models and celebri-
ties, will rarely now upload an image 
without filtering, leading to unattain-
able beauty standards.”

Lightman says increasing numbers 
of women are coming out both for and 
against beauty filters. Cosmetics com-
pany websites will allow a user to apply a 
filter to see what they would look like 
without dark spots or blemishes, for ex-
ample, which is helpful.  

Like Matousek, Lightman says, 
“But when it gets into perverting self-
image and unrealistic constraints and 
escalation of plastic surgery, I think 
that becomes a little unhealthy for so-
ciety. Granted, there will always be 
people who see imperfections in them-
selves that want to fix them … but the 
escalation in procedures based on 
people looking at themselves on Zoom 
and trying to achieve some perfection, 
if you will, is a little problematic. It’s 
an unrealistic expectation of beauty.”

The Future of Filters
Trends come and go. Lightman thinks 
despite the pushback, beauty filters will 
always be used. However, with more 
people going back to offices and other 
places of business, there will be fewer 
videoconferencing calls, which will 
“right-size” the use of filters, he says. 

“I think those beauty filters are not 
going to diminish completely, but they 
will become less sort of necessary,’’ 
Lightman says. 

Bailenson sees that happening as 
well. “People engage in what psycholo-
gists call ‘self-presentation’ constantly 
in the real world, putting out the best 
version of themselves for a given con-
text,’’ he says. “Clearly, self-presenta-
tion is amplified online. As the system 
evolves, we will find a balance for what 
type of filters are appropriate for work, 
play, dating, and other contexts.”

ACM News

ACM 
Committee 
Proposes 
RTA System 
Guidelines
The Association for Computing 
Machinery’s U.S. Technology Policy 
Committee (ACM USTPC) has 
released a Statement on Principles 
for the Development and 
Deployment of Equitable, Private, 
and Secure Test Administration 
Systems, proposing guiding 
policies and principles for the 
design, use, and oversight of 
Remote Testing Administration 
(RTA) software of the kind widely 
used to proctor the exams of 
millions of students globally.

The Statement outlines several 
guiding principles for those who 
develop and provide remote 
test administration software, 
recommending that developers and 
providers of RTA systems strive to:

•	 ensure equitable outcomes for 
marginalized learners;

•	 use end-to-end encryption;
•	 guarantee data collection 

is targeted, minimized, and 
transparent;

•	 not access local data on a test-
taker’s computer;

•	 voluntarily share all pertinent 
information when determining that 
someone was involved in academic 
misconduct;

•	 assure their systems are 
accessible to all potential users, 
including users with disabilities, 
and those who have limited 
equipment or weak Internet 
connectivity; and

•	 develop uniform benchmarks 
and certification procedures 
to assess and document the 
comparative effectiveness of RTA 
systems in identifying students 
receiving unauthorized help.

“Automated test monitoring 
technology that observes a 
student’s behavior has become 
widespread,” says ACM USTPC 
chair Jeremy Epstein, adding that 
such technology “is opaque, and 
may introduce additional bias 
as well as privacy risks. The ACM 
USTPC is ahead of the curve in 
putting forth principles that can be 
applied to test-taking software. Our 
goal is to help school systems and 
universities know what questions 
to ask in acquiring and using such 
systems, and to help providers 
of such systems think about 
characteristics to include in the 
design of their products.”

https://bit.ly/3yDCzS0
https://bit.ly/3ARtgzR
https://bit.ly/3wszoe4
https://bit.ly/2Vrmd0x
https://bit.ly/3jYgedK
https://bit.ly/3AIyIET
https://bit.ly/3hnHVLk
https://bit.ly/2T2A7oY
https://bit.ly/3xsZi2V
https://bit.ly/3xsZi2V
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omies are more likely to thrive if they 
allow researchers to make copies of in-
copyright works for TDM purposes. U.S. 
appellate courts have enabled this by 
ruling that TDM copying of in-copyright 
works is not infringement. Japan has en-
acted laws to allow TDM research copy-
ing. The E.U.’s 2019 Directive on Copy-
right and Related Rights in the Digital 
Single Market (CDSM) has mandated 
member states must adopt copyright 
exceptions for TDM research purposes. 

U.S. Fair Use TDM Decisions
Two U.S. appellate court decisions—
Authors Guild v. Google and Authors 
Guild v. HathiTrust—have ruled that 
copying of in-copyright texts for TDM 
research purposes was fair use, not in-
fringement. These lawsuits grew out of 
the Google Book Search Project (GBS).

GBS is a corpus of millions of digi-
tal books to improve its search tech-
nologies that Google developed after 
making a deal with the University of 
Michigan in 2004 to scan all eight mil-

T
E XT A N D  D ATA MINING  (TDM) 
uses statistical analysis tools 
to extract new knowledge 
from large quantities of text 
or data for purposes by find-

ing patterns, discovering relationships, 
and analyzing semantics. It is used in a 
wide variety of fields from biomedical re-
search to digital humanities. Copyright 
poses no obstacle to TDM research as 
long as the corpus of text and data being 
analyzed consists solely of public do-
main works.a Copyright may, however, 
be a barrier to TDM research as to vast 
arrays of in-copyright works created in 
the past century. 

This is because copyright regulates 
making copies of protected works and 
TDM requires researchers to make sever-
al types of copies during different stages 

a	 In the U.S., any work published before 1926 is 
reliably in the public domain. In other coun-
tries, copyright terms that last for the life of 
the author plus 50 or 70 years make it more 
difficult to determine whether works are in the 
public domain.

of the process: from scanning copies of 
analog works to formatting the texts and 
data to preparing them for processing to 
extract useful information from the vast 
quantities being searched to storing the 
data after mining is completed. 

Governments that aspire for their 
industries to become global leaders in 
artificial intelligence (AI) fields are be-
ginning to realize their knowledge econ-

Legally Speaking 
Text and Data Mining 
of In-Copyright Works: 
Is It Legal? 
How copyright law might be an impediment  
to text and data mining research.

DOI:10.1145/3486628	 Pamela Samuelson

Under the amended 
law, users are 
allowed to analyze 
in-copyright works 
for machine learning 
purposes.

http://dx.doi.org/10.1145/3486628


NOVEMBER 2021  |   VOL.  64  |   NO.  11  |   COMMUNICATIONS OF THE ACM     21

viewpoints

V
I

M
A

G
E

 B
Y

 J
I

R
I

K
 V

/S
H

U
T

T
E

R
S

T
O

C
K

.C
O

M

favored fair uses, so this too supported 
Google’s defense. 

The HathiTrust decision more di-
rectly addressed TDM research issues. 
HathiTrust allows researchers from 
consortium member institutions to 
conduct searches across its corpus of 
millions of books (now totaling ap-
proximately 17 million volumes) to 
identify every book mentioning the per-
son, place, or phenomenon for which 
researchers were looking. 

HathiTrust provides researchers 
from partner institutions with bib-
liographic information about specific 
books in which the referent search term 
appeared and even data about page 
numbers where the referents could be 
found. The court considered this ben-
eficial research purpose to strongly favor 
HathiTrust’s fair use defense. 

Japan’s Special TDM Exception
Recognizing how important TDM is to 
achieving success in AI fields, the Japa-
nese legislature adopted a special excep-
tion to copyright rules to enable TDM 
research in 2009. It was the first nation 
in the world to enact such a law. Yet, AI 
researchers complained this exception 
did not fully address the needs of TDM 

lion books in its library’s collections. In 
return, Michigan got back from Google 
digital copies of the books it scanned. 
Google struck similar deals with several 
other state-related universities. The Ha-
thiTrust digital library was formed to 
host a collection of library digital copies 
Google provided to Google’s state-relat-
ed library partners.

By 2005, Google had digitally scanned 
millions of books from research library 
collections, the overwhelming majority 
of which were in-copyright. Later that 
year, the Authors Guild and three of its 
members brought a class action lawsuit 
charging Google with copyright infringe-
ment for making these digital copies. 

From the Guild’s perspective, 
Google’s systematic copying of the en-
tire contents of millions of all types of 
in-copyright books for commercial pur-
poses was completely unjustifiable. The 
main norm underlying copyright own-
ership is that people who want to make 
copies of authorial works must ask for 
and get permission to make such cop-
ies, which Google did not do.

Google defended by saying its copying 
of the books was fair use because its pur-
pose in scanning the books was socially 
beneficial. It was necessary to copy the 

entire contents to index the books’ con-
tents, serve up snippets in response to 
user search queries, and enable Google 
to engage in non-consumptive research 
(for example, creating the Ngram viewer 
to enable users to see trends in word and 
phrase usages over time and improving 
its translation tools). 

Google also asserted the snippets 
it served up were fair use because they 
were too few in number and too short 
in length to have harmful impacts on 
markets for the books.  People do not 
use GBS to consume book contents. 
GBS searchers are generally looking for 
facts books may contain (for example, 
‘How many buffalos are there in Yellow-
stone National Park?’) and copyright 
does not protect facts. Indeed, because 
Google provided links to sites at which 
users could purchase books respon-
sive to user search queries, it was more 
likely GBS would benefit the market for 
books, not harm it. 

An appellate court found Google’s 
arguments more persuasive than the 
Authors Guild’s claims. It observed GBS 
had enabled new kinds of research to 
be undertaken, specifically mention-
ing TDM as an example. Research and 
scholarship are two of the statutorily 

https://SHUTTERSTOCK.COM
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which proprietary databases are avail-
able may impair researchers’ ability to 
make the full use of TDM tools. Publish-
ers and some collecting societies are 
promoting licensing of TDM as a value-
added service for which research insti-
tutions should pay. Some licenses are 
more restrictive than TDM researchers 
would want.

Even scientific researchers who work 
at institutions that subscribe to proprie-
tary databases want to use Sci-Hub to do 
TDM research. That database is easier to 
use than some of the publisher reposi-
tories. The Sci-Hub database is far more 
comprehensive than any of the proprie-
tary databases. And there are no license 
restrictions to limit researcher freedom 
to investigate with TDM tools to their 
hearts’ content. 

Downloading Sci-Hub would be a 
risky strategy for TDM researchers who 
do not want to be sued for copyright in-
fringement. But running TDM searches 
on the Sci-Hub collection hosted else-
where involves only the kind of tran-
sient copying that the U.S. courts have 
found too evanescent to be an infringing 
“copy” of copyrighted television pro-
gramming. The results extracted in the 
course of doing TDM research on Sci-
Hub would be unprotectable facts.1 

Consequently, it is conceivable TDM 
researchers would not infringe U.S. copy-
right law if they used Sci-Hub for TDM 
research purposes. However, the E.U. 
exceptions allowing TDM research are 
predicated on researchers having lawful 
access to the text and data they mine. 

Conclusion
Only a few countries in the world have 
flexible fair use or fair use-like excep-
tions to copyright rules that would en-
able them to use this tool to justify TDM 
research copying. Hence, legislation will 
be necessary for allowing TDM research-
ers to take full advantage of this new 
suite of tools to expand the horizons of 
what can be known from digital explora-
tions of large corpora of data and text.	
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and AI researchers, so in 2018 Japan 
amended its copyright law to respond to 
those concerns.

Under the amended law, users are al-
lowed to analyze in-copyright works for 
machine learning purposes. As long as 
TDM researchers do not exploit the pro-
tected expression in the works, but only 
process the data to extract knowledge, 
they do no harm to the legitimate inter-
ests of copyright owners whose rights ex-
tend only to control exploitations of ex-
pressive aspects of their works. It is thus 
fair game to feed in-copyright works as 
raw data into computers to process it for 
deep learning purposes.

The amended law also permits re-
searchers to make incidental digital 
copies of works for TDM purposes. This 
recognizes that incidental copies are 
necessary to carry out machine learning 
activities. This too causes no harm to 
copyright owners’ legitimate interests.

An additional provision of the 
amended law allows TDM researchers to 
use digital copies of in-copyright works 
for data verification purposes. The legis-
lature recognized this kind of use is im-
portant to enable researchers to ensure 
their results and insights from TDM re-
search are sound. This activity too is not 
detrimental to the legitimate interests of 
copyright owners. 

TDM Exceptions in the CDSM
An early draft of the European Commis-
sion’s proposed CDSM directive would 
have required member states of the E.U. 
to adopt a new copyright exception to 
allow researchers at nonprofit scien-
tific organizations to engage in TDM re-
search as long as they had lawful access 
to the databases on which they conduct 
their work. This new exception was to be 
mandatory as well as non-waivable by 
contract. 

The final Directive, which E.U. mem-
ber states were supposed to have imple-
mented the TDM exceptions in national 
laws by June 2021—although not all 
have done so—authorizes the TDM re-
search exception to apply to nonprofit 
cultural heritage researchers as well as 
to scientific researchers. 

In response to concerns that limit-
ing the TDM exception to nonprofit re-
searchers would undermine E.U.’s as-
pirations for their industries to build AI 
systems that could compete in the glob-
al marketplace, the Commission was 

persuaded to add a second mandatory 
TDM exception for other researchers, 
including those engaged in commercial 
TDM research. However, this exception 
can be overridden by contract by owners 
of databases on which these researchers 
want to engage in TDM analysis. 

Some scholars have expressed con-
cerns the CDSM TDM exceptions, while 
steps in the right direction, will prove to 
be too narrow and uncertain in scope to 
fully address the needs of TDM research-
ers. Japan’s more capacious TDM-en-
abling rules would be more responsive 
to researchers’ needs.

TDM on Sci-Hub’s Corpus?
Sci-Hub is a well-known repository of 
vast quantities of the world’s scientific 
journal literature, much of which is 
usually kept behind proprietary pay-
walls. Publishers such as Elsevier have 
sued Sci-Hub and its founder for copy-
right infringement. Courts have held 
this database contains much infring-
ing materials and has forced its found-
er to shut it down. However, Sci-Hub’s 
corpus has reemerged as a resource for 
scientists and can still be easily found 
on the Internet. 

Many researchers would like to use it 
for TDM purposes, but is this legal?

The desire to use Sci-Hub for TDM 
research arises in part because numer-
ous proprietary publishers of scientific 
journals offer institutional database 
subscriptions to universities and other 
research institutions that are not cross-
platform interoperable. Researchers 
consequently cannot run searches 
across various proprietary databases. 
Cross-publisher collaborations are rare. 

Moreover, the license terms on 

Downloading  
Sci-Hub would be  
a risky strategy  
for TDM researchers 
who do not want to 
be sued for copyright 
infringement.

mailto:pam@law.berkeley.edu
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ner, we had a skeletal plan for a new 
conference.

Privacy Engineering 
Practice and Respect
We started the conference on Privacy 
Engineering Practice and Respect 
(PEPR) in 2019,b bringing together 
privacy engineers from academia, in-
dustry, civil society, and government to 
share their expertise. Privacy engineers 
from industry have discussed ways data 
deletion can fail in truly bizarre ways in 
large-scale systems, while academic 
researchers have presented user study 

b	 See http://pepr.tech

D
OES YOUR ORGANIZATION want 
to offer cookie choices with-
out annoying popups? Do 
you want to share sensitive 
data in aggregate form with-

out risking a privacy breach? Do you 
want to monitor data flows to ensure 
personal information does not end up 
in unexpected places? What if personal 
information does leak out and now you 
need to clean up the mess? Do you want 
to do this in the messy, failure-prone 
world of a large system? Who ya gonna 
call? How about a privacy engineer!

The privacy profession is dominat-
ed by lawyers—who certainly play a 
critical role—but privacy engineers are 
often the real superheros when things 
go wrong, and essential to preventing 
privacy disasters. Privacy engineering 
has emerged as a growing discipline 
focused on finding practical and often 
technical solutions to privacy protec-
tion. Organizations hire privacy en-
gineers to develop privacy-protective 
products and services, build tools to 
promote and monitor privacy compli-
ance throughout their organization, 
and to detect and remediate privacy 
problems. Privacy engineers may play 
a holistic role or focus on specific ar-
eas such as front-end, back-end, user 
experience, product management, or 
legal compliance.1

One of us (Lea Kissner) is a pri-
vacy engineering practitioner who 
has led privacy engineering teams at 
four companies, and one of us (Lorrie 
Cranor) has spent almost 20 years in 

academia and now co-directs an aca-
demic program to train privacy engi-
neers.a Over dinner a few years ago, 
Kissner complained about the lack of 
a venue for privacy engineering practi-
tioners to discuss their problems and 
solutions and learn about research 
that could be applied to their work. 
Cranor noted that privacy research-
ers would also benefit from learning 
more about actual problems faced 
by practitioners and from having a 
forum where they could share their 
research results directly with practi-
tioners. By the time we finished din-

a	 See http://privacy.cs.cmu.edu

Privacy 
Privacy Engineering 
Superheroes 
Privacy engineers are essential to both preventing  
and responding to organizational privacy problems.

DOI:10.1145/3486631	 Lea Kissner and Lorrie Cranor
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considering concepts beyond privacy, 
including security, trust, safety, algo-
rithmic fairness, and more. We must 
move out of our disciplinary silos and 
consider our work in a broader context.

Consider for example the issue of fil-
tering out unwanted email. If one looks 
at it from the perspective of privacy, 
the first questions tend to be around 
whether it should be done by default 
and whether it is reasonable to build 
models over the contents of multiple 
users’ inboxes. But it is also a security 
issue: some of those unwanted email 
messages are direct security threats 
such as phishing or messages that con-
tain malware. And without scanning 
large amounts of email to understand 
the quickly changing threat landscape, 
it is effectively impossible to identify 
those threats. However, building mod-
els based on everyone’s personal email 
may be problematic. Are these models 
fair or do they operate unfairly toward 
people using, say, particular dialects?

Privacy engineering has a funda-
mentally different focus than much of 
the privacy field as a whole. Many or-
ganizations are interested in privacy 
because they want to be compliant with 

results providing insights into why us-
ers do not seem to understand many 
privacy-related icons. PEPR brings us 
all together to discuss privacy-related 
ideas and how they work (and fail) in 
practice. Because the traditional aca-
demic paper format is focused on con-
veying research results rather than ex-
periences from practice, and because 
many of the practitioners we want to 
hear from are not experts at writing ac-
ademic papers, PEPR asks prospective 
speakers to submit talk outlines rather 
than papers. Since 2020, all PEPR talks 
have been recorded and made freely 
available after the conference.c

PEPR 2021 was fully remote, but was 
probably the largest (virtual) gathering 
of privacy engineers ever, with over 500 
participants attending talks and en-
gaging in discussions. PEPR focuses 
on building respectful products and 
systems instead of breaking them. It 
is easy to look around and see the ways 
things are broken. It is easy to suc-
cumb to nihilism. But we want to build 
the world we want to live in and sys-

c	 Slides and recordings available at https://bit.
ly/3tx6j1l and https://bit.ly/3hkUW7R

tems will not get better unless we build 
them better. So while we are interested 
in both breaking and building, we lean 
toward building.

For the same reason, we look more 
broadly than privacy and also focus 
on respect. According to Wikipedia, 
“Respect is a positive feeling or action 
shown toward someone or something 
considered important, or held in high 
esteem or regard; … it is also the pro-
cess of honoring someone by exhibit-
ing care, concern, or consideration for 
their needs or feelings.” 

Building respectful systems requires 

Privacy engineering 
has a fundamentally 
different focus than 
much of the privacy 
field as a whole.

https://bit.ly/3hkUW7R
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in writing clear and accurate privacy 
notices—ideally this is not a job left 
only to the lawyers! Privacy UX research 
uses qualitative and quantitative meth-
ods to study people and how they inter-
act with a product.

Privacy policy. This is not always 
done by privacy engineers, but we 
strongly recommend having someone 
with privacy engineering skills in the 
mix. It is very easy to write aspiration-
al policy or policy that does not work 
with systems as they are. Both of these 
are bad. Kissner has written and man-
aged privacy policy at both large scale 
(Google) and small scale (Humu).

Privacy process. Process design is 
key to getting things done. A deeply 
engineering-integrated process that 
aligns the incentives of everyone in-
volved is key to making privacy a “well-
lit path,” something smooth and ef-
ficient for the rest of the organization. 
If you make the rest of the organization 
grumpy, you are not going to get good 
results.

Incident and vulnerability response. 
Things will go wrong in a real system. 
There will be bugs and process failures 
and new issues you have never even 
thought of before. Incident respond-
ers use a cool head, excellent commu-
nication skills, and knowledge of how 
things go wrong in privacy to help folks 
work out what has gone wrong, how to 
fix it, and then how to keep that whole 
class of failures from happening again.

Of course, privacy engineers do not 
work in a vacuum, and they must col-
laborate with lawyers, policy makers, 
software developers, and many others. 
With all these roles and specializa-
tions, there are many opportunities 
for all kinds of privacy engineers with 
diverse skillsets to help organizations 
build privacy into their products and 
services and help save the day when 
things go wrong.	
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laws such as GDPR, CCPA, and a whole 
alphabet soup of regulations coming 
into effect. While we certainly want 
systems to be built and operated in ac-
cordance with the applicable laws, that 
should be a side effect of building priva-
cy-respectful products and systems in 
the first place. Compliance is necessar-
ily reactive. It is responsive to failures 
of the past. If you are doing new things, 
then you are likely to hit new failure 
modes—compliance is not going to be 
sufficient. For one, when things go re-
ally wrong, no one cares about paper-
work. But also those laws are moving; 
if you have built your systems around 
the checklist from compliance, then it 
is unlikely to be able to smoothly incor-
porate changes to the rules along with 
changes to the threat models your users 
face. Proactive privacy engineering con-
siders how the changing world impacts 
your strategic direction to help shape 
your products and systems to better 
support your users and the folks affect-
ed by your systems.

Privacy Engineering Specialties
Addressing privacy engineering re-
quires many skillsets—here are some 
of the major specialties and roles that 
have developed in this young field.

Analysis/consulting. These folks 
look at your product/system (or better 
yet, the plans you have to build one), 
ask questions, find failures before 
they happen, and help you design in 
a way to robustly avoid those failures. 
For example, someone develops a new 
feature and the analyst asks questions 
such as “How can the user delete this 
information and is it really deleted?” 
and “If we put this nifty crypto in there, 
we can avoid collecting this informa-
tion at all. Does that open up abuse 
vectors?” Privacy analysis/consulting 
folks have a skillset somewhat akin to 
security reviewers, but usually with a 
heavier emphasis on how humans of 
various stripes interact with each other 
and your product. They may well audit 
code.

Privacy products. This is where you 
are building the privacy technology us-
ers can see, such as account deletion 
pages, interfaces that let users see and 
control their data, and so forth. It is 
usually best when privacy affordances 
are part of the main product rather 
than a standalone tool.

Math and theory. Need to do ano-
nymization? Need to analyze whether 
there is some kind of funky joinabil-
ity risk across all your datasets? Need 
to figure out what is going to happen 
when you delete a particular type of 
data? Is it going to break your abuse 
models? Math.

Infrastructure. If you have got infra-
structure, you probably need privacy 
infrastructure. For instance, when you 
want data to be deleted, you need a sys-
tem to kick that off and then monitor 
it. You need access control and prob-
ably something to deal with cookies. 
Privacy engineers who build infrastruc-
ture have the infrastructure-building 
software engineering skills as well as 
knowledge of privacy.

Tooling and dashboards. You might 
have a data deletion or access system, 
but how do you help the humans in 
your organization understand what is 
going on in there or get access? Tool-
ing! Tooling and dashboards are also 
extremely useful for things like effi-
cient, accurate analysis and review of 
systems. Good remediation tooling 
holds a mirror up to the rest of the or-
ganization and tells them both how 
they are doing, exactly what they can do 
to get better, and how much better they 
are expected to be.

User experience (UX). The differ-
ence between a privacy-respectful 
product and a privacy-invasive product 
can sometimes be a matter of user ex-
perience. Is there transparency about 
what information is being collected 
and how it will be used and are users 
able to easily understand and imple-
ment privacy choices? A lot of privacy-
engineering UX focuses on design and 
testing of privacy-related affordances 
(settings, dashboards, dialogues, 
icons, and so forth). There is also a 
need for privacy engineer involvement 

While we are 
interested in both 
breaking and 
building, we lean 
toward building.

mailto:lkissner@twitter.com
mailto:lorrie@cmu.edu
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ing, and each can be adapted in areas 
such as data science, social media, 
IoT, and AI. But as shown in Table 1, 
these cases also illustrate the difficult 
questions, trade-offs, and compro-
mises required for culture change, 
and the challenges of work left to be 
done. Moving beyond the reactive 
“techlash,” tech workers and com-
puting researchers interested in sys-
temic ethical change can be inspired 
by these efforts while appreciating 
the trade-offs and understanding the 

P
UBLIC CONCERN ABOUT com-
puter ethics and worry 
about the social impacts of 
computing has fomented 
the “techlash.” Newspaper 

headlines describe company data 
scandals and breaches; the ways that 
communication platforms promote 
social division and radicalization; 
government surveillance using sys-
tems developed by private industry; 
machine learning algorithms that 
reify entrenched racism, sexism, cis-
normativity, ablism, and homopho-
bia; and mounting concerns about 
the environmental impact of com-
puting resources. How can we change 
the field of computing so that ethics 
is as central a concern as growth, ef-
ficiency, and innovation? There is no 
one intervention to change an entire 
field: instead, broad change will take 
a combination of guidelines, gover-
nance, and advocacy. None is easy 
and each raises complex questions, 
but each approach represents a tool 
for building an ethical culture of 
computing.

To envision a culture of comput-
ing with ethics as a central concern, 
we start with the recent past, and a 
subdiscipline—computer security re-
search—that has grappled with ethics 
concerns for decades. The 2012 Menlo 
Report3 established guidelines for re-
sponsible research in network and 
computer security. After Menlo, new 
requirements for ethics statements 
in computer security and network 

measurement conferences illustrate 
the use of governance for centering 
ethics in computing. Historically, a 
volunteer organization, Computer 
Professionals for Social Responsibil-
ity (CPSR), engaged in advocacy be-
ginning in the 1980s to shape a more 
ethical future of computing, and in-
fluenced many of today’s leading In-
ternet watchdog and activist groups.4

Each of these efforts represents a 
different way of doing ethics beyond 
the scale of individual decision mak-

Computing Ethics  
Shaping Ethical 
Computing Cultures 
Lessons from the recent past.

• Susan J. Winter, Column Editor 
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V collective action is to build ethical 
guidelines into gatekeeping pro-
cesses. Conference peer review can 
help govern research ethics by only 
publishing work that meets a higher 
standard, effectively defining ethical 
reflection as a necessary part of se-
curity research processes. To encour-
age researcher reflection and com-
pliance, many of the top computer 
security and network measurement 
conferences now require an explicit 
declaration of ethical considerations. 
In 2012, USENIX, one of the top con-
ferences in computer security, in-
cluded a requirement in their Call 
for Papers that researchers “disclose 
whether an ethics review … was con-
ducted and discuss steps taken to 
ensure that participants were treated 
ethically.” Other important security 
and network measurement confer-
ences soon followed.a After institut-
ing these requirements, more con-
ference papers now discuss ethical 
research practices.

But post hoc reflection and confer-
ence reviewing alone does not ensure 
ethical research—this governance 
takes place after the work is done. In a 
recent survey of computer security re-

a	 Network and Distributed System Security Sym-
posium (NDSS), IEEE Symposium on Security 
and Privacy (Oakland), the ACM Conference 
on Computer and Communications Security 
(CCS), and the Conference for the Special In-
terest Group on Security, Audit and Control.

uphill nature of organized, sustained, 
and collective ethics work at scale. To 
illustrate each method, three exam-
ples are described in Table 1.

Setting Research Guidelines: 
The Menlo Report
Recent calls for codes of ethics for 
data science and social media re-
search echo similar concerns that 
roiled computer security research 
in the 2000s. In response, the U.S. 
Department of Homeland Security 
(DHS) organized funded researchers 
and invited legal experts to collab-
oratively develop guidelines for ethi-
cal network security research. Our 
interviews with 12 of the 15 primary 
Menlo Report authors found the effort 
made smart use of existing resources, 
including funding for a related re-
search program and existing ethical 
guidelines from other domains. But 
the authors faced at least two difficult 
challenges. First, who should set ethi-
cal guidelines for a field? Because the 
Menlo work was involved and long-
term, it largely fell to a group already 
funded under a DHS network security 
program. Second, how does a volun-
teer group set guidelines that people 
know about, ascribe to, and follow? 
The Menlo Report did not produce 
large-scale regulatory changes and 
authors we spoke with lamented the 
lack of resources for long-term edu-
cation and training to support and 
evaluate the Report’s impact.

The limited reach of Menlo is dem-
onstrated in persistent computer 
security research controversies. Re-
cently, cybersecurity researchers at 
the University of Minnesota caused 
an uproar with research that exposed 
vulnerabilities in the socio-technical 
system for approving Linux patches. 
Though their aim was to study Linux 
contributors’ ability to detect security 
vulnerabilities, they believed their 
research did not involve human sub-
jects (a judgment with which their In-
stitutional Review Board agreed). The 
Linux community, however, reacted 
with anger reminiscent of the fallout 
from the famous Sokal Hoax, calling 
the work a “bad faith” violation of 
the community’s trust.8 This case il-
lustrated exactly the kinds of uncer-
tainty at the intersection of humans 
and systems that Menlo was written 

to address. Following Menlo guidance 
might have helped the researchers 
craft a clearer statement of their ethi-
cal deliberations and decisions, and 
might have helped the IRB identify 
the human stakeholders at the center 
of the research. As this example illus-
trates, expanding the reach of guide-
lines like the Menlo Report is a formi-
dable challenge.

Research Governance: 
Conference Ethics Statements
Another model computer security 
researchers are using to create more 
effective organized, sustained, and 

Recent calls for 
codes of ethics 
for data science 
and social media 
research echo 
similar concerns 
that roiled computer 
security research  
in the 2000s.

Table 1. The work and challenges of ethical change methods at scale.

Guidelines:  
Menlo Report

Governance:  
Security conference ethics 
statements

Advocacy:  
CPSR

Ethics Work •	� Adopting principles  
and norms

•	� Reflection, rethinking 
and changing research 
design, writing

•	� Co-education,  
writing, publishing  
in popular press

Hard Questions •	� Who sets the principles 
and norms (and what 
expertise is needed?)

•	� How to make 
people notice and 
follow guidelines 
without enforcement 
mechanisms?

•	Who educates 
researchers?

•	� Do discussions of 
ethics in scholarly 
papers enhance ethical 
research?

•	� How to incorporate 
voices of stakeholders 
underrepresented 
among researchers?

•	� How to get people 
involved despite 
professional risks?

•	� How to keep volunteer 
efforts focused on 
achieving similar goals?

•	� How can computer 
professionals act 
responsibly?
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bulletin boards, email, reports, aca-
demic papers, books, traveling slide-
shows, trade and local press, and the 
national media.

CPSR built a broad coalition of 
experts who leveraged their status to 
convince the public about the limits 
of computing technology for nuclear 
war. By arguing against using com-
puters for nuclear war, CPSR mem-
bers took risks that put them outside 
the mainstream of their field, poten-
tially jeopardizing job opportunities 
and research funding. And the work 
of running a nonprofit was chal-
lenging: there were always financial 
worries, challenges attracting and 
managing volunteer members, and 
concern about keeping the organi-
zation focused on core values. Tech 
workers and computing researchers 
can change the culture of computer 
science through advocacy but must be 
willing to take personal and organiza-
tional risks.

Ethics Work Going Forward
Responding to computing industry 
crises of ethics, tech workers and re-
searchers are uniting to develop new 
guidelines for responsible comput-
ing, new forms of governance, and 
new advocacy groups. Each has ad-
vantages and challenges, as shown in 
Table 2.

Computing researchers and pro-
fessionals concerned with reforming 
their industry should join in:

	˲ Crafting and deploying guide-
lines such as ACM’s updated com-
puting code of ethics (see https://bit.

tion also advocated for broad ethical 
changes in tech research and prac-
tice, including prioritizing privacy, 
participatory design, and commu-
nity networking.4 During the Cold 
War, CPSR drew upon the technical 
expertise of its members to argue for 
limiting when and how computing 
could be used in war. CPSR members 
studied military technology research 
agendas, educated each other, and—
mobilizing their expertise—publicly 
critiqued plans for computerized nu-
clear weapons. They argued that the 
government and military exaggerated 
the power of computers and identi-
fied limits to the reliability of weap-
onry software that could not be tested 
in realistic situations. To spread this 
message and create policy change, 
CPSR members distributed flyers at 
computing conferences, hosted meet-
ings and speakers, studied policies 
and plans, gave interviews, and pub-
lished analysis in their newsletters, 

Each of these 
models  
for doing ethics  
at scale has 
opportunities  
and limitations.

searchers we conducted, a majority of 
respondents remain concerned about 
ethical practices in their community. 
Many computer security researchers 
engage legal experts, but lawyers are 
not well-positioned to help researchers 
work through ethical conundrums 
and what is legal is not always ethi-
cal. Instead, we found most computer 
security researchers learn about ethi-
cal research through interpersonal 
sources, such as graduate supervisors 
and university colleagues, so frequent 
and respectful discussions of ethics 
among colleagues are important.2 In 
many computer security research labs 
these discussions are ongoing, but 
more need to take place.

Narrow perspectives are another 
important issue facing research gov-
ernance. Though members of mar-
ginalized communities are frequently 
unfairly impacted by technical sys-
tems, they are too often underrep-
resented on program committees 
and guideline-setting bodies. Conse-
quently, narrow perspectives restrict 
the frameworks, methods, and reme-
diations that researchers consider in 
both developing systems and in de-
signing governance instruments like 
conference policies. In addition to 
broadening participation in comput-
ing, classroom education can help 
introduce disparate technological 
impacts and train future computer 
researchers to “attune”1 their work to 
issues of power, exclusion, and inclu-
sion. Collectively, tech workers and 
computing researchers can change 
the culture of computer science by de-
veloping policies that both empower 
and are informed by people who are 
marginalized in technology research 
and development.

Advocating for Limits:  
Computer Professionals  
for Social Responsibility
Building a sustainable advocacy or-
ganization is a third model for col-
lective action. Computer Profession-
als for Social Responsibility (CPSR) 
was an early exemplar. CPSR started 
in 1981 as a listserv at Xerox PARC, 
incorporated as a non-profit in 1983, 
and soon grew in size and influence, 
with chapters across the U.S. Fear of 
nuclear annihilation was the original 
motivating factor, but the organiza-

Table 2. Advantages and challenges. 

Guidelines Governance Advocacy

Advantages •	� Can bootstrap from 
existing resources

•	� Can be tailored to 
technical work

•	� Influential because 
enforceable

•	� Can translate best 
practices to regulation

•	� Can be influential and 
satisfying

•	� Democratic, bottom-up 
motivations

Challenges •	� Expensive in time  
and effort

•	� Reflect the concerns  
of those in the room

•	� If voluntary, can  
be ignored

•	� Hard to assess real vs. 
bureaucratic change

•	� May not account  
for a diverse range  
of experiences

•	� Expensive in effort  
and resources

•	� Outcomes can  
be hard to assess

•	� Professionally risky

https://bit.ly/2XtN4Kq
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ly/2XtN4Kq) and IEEE’s recommen-
dations for ethically aligned design 
(see https://bit.ly/3tEMDbU);

	˲ Supporting governance through 
environmental, social, and gover-
nance (ESG) criteria, hiring of Chief 
Ethics Officers,5 and new developing 
new approaches to support ethical 
behavior;

	˲ Pairing governance and advocacy 
(for example, unionizing tech workers 
and researchers to influence corpora-
tions and universities);

	˲ Advocating for the computing 
profession by hiring and supporting 
Black, Indigenous, and people of col-
or in the profession, and engaging in 
antiracist projects;

	˲ Establishing governance through 
new credentialing requirements in 
the field, such as certifications in 
computing, information or data eth-
ics;

	˲ Using design guidelines (for ex-
ample, participatory design in UX and 
FACT guidelines in machine learning) 
that incorporate input from minori-
tized publics and increase transpar-
ency and accountability;

	˲ Engaging in advocacy that helps 
the public understand the limits of 
computing (for example, campaigns 
that have resulted in restrictions of 
the use of AI in public spaces by gov-
ernment agencies and private compa-
nies;6 and

	˲ Establishing governance by en-
couraging publication venues to re-
quire explicit reflection on ethics.

As earlier models from computer 
security indicate, each of these mod-
els for doing ethics at scale has oppor-
tunities and limitations. And we add 
one last lesson from our research into 
ethics in computer security: these ef-
forts depend on sustained work on 

Sisyphean tasks. In studying these 
cases we spoke with dozens of par-
ticipants; none felt that their work 
was complete. Many had regrets and 
worried that they had “dropped the 
ball” at some point or that their task 
was overwhelming. Cultural change 
for ethics and responsibility is slow, 
non-linear, and requires multiple—
sometimes even competing—tactics. 
We worry that ethics efforts will slow 
as new guidelines fail to influence ev-
eryone, as new modes of governance 
controversially exclude some forms 
of innovation or overlook stakeholder 
groups, and advocacy groups struggle 
to raise funds or stay relevant as the 
news cycle turns.

Conclusion
We end with a plea to persevere 
through the imperfectness (and sheer 
difficulty) of ethics work. The work of 
doing computer ethics is crucial, but 
it is never complete. Researchers and 
professionals—we drew our examples 
from CPSR members, Menlo partici-
pants, and conference review commit-
tees—have engaged in change despite 
knowing its limitations. We hope 
more will follow their examples.	

References
1.	 Amrute, S. Of techno-ethics and techno-effects. 

Feminist Review 123, 1 (2019), 56–73.
2.	 Bruckman, A. “Have you thought about . . .”: Talking 

about ethical implications of research. Commun. ACM 
63, 9 (Sept. 2020), 8–40.

3.	 Dittrich, D. and Kenneally, E. The Menlo Report: Ethical 
Principles Guiding Information and Communication 
Technology Research. Department of Homeland 
Security, 2012.

4.	 Finn, M. and DuPont, Q. From closed world discourse 
to digital utopianism: The changing face of responsible 
computing at Computer Professionals for Social 
Responsibility (1981–1992). Internet Histories 4, 1 
(2020), 6–31.

5.	 Metcalf, J. et al. Owning ethics: Corporate logics, 
Silicon Valley, and the institutionalization of ethics. 
Social Research: An International Quartery 86, 2 
(2019), 449–476.

6.	 Metz, R. Portland passes broadest facial recognition 
ban in the US. CNN. (2020); https://cnn.it/3zakCKG

7.	 Sharma, A. Linux bans University of Minnesota for 
committing malicious code. BleepingComputer (2021); 
https://bit.ly/3tHFoQD

8.	 Wikipedia contributors. 2021. Sokal affair. Wikipedia, 
The Free Encyclopedia; https://bit.ly/3EiFy5F

Katie Shilton (kshilton@umd.edu) is an associate 
professor at the University of Maryland, College of 
Information Studies (iSchool), College Park, MD, USA.

Megan Finn (megfinn@uw.edu) is a Fellow in the Center 
for Advanced Study in the Behavioral Sciences at Stanford 
University Palo Alto, CA, USA, and an associate professor, 
Information School, at the University of Washington 
Seattle, WA, USA.

Quinn DuPont (quinn.dupont@ucd.ie) is an assistant 
professor in the School of Business at the University 
College Dublin, Dublin, Ireland.

Copyright held by authors.

The work of doing 
computer ethics  
is crucial, but it is 
never complete.

The Hardware Lottery

Datasheets for Datasets

AI-based Framework  
for Telemonitoring  
Heart Disease

Digital Agriculture for 
Small-Scale Producers

Speculation  
Taint Tracking

Software-Defined 
Cooking Using 
Microwaves

Declarative Machine 
Learning Systems

Digging into  
the Big Provenance  
(with SPADE)

What Every Engineer 
and Computer Scientist 
Should Know

A Q&A with  
Scott Aaronson

Plus, the latest news about 
augmented reality displays, 
trouble at the source, and  
the energy costs of life online.

�C
om

in
g 

N
ex

t 
M

on
th

 in
 C

O
M

M
U

N
IC

A
TI

O
N

S

https://bit.ly/3tEMDbU
https://cnn.it/3zakCKG
https://bit.ly/3tHFoQD
https://bit.ly/3EiFy5F
mailto:kshilton@umd.edu
mailto:megfinn@uw.edu
mailto:quinn.dupont@ucd.ie
https://bit.ly/2XtN4Kq


30    COMMUNICATIONS OF THE ACM   |   NOVEMBER 2021  |   VOL.  64  |   NO.  11

V
viewpoints

I
M

A
G

E
 B

Y
 A

N
D

R
I

J
 B

O
R

Y
S

 A
S

S
O

C
I

A
T

E
S

, 
U

S
I

N
G

 S
H

U
T

T
E

R
S

T
O

C
K

science (see Figure 1). The motivation-
al aspects of this type of connection 
have long been recognized by the edu-
cational reformer Dewey as “instru-
mental motivation.”2 Instrumental 
motivation is an indirect kind of moti-
vation—just like learning a few words 
of French may enable you to order 
food at a restaurant in France. In this 
example, instrumental motivation 
suggests you are mostly interested in 
eating food, not learning the French 
language. Similarly, with Explicative 
Programming, instrumental moti-
vation may foster interest in either 
“learning to program,” or “program-
ming to learn” or both (see Figure 1).

W
ITH SUBSTANTIAL CON-

FUSION left regard-
ing the meaning, as 
well as the purpose, 
of Computational 

Thinking (CT), 15 years after Jean-
nette Wing’s seminal Communi-
cations Viewpoint,7 two different 
schools of computational thought 
have emerged. In the more promi-
nent school of thought—let’s call it 
vocational education—the bound-
ary between programming and CT 
is somewhat blurry. No doubt, the 
understanding of coding constructs 
is an essential part of CT education. 
However, if teaching and assess-
ing CT is largely based on concepts 
such as loops, sequences, and con-
ditional statements, then how is this 
fundamentally different from pro-
gramming? The arguments for and 
against this school of thought are 
numerous but the most ubiquitous 
ones, at least in the U.S., appear to be 
career oriented and are grounded in 
predominantly economic justifica-
tions. Unfortunately, in the vocation-
al school of computational thought 
the benefits of CT toward disciplines 
other than computer science are at 
best collateral.

Enter the second, less developed, 
school of computational thought focus-
ing on general education. We will call 
this “Explicative Programming.” In this 
school, programming may not be in the 
foreground, but it becomes an interdis-
ciplinary instrument of thought to truly 

understand powerful ideas in typical 
K–12 disciplines such as STEM, art, 
language, and music. In the Explicative 
Programming school of computational 
thought, CT is about thinking with the 
computer. This idea is not new. In fact, 
it predates the Wing vision and can be 
traced back to Seymour Papert. Papert 
initially employed the term “Computa-
tional Thinking”3 to refer to a relation 
between problem disciplines and what 
he referred to as an explicative practice 
of programming.

Explicative Programming facili-
tates CT thinking by establishing a 
bidirectional connection between 
typical K–12 disciplines and computer 

Education 
Explicative 
Programming 
Making Computational Thinking relevant to schools. 

• Mark Guzdial, Column Editor 
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V total death among the population, as 
many of us now know. This discovery 
has been witnessed from middle 
school to graduate school class-
rooms5 and enrichment programs 
such as the June 2020 Black Girls 
Code Epidemiology Virtual Workshop 
(https://bit.ly/BGCVirusSim).

Example 2. Probabilistic 
generation pattern to 
create a Frogger game.
Game design5 provides ample oppor-
tunities for Explicative Programming, 
for example, enabling bridging con-
structs whereby implementation sup-
ports Computational Math Think-
ing. For instance, in a Frogger-like 
game design activity, students need 
to program cars driving on a busy 
multilane highway as an obstacle for 
a keyboard-controlled frog to cross. 
To make the game easier, but also not 
too simple, necessitates the correct 
numbers and distributions of cars on 
these roads. Employing the probabi-
listic generation pattern, students 
program the tunnels on the left gen-
erating cars with a certain frequency 
and probability. If a low frequency 

	˲ Learning to program. Disciplines 
such as STEM, music, art, and lan-
guages, suggesting applications such 
as games, simulations, robots, sto-
ries, and animations, can serve as en-
gaging contexts to develop program-
ming skills.

	˲ Programming to learn. Program-
ming can serve as a dialectic to sup-
port understanding and expose mis-
conceptions in disciplines such as 
STEM, music, art, and languages 
through hands-on inquiry processes.

It should be noted that while in 
theory the ideas of the vocational and 
explicative schools of thought could 
be combined, we have observed that 
instruction leans toward vocational 
education because of practical rea-
sons. While the vision of Explicative 
Programming to make CT relevant 
to K–12 schools is highly appealing, 
it is incredibly challenging to imple-
ment the bidirectional connections 
(Figure 1, red arrows). Because of this 
difficulty, Explicative Programming 
has not yet reached systemic impact 
in schools. Establishing a bridge be-
tween traditional K–12 disciplines 
and computer science requires not 
only a solid understanding of both 
disciplines but, even more impor-
tantly, the understanding of how to 
meaningfully connect them. Unfortu-
nately, teachers are quite unlikely to 
have relevant experience. The daunt-
ing gap between K–12 disciplines and 
programming needs to be connected 
through carefully designed bridging 
constructs (see Figure 1) serving as 
stepping stones between disciplines 
and programming (Figure 1, green box 
and arrows). Two examples employing 
CT patterns1 as bridging constructs 
are described here: these projects are 
programmed with the AgentCubes4 
Computational Thinking Tool.

Example 1. Collision pattern 
to create a virus simulation.
The virus simulation is an example of 
an Explicative Programming activity 

that can fit within the curriculum of 
a Life Science classroom. To program 
the virus simulation, students must 
program a healthy person, with some 
percent chance, becoming sick when 
coming into contact with a sick per-
son. The bottom of Figure 2 depicts 
an implementation of this collision 
computational thinking pattern as 
an IF/THEN expression with a per-
cent-chance condition of 70%. The 
ability to count populations of char-
acters, allows students to experiment 
by changing the percent chance of 
becoming sick, as well as rate of 
death and recovery, to determine, for 
example, the effect different disease 
susceptibilities have on the popula-
tion over time. This in turn enables 
discovery. For instance, students of-
ten try to create a deadly disease by 
making the death rate something 
close to 100%. What they find is that 
this, counterintuitively, leads to less 

Enter the second, less 
developed, school 
of computational 
thought focusing on 
general education.
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Figure 1. Explicative Programming connects traditional K–12 disciplines with programming 
through bridging constructs.

https://bit.ly/BGCVirusSim
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create personally meaningful arti-
facts, such as games, by breaking 
down existing games or their own 
game design ideas into common de-
sign patterns they have learned to 
program.  Just as architects are not 
thinking about houses in terms of 
nails or bricks, these patterns are at 
a much higher level of design ab-
straction than programming con-
structs such as IF or LOOP state-
ments. We found Computational 
Thinking Patterns to be highly effec-
tive to serve as bridging constructs 
to build games and STEM simula-
tions.1 Computational Thinking Pat-
terns operate at the level of phenom-
ena describing interactions of two or 
more objects such as generation, 
collision, transport, absorption (see 
left), hill climbing, and diffusion. 
Discipline-oriented CT patterns, 
such as the probabilistic generate 
pattern employed in Example 2, are 
useful to engage in Computational 
Math Thinking, Computational Mu-
sic Thinking,6 and Computational 
Art Thinking through Explicative 
Programming. Programming these 
patterns includes the need to under-
stand affordances of CT tools. Not all 
block-based, or text-based, program-
ming languages are alike. What may 
be elegant and simple with one tool 
may be convoluted and nearly im-
possible with another one (http://
tiny.cc/affordances).

2) Enable dialectic. Dialectic is a 

(every 0.6 seconds) but high probabil-
ity (100%) is used, then the result will 
be a wave of simultaneous cars, which 
looks unnatural (Figure 3, left) and 
makes the game play too predictable. 
Experimenting with the construct and 
selecting a high frequency (every 0.06 
seconds) but low probability (10%) re-
sults in much more compelling game 
play (see Figure 3, right) bridging 
math with game design.

Our experience from teaching Scal-
able Game Design5 to students and  
teachers, all over the world suggests 
three key principles of bridging con-
structs to effectively facilitate Explica-
tive Programming.

Bridging Constructs Should:
1) Foster creativity by serving as highly 
reusable concrete abstractions. Con-
structs should enable students to 

Learn more:

https://src.acm.org

• Awards: cash prizes, medals, and  
ACM student memberships

• Prestige: Grand Finalists and 
their advisors are invited to the 
Annual ACM Awards Banquet

• Visibility: meet with researchers 
in their fi eld of interest and make  
important connections

• Experience: sharpen communi-
cation, visual, organizational, and  
presentation skills

ACM Student 
Research 

Competition

The ACM Student Research 
Competition (SRC), sponsored by 
Microsoft, off ers a unique forum 
for undergraduate and graduate 
students to present their original 
research before a panel of judges 
and attendees at well-known 
ACM-sponsored and co-sponsored 
conferences. The SRC is an 
internationally recognized venue 
enabling students to earn many 
tangible and intangible rewards 
from participating:

Attention:  
Undergraduate and Graduate

Computing Students

Figure 2. The collision-change pattern implementation (bottom middle) of the epidemiology 
simulation in AgentCubes with population data depicted. The rule shown reads: “If I am next 
to one or more sick characters, and currently healthy, I become sick with a 70% chance.”
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through game design teachers will 
likely appreciate game design as an 
effective pedagogic method. 

Conclusion
If Computational Thinking is to be 
not just another item in a crowded 
curriculum that must be taught, but 
instead wants to become truly rele-
vant to public schools, it has to radi-
cally change its perspective toward 
interdisciplinary education. How 
can programming support the effec-
tive teaching of STEM, art, music and 
languages? Perhaps the generic no-
tion of CT needs to be replaced with 
discipline-oriented versions such as 
Computational Math Thinking, Com-
putational Music Thinking, and Com-
putational Art Thinking. By providing 
educators and students constructs to 
bridge the vast gap between typical 
K–12 disciplines and programming, 
Explicative Programming, evolving 
Seymour Papert’s original conceptu-
alization of Computational Thinking, 
is doing just that.	
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reasoning process explaining power-
ful ideas by exposing misconceptions 
through inquiry. To make Explicative 
Programming dialectical the “learn-
ing to program,” and just as impor-
tantly, the “programming to learn” 
red arrows of Figure 1 need to be 
supported. Explicative Programming 
is not just integrated computer sci-
ence education. For example, say in 
a science course, the teacher wants 
students to understand planetary mo-
tion. Students create an animation 
of an earth sprite moving around the 
sun. Earth is programmed, much like 
the “turtle” in Logo, using a loop to it-
eratively make the earth move forward 
some pixels and then turn right some 
degrees. This results in a nice ani-
mation of the earth rotating around 
the sun. However, it does not qualify 
as explicative any more than the cre-
ation of a static diorama made out 
of paper, wire, and tape. This activity 
does not engage students in a dialec-
tical process challenging misconcep-
tions or extending their understand-
ing of planetary motion. In contrast,  
the dialectic in Example 1 is about 
uncovering surprising phenomena of 
spreading viruses, and in Example 2, 
the dialectic is about experimenting 
with compound probabilities result-
ing from tuning frequency and prob-
ability of multiple tunnels generating 
multiple cars.

3) Facilitate instrumental motiva-
tion enabling students to create mean-
ingful artifacts. Instrumental motiva-
tion,2 as explained previously, helps 
to connect disciplines with program-
ming. Students may not be intrinsi-

cally interested in programming but 
may want to build personally mean-
ingful artifacts such as simulations 
(Example 1), games (Example 2), ani-
mations, stories, and robots. With a 
discipline-oriented CT pattern, such 
as the probabilistic generate pattern 
employed to create Frogger in Exam-
ple 2, instrumental motivation may 
result in the interest to understand 
math/probability because its mastery 
helps to create a more playable game. 
This is in strong contrast to traditional 
math learning in schools where mas-
tery of the subject is often perceived 
by students as hardwired aptitude 
and not as an enabling instrument. 
Unlike students, teachers may not 
intrinsically care about game design, 
but once they see students become 
highly engaged to learn programming 

The daunting gap 
between K–12 
disciplines and 
programming needs 
to be connected 
through carefully 
designed bridging 
constructs.

Figure 3. Left: Generating new cars with low frequency and high probability (100%);  
Right: High frequency and low probability. 

mailto:alexander.repenning@fhnw.ch
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als from state intervention, but also 
oblige the state to protect certain 
freedoms from interference by third 
parties. These so-called “obligations 
to protect” are of particular impor-
tance in medicine: For example, the 
European Court of Human Rights 
has repeatedly stated that funda-

I
N  LATE  F E B R UA RY 2020, the Euro-
pean Commission published a 
white paper on artificial intelli-
gence (AI)a and an accompany-
ing report on the safety and li-

ability implications of AI, the Internet 
of Things (IoT), and robotics.b In the 
white paper, the Commission high-
lighted the “European Approach” to 
AI, stressing “it is vital that European 
AI is grounded in our values and fun-
damental rights such as human dig-
nity and privacy protection.” In April 
2021, the proposal of a Regulation en-
titled “Artificial Intelligence Act” was 
presented.2 This Regulation shall gov-
ern the use of “high-risk” AI applica-
tions which will include most medical 
AI applications.

Fundamental Rights as Legal 
Guidelines for Medical AI
Referring to the above-mentioned 
statement, this Viewpoint aims to 
show European fundamental rights 
already provide important legal (and 
not merely ethical) guidelines for the 
development and application of med-
ical AI.7

As medical AI can affect a person’s 

a	 See https://bit.ly/393uYkM
b	 See https://bit.ly/3k7y11J

physical and mental integrity in a 
very intense way and any malfunction 
could have serious consequences, it 
is a particularly relevant field of AI in 
terms of fundamental rights. In this 
context, it should be stressed that 
fundamental rights (a.k.a. human 
rights) not only protect individu-

Viewpoint 
Medical Artificial 
Intelligence: The European 
Legal Perspective
Although the European Commission proposed new legislation 
for the use of “high-risk artificial intelligence” earlier this year, 
the existing European fundamental rights framework 
already provides some clear guidance on the use of medical AI.

DOI:10.1145/3458652	 Karl Stöger, David Schneeberger, and Andreas Holzinger

http://dx.doi.org/10.1145/3458652
https://bit.ly/393uYkM
https://bit.ly/3k7y11J


NOVEMBER 2021  |   VOL.  64  |   NO.  11  |   COMMUNICATIONS OF THE ACM     35

viewpoints

V only must training data be thoroughly 
checked for the presence of bias, also 
the ongoing operation of AI must be 
constantly monitored for the occur-
rence of bias. If medical AI is applied 
to certain groups of the population 
that were not adequately represented 
in the training data, the usefulness of 
the results must be questioned par-
ticularly critically.

At the same time, care must be 
taken to ensure useful medical AI 
can nevertheless be made available 
to such groups in the best possible 
way. In other words: European medi-
cal AI must be available for everyone. 
The diversity of people must always 
be taken into account, either in pro-
gramming or in application, in order 
to avoid disadvantages.

Obligation to Use Medical AI?
However, if a medical AI application 
meets the requirements described 
here, it may become necessary to 
explicitly impose its use for the ben-
efit of all. European fundamental 
rights—above all the right to pro-
tection of life (Art. 2 CFR) and pri-
vate life (Art. 7 CFR)—give rise to an 
obligation on the part of the state, 
as previously mentioned, to ensure 
work in health care facilities is car-
ried out only in accordance with the 
respective medical due “standard of 
care” (a.k.a. “state of the art”). This 
also includes the obligation to pro-
hibit medical treatment methods 
that can no longer be provided in the 
required quality without the involve-
ment of AI.10 This will, in the near fu-
ture, probably hold true for the field 
of medical image processing.

The Open Question of Liability
Does this mean the existing funda-
mental rights framework can answer 

mental rights entail an obligation 
on the state to regulate the provision 
of health services in such a way that 
precautions are taken against serious 
damage to health due to poorly pro-
vided services. On this basis, the state 
must, for example, oblige providers 
of health services to implement qual-
ity-assurance measures.

Fundamental rights thus consti-
tute a binding legal framework for the 
use of AI in medicine. In line with the 
European motto “United in diversity,” 
this framework is distributed across 
various legal texts, but quite uniform 
regarding its content: Its core com-
ponent is the European Charter of 
Fundamental Rights (CFR), which is 
applicable to the use of medical AI be-
cause the provision of medical servic-
es is covered by the freedom to provide 
services under European law. For its 
part, the CFR is strongly modeled on 
the European Convention on Human 
Rights (ECHR), which is also applica-
ble in all E.U. states. The fundamental 
rights of the constitutions of the indi-
vidual E.U. states also contain similar 
guarantees. For this reason, we focus 
this Viewpoint on the CFR.

Human Oversight as a Key Criterion
It has already been emphasized by the 
Ethics Guidelines of the HLEG4 that 
“European AI” must respect human 
dignity (Art. 1 CFR), which means 
medical AI must not regard humans 
as mere objects. From this, it can be 
deduced the demands for human 
oversight expressed in computer sci-
ence1 are also required by E.U. funda-
mental rights (see also Art. 14 of the 
proposed AI Act). Decisions of medi-
cal AI require human assessment be-
fore any action is taken on their ba-

sis. The E.U. has also implemented 
this fundamental requirement in the 
much-discussed provision of Art. 22 
GDPR, which allows “decisions based 
solely on automated processing” only 
with considerable restrictions. In 
other words: European Medical AI le-
gally requires human oversight (a.k.a. 
“a human in the loop”5).

Explainability, Privacy by Design, 
and Non-Discrimination
Even more important for medical 
AI, however, is Art. 3 para. 2a) CFR, 
which requires “free and informed 
consent” of the patient. This points to 
a “shared decision-making” by doctor 
and patient where the patient has the 
ultimate say. Medical AI can therefore 
only be used if patients have been in-
formed about its essential functions 
beforehand—admittedly in an intelli-
gible form. This makes it clear, how-
ever, that the European fundamental 
rights basically require the use of 
explainable AI in medicine (see also 
Art. 13 para. 1 of the proposed AI Act).

Recent research in the medical do-
main6,8 as well as legal research from 
a tort law perspective very much con-
firms this conclusion.3,9 Consequent-
ly, European Medical AI should not 
be based on a “machine decision,” 
but much rather on “an AI supported 
decision, diagnostic finding or treat-
ment proposal.” We conclude: Eu-
ropean medical AI requires human 
oversight and explainability.

That (not only medical) European 
AI must be developed and operated in 
accordance with the requirements of 
protection of data and privacy (Arts. 8 
and 7 CFR) and thus with the GDPR, 
is well acknowledged and does not 
require further discussion. Still, it is 
worth mentioning that Art. 25 GDPR 
not only requires controllers (“us-
ers”) of AI, but indirectly also de-
velopers of AI to take these require-
ments into account when designing 
AI applications (“privacy by design”).

There is a rich body of fundamen-
tal rights provisions requiring equali-
ty before the law and non-discrimina-
tion, including gender, children, the 
elderly and disabled persons in the 
CFR (Arts. 20–26). From these provi-
sions, further requirements for the 
development and operation of Euro-
pean medical AI can be deduced: Not 

European medical 
AI requires human 
oversight and 
explainability.

Fundamental rights 
thus constitute 
a binding legal 
framework for  
the use of AI  
in medicine.
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avoidance of bias. At the same time, 
it is likely that medical AI will soon 
not only be used voluntarily, but will 
also have to be used by health care 
providers to meet the due standard 
of care. This makes answers to the 
remaining uncertainties regarding li-
ability for defective medical AI appli-
cations more urgent. In this regard, 
the Commission has announced that 
it will soon provide clarity by propos-
ing a strict liability approach paired 
with an obligatory insurance scheme 
for malfunctions of AI. Despite some 
open questions, it should neverthe-
less be stressed that legal require-
ments for the use of medical AI are 
already clearer today than is often as-
sumed in computer science.	
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all legal questions arising for the use 
of medical AI? Unfortunately, there 
is one major exception, involving 
questions of liability law, which par-
ticularly unsettle the AI community. 
Who will be legally responsible when 
medical AI causes harm? The soft-
ware developer, the manufacturer, the 
maintenance people, the IT provider, 
the hospital, the clinician? It is true 
that strict liability—liability without 
fault—is not unknown under Euro-
pean law, especially for dangerous 
objects or activities. Such an approach 
is neither required nor prohibited by 
the CFR, so questions of civil liability 
cannot be answered conclusively from 
a fundamental rights perspective. The 
European Commission is aware of 
this challenge and has announced in 
its previously mentioned report on the 
safety and liability implications of AI 
that it will evaluate the introduction of 
a strict liability system together with 
compulsory insurance for particularly 
hazardous AI applications—which 
will presumably cover most medical 
AI. Such a system could certainly help 
to eliminate many existing ambigui-
ties regarding the liability of medical 
AI applications.

Conclusion
The European Commission wishes 
to further promote the development 
and use of AI in Europe. In its white 
paper on AI published in 2020 it high-
lights the “European Approach” to AI, 
particularly referring to fundamental 
rights in the European Union. The au-
thors argued, by using the example of 
medical AI, that many of these funda-
mental rights coincide with demands 
of computer scientists, above all hu-
man oversight, explainability and 
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man10 made the case that technology 
not only changes language but also our 
perception of ourselves. This is the 
nature of technology since the days of 
writing and then the printing press. 
Gutenberg’s printing press led to the 
revolution that eroded the central au-
thority of the Catholic Church. Cars 
redefined the idea of individual free-
dom to move while creating suburbs, 
changing the identity of the collective, 
along with pollution and isolation that 
affect our health. Television, and then 
streaming services, created shared and 
then individual experiences of enter-
tainment and information.

O
N AUGUST 27,  2020,  Amazon 
introduced its Amazon 
Halo: a technology com-
prised of AI software and 
a wristband that monitors 

body indicators including voice to de-
tect problems, suggests a behavioral 
change, or other actions to potentially 
improve our health.a One day later, 
Elon Musk and his team presented 
their Neuralink technology—AI soft-
ware and a skull chip implant that re-
ceives and sends signals to our brain to 
compensate for brain malfunctioning, 
aiming to solve various brain-related 
health problems.

These announcements seem like 
great news amid the health crisis that 
engulfs many of us, with technology 
coming to our rescue to confront some 
of the most critical diseases of human-
kind. Yet risks remain, and once the 
genie is out of the bottle, they are often 
difficult to manage and contain—they 
range from unintended consequences 
and side effects to threats to privacy 
and loss or misdirection of control.

Endless devices surrounding us in-
clude processors that compute and 
monitor our abundant but wasteful 
lifestyle, with generations of products 
getting faster, cheaper, and “better.” 
We cannot envision the world today 
without them. Further, it seems there 
is no escape from this trajectory, espe-

a	 See https://bit.ly/3gap70P

cially with the visions of smart homes, 
smart cities, and the like. Even without 
implants or providing detailed personal 
data to a third party, we will be constant-
ly watched, sampled, and analyzed.

Reflections on Technology
“...‘modern improvements’; there is an 
illusion about them; there is not always 
a positive advance.…. Our inventions 
are wont to be pretty toys, which distract 
us from serious things. They are an im-
proved means to an unimproved end.”15

Technology has been long known 
to have positive and negative effects 
on society. Technology critic Neil Post-

Viewpoint 
We Are Not Users: 
Gaining Control Over 
New Technologies 
Seeking a more selective approach to technology usage.  
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bility of professionals and companies 
while being just users?

We must ask ourselves what we 
cherish: What are the technologies 
that make our lives better, while mini-
mizing the risks we can anticipate? We 
cannot, as Thoreau15 said, celebrate 
inventions that want to be playthings 
alongside inventions that matter to us 
as communities and individual citi-
zens. These more useful innovations 
tend not to travel at warp speed, as 
speed is the enemy of good thinking. 
The way to get out of this trap is to edu-
cate each citizen to be a designer of his 
or her life with an understanding that 
each community is the place for defin-
ing what the “common good” is. Ide-
ally, technology will develop to meet 
the needs of the community and that 
its citizens can manage, maintain, and 
control. It will allow time to explore 
and understand it while allowing to 
stop using and contain it.

Communities are losing the local 
newspapers that informed the citi-
zens, and their leaders, about the is-
sues of the community. They must be 
reconstructed and the trajectory of 
technology brought back to the need 
of the people and not the designers 
and their corporate sponsors. Locally 
sponsored community technology 
providers that bring the community 
together provide a possible solution; 
Townsend16 recounted the need for 
community-controlled Internet exper-
iments and new civics in the creation 
of smart cities. But the fundamental 
set of design questions that arise inde-
pendently of technologies and context 
require an answer. The answer cannot 
be a product—yet another app—but 
requires a process.

Participatory processes are around 
in civil society, policy, and education.11 
To illustrate one implementation of 
participation that spread around the 
world, consider participatory bud-
geting, originally developed in Porto 
Alegre, Brazil, and its success has ex-
panded to other policy areas, and in-
clusion of simulations as they have 
become more accessible.1,2,6

In order to facilitate successful par-
ticipatory processes, we must create 
open spaces where diverse perspectives 
of all affected by a technology have a 
voice. The debate about a new technol-
ogy should occur before it is developed 

This continuing trajectory of tech-
nology changes us from a collective 
with multiple perspectives to frag-
mented, less diverse “communities,” 
which divide communication across 
perspectives. Lanier5 raised concerns 
about software technology develop-
ments leading to loss of personal 
identity and creativity by emphasiz-
ing the crowd, deterioration of finan-
cial soundness, and loss of the core of 
human free will to create, including a 
sense of spirituality. More recent work 
of Hwang4 emphasizes the “Subprime 
attention economy” run by opaque al-
gorithms, with its ad-driven consump-
tion increasing the risk of a subprime 
mortgage-like crisis. Perrow9 warned 
us that even the best-designed com-
plex systems, such as nuclear or finan-
cial, will fail as unanticipated failures 
are embedded in them.

Thoreau’s proposition15 has come 
to haunt us again. Both the potential 
risks and opportunities lie all around 
us. Zuboff18 tells us we are being sur-
veilled all the time using the “pretty 
toys,” not by the state but by capitalism, 
which uses our data to capture our at-
tention all the time. While Orwell7 was 
concerned about central authoritarian 
structures controlling our lives, Huxley3 
warned us there may not be any need 
for a central authority if we all are made 
into dumb citizens. Are we progressive-
ly being made “dumb”?

We Are Not “Dumb” Users, Are We?
Some groups have decided to tackle 
this head-on. Wetmore17 noted the 
Amish are not against technology, 
but they decide which technology to 
adopt based on certain social objec-
tives of community and cooperation. 
Ostrom’s8 work documented how com-
munities manage their common-pool 
resources better locally than through 
central authority. Can we generalize 
from these examples to make commu-
nities control their destiny rather than 
rely on the ethics and social responsi-

Are we progressively 
being made “dumb?”
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reflection with problem owners. The 
idea is to create a modular design cur-
riculum that will cater to all students, 
allowing all, especially those in non-
design disciplines, to develop their de-
sign skills. These implementations of 
spaces for participation and the design 
skills to join them effectively further 
shape our ideas and their introduction 
to the general public.	
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and deployed, without those providing 
comments being accused of impeding 
innovation and progress. Designers as 
a profession will be needed due to their 
artistic and technical skills, but they 
will cease to control the design pro-
cess; they will be part of teams of pro-
fessionals and intended users working 
together. This would require that we 
make everybody conscious of what de-
sign is—a true liberal art. Every citizen 
should be taught to understand they 
can contribute to design, as they would 
be educated in the process of design 
from their daily experiences, and all 
involved in the process would acknowl-
edge their insights and importance in 
creating useful products, policies, and 
services.

Beyond spaces conducive to ex-
panded participation, the design chal-
lenges we face require addressing 
several fundamental questions.13,14 
“What” and “Why” demand a careful 
articulation of the need that poses the 
challenge and the reasons underlying 
it. “Who” determines all those affected 
by a challenge and its solution, to be 
part of the process with those who have 
the skills and knowledge for address-
ing it. “How” addresses the means, 
organization, relationships, processes, 
or culture that will govern the process. 
One has to seek answers to all these 
questions that align together for the 
community and nationally. A complex 
challenge requires many skills and 
different perspectives, working to-
gether with a shared vision to create a 
well-rounded solution. They must be 
more deliberate and more informed. 
Paraphrasing Thomas Jefferson: “An 
educated citizenry is a vital requisite 
for our survival as a free people.” This 
education should include design as a 
liberal art to all as that will prepare us 
to ask the right questions that can be 
asked about what we need rather than 
our wants imagined by others. These 
questions are relevant for policing 
methods, dealing with the pandemics, 
or the control of our daily rituals and 
habits by our new wearable device. Our 
challenge is to ensure new technolo-
gies support us as humans, not ceding 
our control to them, or letting them 
make us dumber.

The role and understanding of de-
sign in society require constant reflec-
tion12 and dialogues with those affected 

by the designs; it is the way forward to 
a cleaner, healthier, sustainable, safer, 
and saner world. We practice and teach 
these ideas because making them a 
reality requires participation and in-
clusion of diverse perspectives and 
their study and improvement. Fields 
of View (FOV)—a small non-profit 
organization—uses games and com-
puter simulations to raise awareness 
of important issues through dialogue 
and participation in policy debates 
from various stakeholders including 
illiterate and semiliterate citizen (see 
https://fieldsofview.in/). The games 
FOV develops are played with stake-
holders to address specific policy and 
operational questions, such as land 
use planning for a city, or solid waste 
collection and management, to expose 
the decision-making process and sur-
face knowledge often unrevealed. The 
games are subsequently translated to 
computational simulations with data 
for exploration of the consequences of 
scenarios to enhance participation in 
decision making.

Another way to develop citizenry 
skilled in design for future effective 
participation is design education: we 
teach these ideas in design courses 
to hundreds of students from diverse 
disciplines such as engineering, ar-
chitecture, stage design, social work, 
occupational therapy, and manage-
ment, working on open-ended social 
and environmental challenges through 
the participation of and dialogue and 

Our challenge is 
to ensure new 
technologies  
support us  
as humans,  
not ceding  
our control  
to them, or letting 
them make us 
dumber. 
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payment.11 These forces 
have given rise to Internet 
giants such as Alibaba, Ten-
cent, JD.com, and Xiaomi, 
which have not only shown 
leadership in global digital 
innovation8 but also created 
a digital ecosystem in China. 
For example, the digital 
economy based on the Ali-
baba ecosystem accounted 
for over 69 million jobs.12 As 

the world for over a decade, 
the majority of firms fall 
behind in digital transfor-
mation. One-third of them 
do not have a website and 
only 10.2% manufacturers 
conduct online transac-
tions, according to CSY 
2020. Moreover, industrial 
digital economy accounts for 
only 19% of industrial GDP,5 
which is below the global 

a result, the digital economy 
in China has been growing 
rapidly, at an annual rate 
of 16.6%13 between 2015 
to 2020, the fastest in the 
world, and its size, ranked 
second in the world behind 
the U.S.,4 exceeded $6.07 
trillion or 38.6% of the GDP 
in 2020.6

Though China has been 
the largest manufacturer in 

C
HIN A  IS  BOTH A 
global leader 
in e-commerce 
and the world’s 
manufacturing 
powerhouse. 

And yet the development 
of an industrial Internet 
is far behind the booming 
consumer Internet, which 
creates a tremendous divide 
between consumer demand 
and the supply side. A dis-
tinctive feature of the recent 
surge of digital economy 
in China is the strong push 
from the rising consumer 
demand for quality prod-
ucts, which has a major 
impact on the industrial 
digitization.4

China has over 1.3 billion 
mobile Internet users, the 
largest online shopper popu-
lation, the largest amount 
and highest ratio of mobile 
payment in the world.1 Ac-
cording to China Statistical 
Yearbook (CSY) 2020, 25% of 
the national retail took place 
online in 2019, amounting 
to $1.8 trillion,3,11 over 90% 
of which was via mobile 

Innovations and Trends  
in China’s Digital Economy
BY FANG SU, XIAO-PENG AN, AND JI-YE MAO

Digital Commerce  |  DOI:10.1145/3481604	
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 H average 23.5% and far lower 
than Germany’s 45.3%, the 
highest in the world.4 An 
Accenture report on digital 
transformation shows that 
digital technologies did not 
yield a satisfactory return 
in two-thirds of the firms 
in China.9 Therefore, the 
manufacturing industry has 
become the primary battle-
field in the era of digital 
economy in China.10

Meanwhile, millennials  
(those born between 
1980–1994) and Generation 
Z (born between 1995–2009) 
account for nearly 40% of the 
Chinese population, who are 
indigenous netizens repre-
senting the most powerful 
force in the Chinese consum-
er market.7 The mobile Inter-
net has become an indis-
pensable part of their daily 
life. The new generations of 
consumers exhibit a strong 
dependence on smartphones 
and social media, reliance 
on key opinion consumers 
(KOCs) and key opinion lead-
ers (KOLs) in making pur-
chasing decisions, pride in 
domestic brands, preference 
for smart products and visual 
attractiveness, attention to 
product attributes related to 
health, entertainment, and 
experience, and willingness 
to pay extra for high quality. 
Their attitudes toward digital 
technologies, lifestyles, and 
shopping experiences create 
both opportunities and chal-
lenges for traditional firms.

It is against such a back-
drop that a new breed of dig-
ital start-ups has emerged, 
and some of them have rap-
idly evolved into a unicorn in 
its industry, by bridging the 
demand and supply sides 
with the mobile Internet. 
This emerging trend could 
represent the future of 
digital economy. This article 
examines how the fusion of 
the world’s largest consumer 
Internet and manufacturing 
powerhouse has created this 

new breed of digital firms in 
the highly competitive red 
ocean of consumer product 
industries, in terms of the 
critical success factors, and 
what lessons can be learned 
by other parts of the world.

Critical Success Factors 
for the Digital Start-ups
This article examines three 
successful digital start-ups, 
which share many common 
characteristics in becom-
ing the top domestic brand 
in their respective industry 
(see accompanying table) 
in three to four years after 
foundation, in terms of five 
critical success factors.

The first factor is product 
innovation that fulfills a 
consumer need and relieves 
their pain with traditional 
products. For example, 
Saturnbird Coffee produces 
quality instant coffee that 
offers the taste and healthy 
ingredients of fresh coffee 
and yet the convenience 
of instant coffee together. 
Similarly, YQSL provides 
“healthy and tasty” bever-
ages, which are in short sup-
ply on the market. Perfect 
Diary addresses consumers’ 
headaches with expensive 
international brands of cos-
metics, and their desire for 
affordable domestic brands 
for young women in the 
18–28 age group.

Moreover, Saturnbird 
Coffee designed capsules 
in bright yellow, red, and 
brown colors, with an attrac-
tive visual identity to appeal 
to the younger generation of 
consumers, who prefer dis-
tinctive and fun packaging. 
YQSL paints a big Japanese 
character “気” on beverage 
bottles to be conspicuous 
among competing brands. 
Perfect Diary’s highly popu-
lar lipsticks take the shape 
of a narrow high heel of 
ladies’ shoe.

The second and the most 
distinctive factor is consum-

er-centric operation based 
on the Internet, which is also 
the fundamental differ-
ence between these digital 
start-ups and traditional 
firms. Starting from R&D, 
every phase of the operation 
involves extensive interac-
tions with consumers. KOCs 
are invited for trial use and 
feedback in an iterative man-
ner, till the product becomes 
satisfactory. Subsequently, 
a wide range of consum-
ers are invited for product 
sampling, and the iteration 
could repeat several rounds 
before product releases. Dur-
ing the sales and adoption 
phases, the digital start-ups 
encourage content-genera-
tion by consumers to share 
their experiences on the 
Internet. Such end-to-end 
interaction with consumers 
allows precise and timely 
insights to consumer needs, 
while increasing brand 

recognition and emotional 
attachment. Moreover, 
not only do the extensive 
interactions with consumers 
shorten R&D cycle time, but 
also allow frequent releases 
of new products. For exam-
ple, Perfect Diary rolled out 
five to six new designs per 
month on average, releasing 
over 1,500 new SKUs (Stock 
Keeping Unit, correspond-
ing to a scannable bar code 
for inventory management) 
during 2019 and 2020. The 
typical cycle time is less than 
six months from idea con-
ception to product release, 
much shorter than the 7–18 
months required by interna-
tional brands.

Attractive product pack-
aging draws the attention of 
KOCs and consumers and 
prompts the sharing of pho-
tos and stories. In fact, over 
90% of the content about 
Saturnbird Coffee on a popu-

New digital start-ups collect  
and use big data extensively 
to gain insights to consumer 
behaviors and to optimize 
interactions with consumers.

Profile of the three focal cases.

Saturnbird 
Coffee

Yuan Qi Sen Lin 
(YQSL) Perfect Diary

Product 
Category

Quality instant 
coffee

Sugar-free 
beverages

Cosmetics

Foundation 2015 2016 2017 

Ranking by 
sales in its 
category

No. 1 coffee 
brand (ahead of 
Nestle) in June 18 
Shopping Festival, 
2019, and Nov. 11 
Shopping Festival, 
2020

No. 1 beverage 
brand (ahead of 
Coco-Cola) during 
June 18 and 
Nov. 11 Shopping 
Festivals, 2020

No. 1 beauty 
makeup brand 
(ahead of 
L’Oréal) during 
Nov. 11 Shopping 
Festival, 2020

Revenue $23 million in 
2019

$450 million in 
2020

$570 million in 
2020

Market 
Value

Raised over $15 
million in series B 
financing

$2 billion 
estimated

$7 billion (stock 
price on NYSE)
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This could result in more 
fundamental reshaping of 
the industry.

Fifth and lastly, the 
digital ecosystem played an 
empowerment role, includ-
ing facilitating international 
expansion and providing 
Internet talents, in addition 
to big data and business 
analytics. Soon after product 
launching, these digital 
start-ups started exporting 
via existing online platforms, 
contrary to the practices of 
earlier generations of Inter-
net firms such as Alibaba 
and Tencent, which entered 
overseas market only after 
achieving dominance in 
China. For example, Perfect 
Diary launched its website 
for overseas consumers 
at its third anniversary, by 
establishing its storefront 
on Tmall & Taobao Overseas 
e-commerce website. Simi-
larly, YQSL and Saturnbird 
Coffee also took the same 
route. YQSL beverages are 
sold in over 30 countries 
and regions including the 
U.S., Japan, and Canada. 
Furthermore, each of these 
digital start-ups attracted 
much needed talents from 
e-commerce firms, and thus 
the founder team involved a 
combination of talents from 
the traditional businesses 
and e-commerce firms.

A Digital Economy Driven 
by the Consumer Internet 
and Empowered by  
a Digital Ecosystem
The success of the three 
digital start-ups demon-
strates a winning formula 
for digital economy (see the 
accompanying figure), which 
is to capture consumer 
needs via the Internet, con-
tract manufacturing along 
with collaborative product 
innovation, and extensive 
consumer participation in 
R&D and marketing. The 
consumer Internet is pulling 
the industrial Internet for-

lar social media platform is 
user-generated, which draws 
additional consumers. Infor-
mation on popular products 
and promotional activities 
is also disseminated via 
the Internet in the forms of 
product sampling, seminars 
and short video tips, and 
infomercials.

Consumer engagement is 
established to maximize cov-
erage via all channels includ-
ing major online market-
places, WeChat (similar to 
Facebook), social commerce 
apps, Weibo (Twitter equiva-
lent), and online forums. For 
example, Perfect Diary uses a 
WeChat personal account to 
post promotion materials on 
its moments first, and then 
broadcasts details to sub-
scribers of the firm’s official 
WeChat account, and lastly 
disseminates promotions 
and URLs for purchasing in 
WeChat groups, in a closed 
circle. The timing of each of 
these steps is based on big 
data on consumers’ daily 
Internet use habits, to maxi-
mize exposure and impact.

The third factor is big 
data-driven decision-
making. The new digital 
start-ups collect and use 
big data extensively to 

gain insights to consumer 
behaviors and to optimize 
interactions with consum-
ers. For example, Perfect 
Diary established an IT and 
data team, which accounted 
for 20% of the headcounts 
at the firm’s headquarters. 
The team built up the IT 
infrastructure, consumer 
big data, a social media-
based marketing engine, 
and a consumer interaction 
platform. Saturnbird Coffee 
made use of business analyt-
ics from Tmall (the leading 
business-to-consumer on-
line marketplace for brand 
name stores to sell prod-
ucts to consumers), which 
revealed that a consumption 
habit would be established if 
someone drinks 50 capsules 
of coffee in two consecutive 
months followed by addi-
tional purchase in 90 days. 
In response, the previous 
nine-capsule package was 
replaced with the 24-capsule 
one, and incentives were 
given for purchasing two 
packages together. Further-
more, a 64-capsule package 
was launched later, which 
became a best-seller.

Fourth, contract manu-
facturing was used along 
with collaborative R&D. 

For example, Saturnbird 
Coffee collaborated with 
a manufacturer in experi-
menting with cold extraction 
and freeze-dried powder 
techniques used in other 
industries and adapted it to 
the making of instant coffee. 
The result was pour-over cof-
fee that could melt in water 
of any temperature in just 
three seconds. YQSL and 
Perfect Diary collaborated 
with contract manufacturers 
for international brands of 
similar products, with capa-
bilities and experience for 
technological innovation.

This collaboration model 
entails a low start-up cost, 
drawing upon the strength 
of China’s manufacturing 
industries. Working with 
established manufacturers 
provides not only quality 
guarantee, but also flexibil-
ity in adjusting production 
techniques and new supple-
mentary ingredients for 
rapid iterations and scaling-
up. However, after signifi-
cant growth in brand power, 
sales, and financing, the 
digital start-ups often chose 
to build their own factory 
and R&D center for stronger 
control over technological 
innovation and processes. 

Key participants

Key processes

Digital ecosystems

Digital
factories

R&D
� Technological

innovations
� Product

innovations

Operations
� Smart and

appealing design
for UGC

� Big data driven
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� Omni-channel

consumer
engagement
online + offline

Manufacturers

Unicorns Millennials + Generation Z

KOC/KOL

Digital
Empowerment

Online marketplaces, social media, mobile payment, and logistics

ConsumersDigital
startups

The ecosystems for digital start-ups.
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ward, which narrows down 
the huge gap between their 
different stages of develop-
ment. In general, the fusion 
between the flourishing 
e-commerce and the robust 
manufacturing powerhouse 
has created fertile soil for 
the rapid growth of digital 
economy in China.

A distinctive character-
istic of the current wave of 
digital economy in China 
is that it is driven by strong 
emerging consumer de-
mand, which pushes techno-
logical and business model 
innovation.4 This driving 
force is quite different from 
that in the developed world, 
for example, technological 
innovation in the U.S.,4 and 
advanced industrial bases 
in western Europe, Japan, 
and South Korea. Moreover, 
Chinese digital start-ups are 
consumer-centric, and their 
operation heavily depends 
on the Internet, featuring 
end-to-end consumer inter-
actions from conception of 
product idea to consumer 
experience after-sales and 
adoption. Such a process 
helps create not only best-
seller products but also 
consumer loyalty.

This research offers two 
key insights for other parts of 
the world for reference. First, 
it is important to leverage 
the consumer Internet and 
ecosystems, which enable 
digital start-ups in many 
ways such as providing chan-
nels for engaging consumers 
directly, gaining big data 
on consumer behaviors, 
and facilitating expansion 
overseas. Connectivity of the 
Internet makes it feasible for 
novel products to gain con-
sumer recognition in a much 
shorter time period than 
before. Moreover, online 
marketplaces offer not only 
business analytics but also 
talents who understand how 
the Internet and social me-
dia can be used to operate in 

a consumer centric manner. 
This growth pattern of digital 
economy might hold true for 
other parts of the world, that 
is, a well-established con-
sumer Internet and digital 
ecosystem play a key role in 
enabling digital start-ups. 
Second, in keeping pace with 
the digital economy, there 
will be a surge in the demand 
for digital talents needed 
not only for developing the 
IT infrastructure, natural 
language processing tools, 
and analytics platforms, but 
also acquiring and analyzing 
user-generated contents and 
consumer behavioral data on 
the Internet. The computer 
science and related fields 
would be a primary source 
for providing such digital tal-
ent and should be prepared 
for this new demand.

Future Challenges  
and Directions
The three digital start-ups 
analyzed in this article dem-
onstrate exciting new trends 
in the digital economy in 
China, which represents a 
fusion with the traditional 
economy, and efficient 
bridging between consumer 
demand and the supply. 
These new trends could also 
be instrumental for integrat-
ing the Chinese economy 
into the global value chain 
and supply chain. Neverthe-
less, the digital economy in 
China faces serious chal-
lenges ahead.

First, there is a huge 
disparity in regional devel-
opment of digital economy. 
Digital economy accounts 
for over 40% of the GDP in 
the more developed eastern 
coastal regions, compared to 
under 25% in the northwest-
ern regions with insufficient 
innovation and resources. 
Given the differences in 
regional industry structures 
and resource endowment, a 
universal development path 
for digital economy does not 

exist. Therefore, a key chal-
lenge is how to promote the 
fusion between traditional 
economy and digital econo-
my along with cross-regional 
collaboration.

Second, the disparate 
distribution of digital 
infrastructures and human 
talents is another major 
hindrance for digital trans-
formation in the majority of 
Chinese firms, which creates 
a new digital divide. The best 
digital talents and advanced 
digital infrastructures are 
concentrated in Internet 
companies, leaving few for 
the traditional economy. As 
a result, many traditional 
firms are unable to take 
advantage of the consumer 
Internet, despite the exis-
tence of digital ecosystems 
including social media, 
online marketplaces, and 
online payment systems. 
Therefore, a national prior-
ity remains to upgrade the 
IT infrastructure to enable 
digital innovation, and to 
educate digital talents.

Third, as demonstrated 
earlier in this article, digital 
start-ups must expand 
overseas for greater success 
and economies of scale, 
while maintaining a lead-
ing position in the domestic 
market. To this end, they 
should pay close attention 
to global product standards 
and technological innova-
tion and stay committed 
to R&D collaboration with 
overseas partners for mutual 
benefits. 
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Chen conducted a study 
that analyzed the scores of 
computer system courses 
in the National Entrance 
Examination to Graduate 
School for the years of 
2009–2012. The statistical 
results show the average 
scores were extremely low, 
ranging from only 34.3 to 
49.3 during the four years 
and the scores of operating 
systems were a bit better, 
ranging from 41.3 to 54.4.3 
This situation stunned 

Bridging the Gap between 
Theory and Practice
Recognizing the problems, 
Chinese educators decided 
to reform computer system 
education under the 
leadership of the Steering 
Committee on Computer 
Education of the Ministry 
of Education. Eight 
universities pioneered 
computer system education 
reform, aimed at determin-
ing curricula that not only 
covered basic concepts and 
key principles but also 
emphasized applying 
knowledge of multiple 
layers to solve problems. 
Educators of these universi-
ties rewrote textbooks to 
organize computer system 
knowledge with a more 
comprehensive structure, 
redesigned course projects 
with sufficient challenging 
tasks and built teaching 
platforms to facilitate 
students’ practice. Promot-
ing students’ system ability 
soon became one of the 

Chinese educators for it 
revealed serious problems 
in computer science educa-
tion before 2010 in China.

Specifically, there were 
two main problems: First, 
computer science courses 
mainly focused on memo-
rizing concepts rather than 
practice training, therefore 
most undergraduates never 
dived into challenging tasks 
such as building a CPU or 
an OS kernel from scratch. 
Second, knowledge was 
taught in a disconnected 
manner, so that undergrad-
uates lacked the overview 
of a whole computer 
system with multiple 
layers, such as programs, 
compilers, operating 
systems, instruction set 
architectures (ISAs), and 
computer architecture. 
When encountering a 
problem requiring knowl-
edge of multiple layers, 
students usually became 
confused without knowing 
how to start.

C
OMPUTER 

SYSTEM 

COURSES (for 
example, 
computer 
organization, 

computer architecture, 
operating system, and 
compiler) are the founda-
tion of computer science 
education. However, it is 
difficult for undergradu-
ates to fully grasp key 
concepts and principles of 
computer systems due to 
the gap between theory and 
practice. To mitigate the 
gap, Chinese educators 
have spent the last decade 
focusing on teaching 
undergraduates to build 
real computer systems. 
They carried out many 
effective reform measures 
with the philosophy of 
learning-by-doing, which 
have significantly improved 
the computer system skills 
and abilities of Chinese 
undergraduates.

Computer system 
education in China before 
2010. In 2013, Yuan and 

Teaching Undergraduates to 
Build Real Computer Systems
BY CHUNFENG YUAN, XIAOPENG GAO, YU CHEN, AND YUNGANG BAO

Education Reform  |  DOI:10.1145/3481606	

Chinese educators have devoted 
exhaustive efforts over the past 
10 years to reform measures for 
improving the technical skills of 
undergraduates by teaching them 
to build real computer systems. 

Students at Tsinghua University in Beijing.
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the computer systems 
arena is still far behind 
developed countries. A 
survey of 10 years’ worth 
of papers from ISCA/
OSDI/SOSP conferences 
(2008–2017) showed the 
number of China-based 
first authors as only 1/20 
the number from the U.S.1 
China has a huge demand 
for computing talent, how-
ever, computer science 
education is challenged 
by the need to include 
extensive practice train-
ing. Over the past decade, 
China’s educators have 
realized the importance of 
practice and conducted a 
series of reform measures 
to change the status. 
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hottest topics in the 
computer education field in 
China and more than 100 
universities joined together 
to reform their curriculums. 
Educators also found that 
competition is an effective 
measure for improving 
computing abilities and 
then launched several 
nationwide competitions.

The Practice  
of Learning-by-Doing
Chinese educators have 
devoted exhaustive efforts 
over the past 10 years  
to reform measures for  
improving the technical 
skills of undergraduates  
by teaching them to build 
real computer systems. 
Generally, there are four 
kinds of practices:

	˲ Project assignments: 
Several universities, such 
as Nanjing University  
and Peking University, 
devised new courses that 
comprehensively introduce 
computer systems and 
provide challenging  
project assignments (PAs). 
For example, Nanjing 
University’s PAs require 
undergraduates to com-
plete a full system emulator 
step by step, which consists 
of a CPU and an OS and is 
designed to run a popular 
computer game.

	˲ FPGA-based systems: 
Many universities instructed 

undergraduates to build 
computer systems from 
scratch based on FPGAs. 
In Tsinghua University, for 
example, the final project 
of a computer organiza-
tion course is to build a 
reduced CPU from scratch 
that can run applications 
on an FPGA board in just 
three weeks. During the 
Fall 2020 semester, 242 
undergraduates took 
the course and success-
fully completed the final 
project. Meanwhile, the 
OS course project and the 
network course project in-
volve building an operating 
system and a router from 
scratch respectively.

	˲ Real chips: Some 
universities instructed 
undergraduates to build 
real chips. In 2019, Univer-
sity of Chinese Academy of 
Sciences launched the One 
Student One Chip (OSOC) 
Initiative. Five under-
graduates participated in 
the OSOC Initiative and 
completed a 64-bit RISC-V 
processor SoC named Nut-
Shell,2 which was manufac-
tured by SIMC 110nm tech-
nology and can successfully 
run Linux at 200MHz. In 
2020, 11 undergraduates 
from five universities par-
ticipated in the second-year 
OSOC Initiative and built 
nine different RISC-V CPU 
cores that were tapped out 

in December 2020.
	˲ Competitions: In 2017, 

the Steering Committee 
on Computer Education 
launched a nationwide 
competition in computer 
system ability that has al-
ready attracted more than 
2,000 undergraduates from 
about 100 universities to 
participate. The competi-
tion initially focused on 
CPU design and as of 2021 
includes operating system 
topics and compiler topics, 
in which 201 teams and 99 
teams registered to partici-
pate respectively. Over the 
past five years, the com-
petition has continuously 
improved undergraduates’ 
computer system skills. 
In 2017, 30% of the teams 
were able to complete CPU 
designs with caches and 
10% of CPU designs can 
run OSs, among which 
only one team successfully 
ported Linux on their CPU. 
By contrast, in 2019, 100% 
of teams completed CPU 
designs with caches and 
54% of CPUs can run OSes. 
One team even completed 
a 4-issue out-of-order CPU 
design that can run on an 
FPGA. The competitions 
have significantly promot-
ed the active atmosphere of 
computer system educa-
tion and improved student 
skillsets.

Conclusion
China’s pool of talent in 

Competitions have significantly 
promoted the active  
atmosphere of computer 
system education and improved 
the computing capabilities of 
undergraduate students in China.

The 64-bit NutShell RISC-V processor designed by students from 
the University of the Chinese Academy of Sciences.P
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NLP, especially the recent 
breakthroughs in the Chi-
nese NLP community.

Since knowledge is 
closely related to human 
languages, the ability to 
capture and utilize knowl-
edge is crucial to make 
machines understand 
languages. As shown in the 
accompanying figure, the 
symbolic knowledge for-
malized by human beings 
was widely used by NLP 
researchers before 1990, 
such as applying grammar 
rules for linguistic theories3 
and building knowledge 
bases for expert systems.1 
After 1990, statistical 

become the consensus of 
NLP researchers.

The spectrum depicted 
in the figure shows how 
knowledge was used for 
machine language un-
derstanding in different 
historical periods. The 
framework shows how 
to inject knowledge into 
different parts of machine 
learning.

Knowledgeable ML  
for NLP
To clearly show how to 
utilize knowledge for NLP 
tasks, we introduce knowl-
edgeable machine learning. 
Machine learning consists 

learning and deep learning 
methods have been widely 
explored in NLP, where 
knowledge is automatically 
captured from data and 
implicitly stored in model 
parameters. The success 
of the recent pretrained 
language models (PLMs)4,13 
on a series of NLP tasks 
proves the effectiveness of 
this implicit knowledge in 
models. Making full use of 
knowledge, including both 
human-friendly symbolic 
knowledge and machine-
friendly model knowledge, 
is essential for a better 
understanding of languag-
es, which has gradually 

I
N  THE  PA ST  

decades, one line 
has run through 
the entire research 
spectrum of 
natural language 

processing (NLP)—knowl-
edge. With various kinds 
of knowledge, such as 
linguistic knowledge, 
world knowledge, and 
commonsense knowledge, 
machines can understand 
complex semantics at dif-
ferent levels. In this article, 
we introduce a framework 
named “knowledgeable 
machine learning” to 
revisit existing efforts to 
incorporate knowledge in 

Knowledgeable Machine 
Learning for Natural 
Language Processing
BY XU HAN, ZHENGYAN ZHANG, AND ZHIYUAN LIU

ML Framework  |  DOI:10.1145/3481608 	

A historical glimpse of the NLP research spectrum and the whole framework of knowledgeable machine learning.
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of four components: input, 
model, objective, and 
parameter. As shown in 
the figure, knowledgeable 
machine learning aims at 
covering the methods that 
apply knowledge to en-
hance these four machine 
learning components. 
According to which com-
ponent is enhanced by 
knowledge, we can divide 
existing methods utilizing 
knowledge for NLP tasks 
into four categories:

Knowledge augmenta-
tion enhances the input of 
models with knowledge. 
There are two mainstream 
approaches for knowledge 
augmentation: one is to 
directly add knowledge into 
the input, and the other is 
to design special modules 
to fuse the original input 
and related knowledgeable 
input embeddings. So far, 
knowledge augmentation 
has achieved promising re-
sults on various tasks, such 
as information retrieval,11,18 
question answering,10,15 and 
reading comprehension.5,12

Knowledge support aims 
to bolster the processing 
procedure of models with 
knowledge. On one hand, 
knowledgeable layers can 
be used at the bottom for 
preprocessing input fea-
tures, and features can thus 
become more informative, 
for example, using knowl-
edge memory modules6 to 
inject informative memo-
rized features. On the other 
hand, knowledge can serve 
as an expert at top layers for 
post-processing to calculate 
more accurate and effective 
outputs, such as improving 
language generation with 
knowledge bases.7

Knowledge regular-
ization aims to enhance 
objective functions with 
knowledge. One is to build 
extra objectives and regu-
larization functions. For ex-
ample, distantly supervised 

learning utilizes knowledge 
to heuristically annotate 
corpora as new objectives 
and is widely used for a 
series of NLP tasks such 
as relation extraction,8 
entity typing,17 and word 
disambiguation.9 The 
other approach is to use 
knowledge to build extra 
predictive targets, such as 
ERNIE,20 CoLAKE,14 and KE-
PLER,16 which take knowl-
edge bases to build extra 
pre-training objectives for 
language modeling.

Knowledge transfer aims 
to obtain a knowledgeable 
hypothesis space and 
make it easier to achieve 
effective models. Both 
transfer learning and self-
supervised learning focus 
on transferring knowledge 
from labeled and unla-
beled data respectively. 
As a typical paradigm of 
transferring model knowl-
edge, fine-tuning PLMs has 
shown promising results on 
almost all NLP tasks. Some 
Chinese PLMs like CPM21 
and PanGu-alpha19 have 
recently been proposed 
and have shown awesome 
performance on Chinese 
NLP tasks. CKB2 has further 
been proposed to build 
a universal continuous 
knowledge base to store 
and transfer model knowl-
edge from various neural 
networks trained for differ-
ent tasks.

Besides the studies 
mentioned here, many 
researchers in the Chinese 
NLP community are com-
mitted to using knowledge 
to enhance NLP models. 
We believe all these efforts 
will advance the develop-
ment of NLP toward better 
language understanding.

Conclusion
In this article, we introduced 
a knowledgeable machine 
learning framework to 
show existing efforts of 

utilizing knowledge for 
language understanding, 
especially some typical 
works in the Chinese NLP 
community. We hope this 
framework can inspire 
more efforts to use knowl-
edge for better language 
understanding. 
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Since knowledge is closely 
related to human languages, 
the ability to capture and utilize 
knowledge is crucial to make 
machines understand languages.
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educational ecosystem to 
foster AI+X education in 
China via an interdisci-
plinary initiative.

AI is committed to the 
realization of machine-
borne intelligence. The 
appropriate utilization 
of AI to a variety of re-

electronic engineering, 
biology, linguistics, and 
psychology to deliver great 
theoretical, technological, 
and applicable innova-
tions, address complex 
societal issues, reshape 
the national industrial 
system, and more.2,6,8

AI Undergraduate  
and Graduate Curricula
AI has become an under-
graduate major at more 
than 300 universities in 
China as of March 2021, as 
approved by the Ministry 
of Education in 2019. 
Many Chinese universi-
ties established AI schools 
(such as Xidian, Nanjing 
University, and Xi’an Jiao-
tong) and institutes (such 
as Zhejiang University, 
Peking University, and 
Tsinghua University) in 

search fields is speed-
ing up multiple digital 
revolutions, from shift-
ing paradigms in health 
care, to education offered 
worldwide, to future cities 
made optimally efficient 
by autonomous vehicles. 
However, contemporary 
AI systems are good at 
specific predefined tasks 
and are unable to learn by 
themselves from data or 
from experience, intuitive 
reasoning, and adapta-
tion. From the perspec-
tive of overcoming the 
limitations of existing AI, 
interdisciplinary scientific 
efforts are necessary to 
boost future research in 
this field. As a result, the 
next AI breakthroughs 
will be endeavors that 
draw upon neuroscience, 
physics, mathematics, 

A
RTIFICIAL 

INTELLIGENCE 

(AI) has the 
potential 
to enhance 
every 

technology as it resembles 
enabling technologies like 
the combustion engine or 
electricity. Many people 
in this field believe AI is 
general purpose, with a 
multitude of applications 
across many different 
disciplines. We believe the 
nature of AI is interdisci-
plinary. In other words, 
the power of AI lies in 
augmenting its ability to 
accelerate research expo-
nentially and the possibili-
ties are endless.

As a result, demand 
for professionals who are 
hard-wired in AI technolo-
gy knowledge but who also 
possess interdisciplinary 
perspectives and transfer-
able skills is becoming 
increasingly important. 
This article explores the 
endeavor of nurturing an 

AI+X Micro-Program Fosters 
Interdisciplinary Skills in China 
BY FEI WU, QINMING HE, AND CHAO WU

AI Education  |  DOI:10.1145/3481612	

China is fostering AI education 
in universities by strengthening 
the interdisciplinary links 
between AI and relevant 
fields, instead of merely 
offering a few core courses as 
a part of the CS discipline.

http://dx.doi.org/10.1145/3481612
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universities, government, 
and industry.

Textbooks are essential 
for students as well as 
teachers. For the student, 
an effective textbook of-
fers guidelines for what 
they can expect to learn. 
For the teacher, it pro-
vides objective reasons 
for why a particular topic 
should be taught and the 
educational goals it satis-
fies. In cooperation with 
more than 30 universities, 
China’s higher educa-
tion press is publishing a 
series of AI textbooks that 
cover theoretical models, 
algorithms, technologies, 
AI ethics as well as AI+X 
interdisciplinary research.

Online courses allow 
students to learn from 
anywhere and at any time, 
which is more flexible, 
customized, and cost-
effective than traditional 
education. Each course in 
the AI+X micro-program 

recent years for research 
training, especially AI 
Ph.D. programs. Today, AI 
is the fastest-growing dis-
cipline at China’s univer-
sities. China is fostering 
AI education in universi-
ties by strengthening the 
interdisciplinary links 
between AI and relevant 
fields, instead of offering a 
few core courses as a part 
of the computer science 
discipline. For example, 
China’s top music univer-
sity—Central Conserva-
tory of Music—started to 
recruit students with the 
three-year Ph.D. program 
covering music and AI, 
and Southwest University 
of Political Science & Law 
opened a school of AI and 
law to equipped students 
with strong AI+ law knowl-
edge and professional 
skills.

Since the fundamental 
goals of AI are to enable 
machines with human-like 
capabilities, such as sens-
ing (for example, speech 
recognition, natural 
language understanding, 
computer vision), prob-
lem-solving (for example, 
search, optimization, and 
learning) and acting (for 
example, robotics and sys-
tems), the core AI courses 
in undergraduate and 
graduate curricula gener-
ally consist of computer 
science, mathematics, and 
statistics. In particular, AI 
ethics and responsibility 
to humankind are an im-
portant part of the courses 
since the long-term goal 
of keeping AI beneficial to 
human society is crucial.

AI+X Micro-Program
A micro-program consists 
of a set of micro-courses in 
a specified field. Micro-
courses can help learners 
gain knowledge in small 
units in a short period of 
time. As a result, micro-

courses provide potential 
opportunities for profes-
sionals to expand their 
competencies without 
leaving their current roles 
and are designed to keep 
their expertise up to date.

In April 2021, an AI+X 
micro-program was of-
fered to 300 students 
outside the AI discipline 
by six top universities in 
east China—Shanghai Jiao 
Tong University, Fudan 
University and Tongji 
University in Shanghai, 
Zhejiang University in Zhe-
jiang Province, Nanjing 
University in Jiangsu Prov-
ince, and the University of 
Science and Technology of 
China in Anhui Province, 
and with some companies 
such as Huawei, Baidu, 
and SenseTime. Since an 
AI+X micro-program is 
expected to train students 
with a solid background 
in a thematic discipline 
(X) who need AI to tackle a 
specific scientific chal-
lenge, the AI+X micro-pro-
gram currently allows the 
students from thematic 
discipline to register.

The accompanying 
table lists the curricula of 
the AI+X micro-program, 
which consists of more 
than 40 online courses in 
six categories (prerequi-
site course, AI fundamen-
tal compulsory course, 
module course, algorith-
mic practical course, inter-
disciplinary course, and 
summer camp course). 
Each course is taught 
in online SPOC (small 
private online course) to 
registered students for 
11 weeks. Each course is 
scheduled to meet 1–2 
hours a week. After finish-
ing each course, an offline 
examination is given.

Each registered student 
is required to complete a 
total of at least 12 credits 
within 1–2 years to obtain 

a certificate signed togeth-
er by the aforementioned 
universities. Moreover, 
these universities allow 
registered students to 
use AI+X online courses 
to count toward their de-
grees. That is, registered 
students who enroll in an 
AI+X micro-program may 
have those credits trans-
ferred to fulfill their major 
requirements.

Motivated by the mis-
sion of quality-first, with 
open and cooperative 
sharing, AI+X micro-pro-
gram courses are expected 
to be available to the pub-
lic in the near future.

AI+X Education  
Ecosystem
The foundation for a 
healthy AI educational 
ecosystem is built on AI+X 
skills training, textbooks, 
online courses, and prac-
tice platforms as well as 
the collaboration between 

The curricula of AI+X micro-program. 

Category
Courses (in total more 
than 40 online courses) Description

Prerequisite 
Course

Data structure, C 
programming language,  
problem-solving, Python, 
Java

No credit required.  
We encourage 
students from X 
disciplines to have 
basic programming 
skill before attending  
AI+X micro program

AI Fundamental 
Compulsory 
Course

The introduction to AI, 
pattern recognition and 
machine learning, AI 
programming, seminar for 
AI advanced topic

Each student  
is required to select  
three courses  

Module Course Currently there are six 
modules: sensing and 
perception, hardware and 
system, creative design, 
game and decision, robotics, 
and intelligent city, 

Each module 
comprises several 
courses. Each student 
is required to select  
at least two courses 
from two modules. 

Algorithmic  
Practical Course

Courses provided mainly by 
companies such as Huawei, 
Baidu, and Sensetime, 
among others. 

Each student  
is required to select 
one course.

Interdisciplinary 
Course

Interdisciplinary course 
such as AI + health,  
AI + economics,  
AI + law, AI + pharmacy, 
AI + finance,  
AI + public management

Each student  
is required to select  
one course

Summer Camp 
Course

No credit required
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4.	 Bridging the gap 
between AI+X interdisci-
plinary research to offer 
suitable AI+X teaching 
projects for students not 
from AI discipline.1,3,4

Accelerating the devel-
opment of a new genera-
tion of AI is a key strategy 
for China, to boost devel-
opments in science and 
technology, to upgrade 
every industrial domain, 
and to increase overall pro-
ductivity.5,7 Building up an 
AI ecosystem is very impor-
tant to nurture more AI+X 
talents. In a healthy AI eco-
system, each participant 
across multiple industries 
and domains can find vari-
ous ways to thrive.
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is required to be available 
online and some courses 
have been recognized as 
national-level, high-quali-
ty MOOCs.

The best way to learn AI 
is to practice. One can-
not truly learn until and 
unless one truly gets some 
hands-on training for 
solving real problems. The 
training platform used in 
the AI+X micro-program is 
Wise Ocean, which pro-
vides a one-stop reposi-
tory of resources to help 
AI+X curriculum learners 
better understand the 
promise and implications 
of domain-specific AI, 
such as machine-learning 
driven drug discovery (see 
the accompanying figure).

Wise Ocean, like 
MINIX, is not merely 
a teaching tool. Early 
versions of MINIX were 
created merely for educa-

tional purposes. Starting 
with MINIX 3, the pri-
mary aim of development 
shifted from education 
to the creation of a highly 
reliable and self-healing 
microkernel OS. The Wise 
Ocean platform would col-
lect open source codes for 
plenty of AI+X interdisci-
plinary innovative research 
since registered students 
will finish their assigned 
projects. Therefore, Wise 
Ocean will evolve into a 
synergistic combination of 
research and education—a 
platform that can educate 
students (future innova-
tors) to apply cutting-edge 
AI technologies to many 
industries.

In March 2020, China’s 
Ministry of Education, the 
National Development 
and Reform Commis-
sion, and the Ministry of 
Finance co-issued guide-

lines to urge universities 
to create interdisciplinary 
skill-cultivation systems to 
substantially improve the 
level of graduate education 
in AI and also encourage 
enterprises to ramp up 
investment to support the 
development of AI-related 
disciplines and high-level 
skills training. The AI+X 
micro-program sets up a 
collaborative innovation 
system via interactions 
with universities and in-
dustry for AI development. 
For example, companies 
provide their programming 
tools, industrial demands, 
and computing power to 
cultivate AI+X students.

Challenges  
and Conclusion
Most research fields 
increasingly encompass 
data analysis that requires 
computer science skills. 
The University of Illinois 
has designed a set of CS+X 
degree programs that al-
low students to pursue a 
flexible program of study 
incorporating a strong 
grounding in computer 
science with technical 
or professional training 
in the arts and sciences 
(such as CS+ Astronomy, 
CS+ Chemistry, and CS+ 
Economics). AI+X micro-
programs in China must 
practice online (MOOC or 
SPOC), resulting in several 
challenges:

1.	 Qualified textbooks 
as well as the correspond-
ing online courses to 
guide students to better 
learn online courses.

2.	 A flexible training 
platform consisting of 
data, model, teaching 
scenario, and industrial 
demands.

3.	 Computing power for 
students to train their AI 
models online is difficult, 
but rising faster than ever 
before.

Wise Ocean will evolve into 
a synergistic combination of 
research and education—a 
platform that can educate 
students (future innovators) 
to apply cutting-edge AI 
technologies to many industries.

The architecture of Wise Ocean.

Training platform: AI+X research and applications
(drug discovery and smart city, and so forth)

Models Algorithms

Teaching
Scenarios

Industrial
Demands

Courses in curricula of AI+X micro-program

AI Programming and Computing Framework

System Application

+
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ecosystem was lagging 
behind U.S. in 2017, ac-
cording to a McKinsey 
Global Institute analysis 
of the country’s AI sector.1 
However, the mountains 
of data available due to 
China’s population served 
as a precondition for 
training AI systems, so the 
country’s global ranking 
soon soared.

The AI industry took 
a hit with the COVID-19 
outbreak, but statistics 
show it is still on a growth 
trend. In 2020, China 
also invested $9.9 billion 
in AI start-ups, account-
ing for 23.52% of global 
investment and ranking 
second.2

China saw a very 
substantial increase in 
start-up investments in 
2017 and 2018, reaching 
a maximum of $12.6 bil-
lion in 2018. However, it 
declined in 2019 and 2020 
due to the impact of the 
pandemic.2

Chinese AI start-ups 
have a relatively concen-
trated distribution. By the 
end of 2019, there were 
more than 1,000 active AI 
companies in mainland 
China, accounting for 

ligent speech and seman-
tics, robotics, and drones, 
that have shown a ten-
dency toward industrial 
clusters.

The Chinese AI industry 
targets three main layers: 
Basics, technology, and 
application. Some 80% of 
Chinese AI start-ups focus 
on the application layer, 
and a great percentage of  
those companies cover 
robotics, drones, AI and 
healthcare, AI and finance, 
and AI and manufactur-
ing. Moreover, there are 

more than one-fifth the 
global number. Beijing-
owned AI businesses 
(468) ranked first globally. 
Among the top 20 cities in 
the world with the most 
significant number of AI 
companies, there are four 
located in China. The AI 
companies in China are 
primarily based in the Bei-
jing–Tianjin area, Yangtze 
River Delta, Pearl River 
Delta, and the Midwest’s 
key provinces. There are 
several fields, including 
computer vision, intel-

C
HIN E SE  AI  BUSI-

N E SSE S have 
been growing 
rapidly since 
2010. They 
have attracted 

significant investment 
from Internet giants 
and a vast number of 
emerging AI companies 
have emerged. Over the 
past decade, Chinese AI 
start-ups have gradually 
moved away from noisy 
bubbles and landed in 
an investment boom. In 
2020, when people were 
fighting against the pan-
demic, CloudMinds, an AI 
start-up based in Beijing, 
developed a humanoid 
service robot named 
Cloud Ginger XR-1. Ginger 
played an important role 
in local hospitals, deliver-
ing food and medication 
to patients in a contact-
less manner when it was 
needed the most. More-
over, Ginger entertained 
patients, freeing up doc-
tors and medical teams 
to focus on more critical 
health matters.

China ranked sec-
ond worldwide in total 
investments in AI start-
ups. China’s AI start-up 

AI Start-Ups in China
BY JING YANG

AI Enterprises  |  DOI:10.1145/3481610	

Over the past decade,  
Chinese AI start-ups have 
gradually moved away from  
noisy bubbles and landed  
in an investment boom. 

Cloud Ginger 

http://dx.doi.org/10.1145/3481610
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unicorn companies, for 
example, Megvii, Sense-
Time, DJI, and UBTECH, 
that also fall under the 
applications umbrella.

China reshapes the 
industry and blossoms in 
chip R&D and autonomous 
vehicle start-ups. As pre-
dicted, the semiconduc-
tor industry experienced 
hardships in 2021 as the 
chip shortage escalated. 
China has attached great 
importance to developing 
an independent industrial 
chain with core technol-
ogy and regards it as an 
effective national strategy. 
Indeed, original innova-
tion has become the new 
engine of AI entrepreneur-
ship in China. Start-ups 
including Cambricon, 
Yuntian Lifei, and Horizon 
have scaled in AI chips. 
Biren and Suiyuan have 
received major funding. 
Companies like Yitu, 
which started with algo-
rithms, have also stepped 
into the chip industry.

Autonomous driving 
is another area where 
China’s AI start-ups 
have exploded. Didi, for 
example, is an established 
autonomous vehicle 

company. NIO, Xiaopeng, 
and Li Auto are accelerat-
ing the pace of develop-
ing new energy vehicles. 
Moreover, Deepblue AI, 
Pony AI, and other compa-
nies building self-driving 
cars have started a new 
funding round. With this 
massive injection of capi-
tal, China’s AI industry 
has seen a large number 
of unicorns as well as in-
dustrial agglomeration in 
the fields of computer vi-
sion, semiconductor, and 
autonomous vehicles. It is 
believed that in the near 
future, AI enterprises will 
blossom across the entire 
continent and AI entre-
preneurship will show a 
large-scale outbreak with 
more high-tech compa-
nies emerging! 
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Figure 1. Comparison of the amount of investment in AI start-ups in 
the U.S., China, and the U.K. in 2020.
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NUI enables strong 
perception, natural  
information access, and 
multichannel ability of 
computing systems, which 
can open new opportunities 
on quantitative, multimodal, 
and implicit monitoring 
support for detecting 
neurological diseases. 
Ubiquitous computing and 
multimodal sensing are two 
NUI technologies that 
provide NUI with distinct 
advantages in disease 
detection over conventional 
neurological assessment 
approaches.

Ubiquitous computing 
allows us to have access to 
robust sensing of human 
physiological states any-
where and anytime. Enabled 
with cutting-edge machine 
learning and signal process-
ing approaches, the ubiqui-
tous device can sense the 
“hidden” physiological 
signal using its built-in 
sensors. Therefore, we can 
provide real-time physiologi-
cal signals as inputs to 
communicate with the user 
interface, forming a bio-

patients with neurological 
diseases have motor deficits 
in gait or hands, while others 
show cognitive impairments 
such as memory loss or 
difficulty in decision-mak-
ing. NUI-based diagnosis 
systems use multimodal 
input such as voice, finger 
touch, body motion, and 
facial expression to evaluate 
neurological function. By 
combining the advantages of 
all these inputs in sensing 
different symptoms, the 
NUI-based diagnosis 
systems can provide more 
comprehensive and accurate 
assessments of patients’ 
neurological function.

Researchers found 

cybernetic loop between the 
user and the computing 
system. Harvard Sensor Lab 
developed a Mercury system 
that consists of several 
wearable accelerometers for 
long-term data collection for 
people affected by neurologi-
cal diseases.6 The ability to 
acquire, process, and 
wirelessly transmit physi-
ological data during daily 
activities is the primary 
advantage of ubiquitous 
computing technologies.

The multimodal sensing 
ability in NUIs also provides 
unique power in detecting 
neurological diseases. 
Symptoms of such diseases 
vary among people. Some 

N
E UROLOG ICAL 

D ISE A SE S,  S UCH 

as cerebrovas-
cular disease, 
Parkinson’s 
disease (PD), 

Alzheimer’s disease, have 
become the leading cause of 
death in China. Neurological 
function evaluation is crucial 
for the diagnosis and 
intervention of neurological 
diseases. Clinically, neuro-
logical function is evaluated 
by various scales, tests, and 
questionnaires. However, 
these methods rely on costly 
professional equipment and 
medical personnel. They 
cannot be used as a means of 
daily evaluation of neurologi-
cal diseases. Natural user 
interface (NUI) is a new 
generation of user interfaces. 
In recent years, NUI-based 
health sensing has become a 
hot topic in human-comput-
er interaction research. This 
article discusses recent 
advances in the use of NUI 
for neurological disease 
detection and assessment. 
We also share some of our 
practices in this area.

The multimodal sensing ability  
in NUIs also provides  
unique power in detecting 
neurological diseases.

Natural Interactive Techniques 
for the Detection and Assessment 
of Neurological Diseases
BY FENG TIAN, YUNTAO WANG, AND YICHENG ZHU

Medical Advances | DOI:10.1145/3481616
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monitoring, and long-term 
tracking for neurological 
function evaluation.

Our joint research group 
from the Institute of 
Software, Chinese Academy 
of Sciences, and Peking 
Union College Hospital have 
developed a set of multi-
modal natural human-com-
puter interactive diagnosis 
tools for neurological 
disease detection. We use 
pens, postures, intelligent 
objects, voice, touch-screen 
mobile devices, and other 
multichannel interactive 
devices to carry out early 
warnings and auxiliary 
diagnoses of nervous system 
diseases. Therefore, we can 
enable health screening, 
clinical diagnosis, prognosis 
evaluation, and rehabilita-
tion monitoring for neural 
health.

We explored diagnosing 
central nervous system 
disorders from a wide range 
of pen-based sketching 
tasks (see Figure 1). We 
proposed novel approaches 
to extract features that 
reflect both motion func-
tions and cognitive func-
tions of the human body 
and are independent of the 
content and type of the 
sketches. In a 490-subject 
(107 patients) user study, we 
found our approach 
achieved 83.15% average 
accuracy on five sketching 
tasks with different degrees 
of freedom. The result 
demonstrated the feasibility 
of diagnosing neurological 
diseases via daily sketching 
activities.

We also explored the 
feasibility and accuracy of 
detecting motor impair-
ment in early PD via sensing 
and analyzing users’ 
common touch gestural 
interactions on smart-
phones (see Figure 2). We 
investigate four common 
gestures, including flick, 
drag, pinch, and handwrit-

IMU1 or typing activities4,11 in 
smartphones to detect 
motion abnormalities of 
neurological diseases. The 
multimodal sensing ability 
of NUI provides key techni-
cal support for the whole 
process of diagnosis and 
treatment, such as early 
warning screening, clinical 
diagnosis, prognosis 
evaluation, rehabilitation 

diseases.2,8,10 Gait, as a 
behavioral feature of 
human’s daily movement, 
can reflect human mobility, 
physical fitness, and health,3 
and can thus be used in PD 
detection.5 A variety of 
approaches based on 
smartphones have been 
proposed to detect nervous 
system diseases. These 
approaches use embedded 

relationships between 
patients’ performances and 
neurological function in 
many interaction modali-
ties. Speech pathologists 
found there is a relationship 
between neurological 
function and pronuncia-
tion.7,12 Sketching can reflect 
motor and cognitive 
function impairments in 
patients with neurological 

Figure 1. Pen-based nervous system disorders system and typical test.

a) Subject is taking the test; b) trail-making test; c) clock drawing test; 
d) Archimedes spiral test; e) Graph Copying Test; f) handwriting test.

Figure 2. Detecting motor impairment on smartphones.

a) Sample pictures of subjects in this study; b) Common touch gestures explored in this research. 
A: flick gestures; B: drag gestures; C: handwriting gestures; D: pinch gestures; E: tap gestures 
(typing); F: alternating finger tapping (AFT, included as a clinical reference).9
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ing gestures, and propose a 
set of features to capture PD 
motor signs. Through a 
102-subject (35 early PD 
subjects and 67 age-
matched controls) study, 
our approach achieved an 
AUC of 0.95 and 0.89/0.88 
sensitivity/specificity in 
discriminating early PD 
subjects from healthy 
controls.9 Our work consti-
tutes an important step 
toward unobtrusive, 
implicit, and convenient 
early PD detection from 
routine smartphone 
interactions.

This project was selected 
as one of the “30 best cases 
of AI applications in the 
medical and health domain” 
by the national health 
department. The previous 
achievements in this project 
won the second prize in 
national science and 
technology progress in 2018.

The existing technical 
achievements and our 
practice show that the 
strong perception, natural-
ness information access, 
and multi-channel ability 
of NUI can facilitate 
neurological assessment 
methods and provide 
quantitative, multimodal, 
and non-task monitoring 
support to detect neuro-
logical diseases. 
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NUI-based diagnosis systems  
use multimodal input such  
as voice, finger touch, body 
motion, and facial expression to 
evaluate neurological function.
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for regular workloads such 
as stencil-based and struc-
tured grid-based computa-
tions. Are they also capable 
of processing extreme-
scale graphs?

In this article, we discuss 
our efforts to enable ex-
treme-scale graph process-
ing in two leading super-
computer architectures.

Tianhe hardware 
features. The Tianhe su-
percomputer has unique 
designs for its many-core 

interface. Each panel has 
eight cache-coherent com-
pute cores. SVE enables 
Matrix-2000+ to choose 
the most appropriate vec-
tor length via two usage 
modes: auto vector-length 
agnostic (AVLA) mode and 
assembly vector-length 
specified (AVLS) mode. 
AVLA mode can auto-
matically pack sub-vectors 
into vectors but requires 
synchronization between 
processing of two vectors, 
while AVLS mode allows 
programmers to specify 
user-defined sub-vector 
lengths.

Tianhe’s network 
subsystem adopts a multi-
dimensional tree topology 
with optoelectronic-hybrid 
interconnection, which 
combines the benefits of 
both tree and n-D-Torus 
topologies. The network-
ing logic is integrated into 

CPU architecture and its 
high-performance inter-
connection network, pro-
viding both opportunities 
and challenges for graph 
processing.

Tianhe’s computing 
nodes (CN) use the propri-
etary Matrix-2000+ CPUs 
(see Figure 1). A CN has 
three Matrix-2000+ CPUs, 
each of which has 128 
2GHz cores. Each core has 
an in-order 8-to-12-stage 
pipeline extended with 
scalable vector extension 
(SVE). Matrix-2000+ CPUs 
adopt a regional autono-
mous parallel architecture 
where one CPU is com-
posed of four regions con-
nected through a scalable 
on-chip communication 
network. Each region is a 
functionally independent 
supernode (SN) with four 
panels communicating 
through an intra-region 

M
ANY APPLICA-

TIONS, SUCH 

as Web 
search-
ing, social 
network 

analysis, and power grid 
management, require 
extreme-scale graph pro-
cessing. However, it is very 
challenging because graph 
processing exhibits unique 
characteristics such as 
more load imbalance, 
lack of locality, and access 
irregularity. The extreme 
graph scale makes the situ-
ation even worse.

Supercomputers have 
large compute, large mem-
ory, and fast interconnect. 
They seem ideal for  
extreme-scale graph  
processing. China has built 
several leading supercom-
puters in the world. For 
example, the Tianhe-2 and 
Sunway TaihuLight super-
computers have ranked 
No. 1 in Top500 list 10 
times between June 2013 
through May 2018. Like 
many other supercom-
puters, they use hetero-
geneous accelerators to 
achieve high performance 

Processing Extreme-Scale Graphs 
on China’s Supercomputers
BY YIMING ZHANG, KAI LU, AND WENGUANG CHEN

Supercomputing | DOI:10.1145/3481614

One of the unique features  
of the TaihuLight machine is  
the heterogeneous on-chip 
SW26010 CPU.

The TaihuLight supercomputer at the National Supercomputer Center in China’s Jiangsu province. 

http://dx.doi.org/10.1145/3481614
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the extra refactorization 
overhead in most cases.

We further leverage 
the topology information 
to perform aggressive 
message aggregation. 
Messages are gathered 
to the responsible nodes 
(referred to as monitors) 
in the source domains, 
transferred between moni-
tors, and scattered to the 
target nodes in the target 
domains. We adopt adap-
tive buffer switching and 
dynamic buffer expansion 
to reduce communication 
cost effectively.

Applications of graph 
processing on Tianhe. The 
Tianhe graph processing 
system has been widely 
used in industry through-
out China in areas such 
as computational biology, 
industrial simulation, and 
visualization.

Beijing Genomics Insti-
tute (BGI) and Shanghai 
Institute of Materia Medica 
(SIMM) jointly constructed 
a high-throughput drug 
virtual screening platform 
based on Tianhe graph 
processing system. The 
platform screened over 40 
million molecular com-
pounds for anti-Ebola virus 
drugs per day, achieves the 
fastest high-throughput 
virtual drug screening in 
history, and plays an im-

the network interface chip 
(HFI-E) and the network 
router chip (HFR-E). HFI-E 
implements the proprie-
tary MP/RDMA (mini pack-
et/remote direct memory 
access) communication 
and collective offloading 
mechanism. CNs con-
nected to an HFR-E are in 
the same communication 
domain. Tianhe has highly 
optimized its intra-domain 
communication, which is 
an order of magnitude fast-
er than its inter-domain 
communication crossing 
multiple HFR-Es.

Leveraging hardware 
features for graph pro-
cessing. Different from 
the traditional SIMD 
(single-instruction-mul-
tiple-data) technique, the 
Matrix2000+ CPUs support 
vectorization to accelerate 
graph computation. We 
leverage SVE to realize ef-
ficient graph traversal.

Traditional vectoriza-
tion induces synchroniza-
tion between processing 
consecutive vectors (by 
inserting stalls) and thus 
lowers the overall perfor-
mance. Fortunately, we 
find that graph traversal 
(such as BFS) simply scans 
a vertex range to determine 
the vertices to-be-traversed 
at the next level, allowing 
avoiding synchroniza-
tion if none of the vertices 
belongs to more than one 
level. This situation might 

exist only because of the 
existence of loops in the 
graph. To address the 
loop problem, if a vertex 
exists in two successive 
levels and causes a loop, 
we split it into two virtual 
ones. Moreover, if we find 
a vertex that belongs to 
multiple levels during 
pre-processing, we use a 
virtual vertex at each level 
to participate in that level’s 
vectorized processing.

We adopt AVLA and 
AVLS to realize graph tra-
versal efficiently. If the tra-
versal is likely to encounter 
loops (for example, in top-
down BFS), then we adopt 
AVLA to automatically 
pack unvisited neighbor 
vertices (sub-vectors) into 
vectors while avoiding 
vertex splitting (at the cost 
explicit synchronization). 
Otherwise, it is unlikely 
to encounter loops (for 
example, in bottom-up 
BFS), and thus we pack the 
neighbors into the vectors 
through AVLS and split 
vertices once loops occur. 
AVLA and AVLS accelerate 
the procedure that every 
thread (core) handles a 
different vertex range 
and examines the edges 
connected to unvisited 
vertices, so as to determine 
whether the neighbor ver-
tices should be visited on 
the next level.

To adapt graph pro-
cessing to the topology 

of Tianhe’s multi-dimen-
sional tree network, we 
refactorize the graph with 
fusion and fission3 when 
storing graph vertices and 
edges. Specifically, fusion 
organizes a set of neigh-
boring low-degree vertices 
into a super-vertex (for 
processing locality), and 
fission splits a high-degree 
vertex into a set of sib-
ling sub-vertices (for load 
balancing). Refactorization 
is performed in parallel by 
all workers on CNs, and we 
resolve the potential con-
flict by double-checking 
on vertex states. A worker 
checks whether the vertex 
has been processed both 
before moving it to the pro-
cessing queue and before 
performing fusion/fission. 
If a conflict occurs, further 
processing will be skipped.

The vertices and edges 
of the refactorized graphs 
are assigned to the CNs in 
the network according to 
the proximity of the multi-
dimensional tree topol-
ogy. Neighboring vertices 
are assigned to the same 
communication domain. 
Graph refactorization 
could be pipelined with 
assignment and thus only 
induces a small extra over-
head.3 Note the partition-
ing results are reusable. 
Thus, it is worth paying for 

The Tianhe supercomputer  
has unique designs for  
its many-core CPU architecture 
and its high-performance 
interconnection network, 
providing both opportunities and 
challenges for graph processing.

Figure 1. Matrix-2000+ CPU architecture.
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in Figure 2. One of the 
unique features of Tai-
huLight machine is the 
heterogeneous on-chip 
SW26010 CPU (see right 
part of Figure 2). Each 
SW26010 CPU comprises 
four core groups (CGs) 
connected via a low-
latency on-chip network 
(NoC). Each CG consists of 
a management processing 
element (MPE), a 64-core 
computing processing 
element (CPE) cluster, 
and a memory controller 
(MC), and thus a total of 
260 cores per CPU (node). 
Each CPE comes with a 
64KB scratch pad mem-
ory (SPM) without cache, 
which requires explicit 
programmer control. The 
architecture demands 
manual coordination of all 
data movement, which is 
a particularly challenging 
task for irregular random 
accesses.

The TaihuLight CNs are 
connected via a 2-level In-

portant role in anti-Ebola 
drug development. The 
core algorithm, Lamarck-
ian Genetic Algorithm 
(LGA),2 is formed as a 
global-local-hybrid search 
problem and deeply 
accelerated on Tianhe 
graph processing system 
using 512 ~8192 CNs (up 
to 19.7K CPU cores). The 
efficiency of our graph 
processing system reaches 
as high as 60%.

Shaanxi Key Labora-
tory of Large-scale Elec-
tromagnetic Computing 

(LEC) has developed the 
complex matrix local 
block pivoting LU (LBPLU) 
decomposition software 
for applications of mas-
sive parallel Method of 
Moments (MoM). The LEC 
laboratory ran LBPLU with 
local pivoting on Tianhe 
to solve the matrix equa-
tion generated by MoM. 
Specifically, for simulat-
ing the electromagnetic 
scattering of an aircraft, 
LBPLU divides the aircraft 
surface into a grid struc-
ture, where each grid node 

is a vertex of a graph, and 
the influence between 
grid nodes is modeled as 
edges. LBPLU performs tri-
angulation on the grid to 
realize flow visualization. 
When running LBPLU, our 
system achieves as high as 
50.16% parallel efficiency 
when the parallel scale is 
8192CNs (19.7K cores).

We have also deployed 
the graph processing 
system on a subset of the 
next-generation exascale 
Tianhe supercomputer, 
which consists of 512CNs 
with 96608 cores. Perfor-
mance evaluation shows 
that the 512-node sub-sys-
tem achieves 2131.98 Giga 
TEPS (traversed edges per 
second) for the BFS test of 
Graph500, which outper-
forms Tianhe-2 Supercom-
puter with 16x more nodes.

Processing Graphs  
on Sunway TaihuLight
The architecture of 
TaihuLight is illustrated 

To maximize utilization  
of the full-bisection  
intra-supernode bandwidth, 
we form target groups using 
supernode boundaries.

Figure 2. The architecture of TaihuLight.

Figure 3. Supernode routing and module mapping in CPEs.
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finiBand network. A single-
switch with full bisection 
bandwidth connects all 
256 nodes within a super-
node, while a fat-tree with 
1/4 of the full bisection 
bandwidth connects all 
supernodes (see left part of 
Figure 2).

Mapping the graph 
processing modules to 
heterogeneous processors. 
Within each SW26010 
CPU, the four CGs are 
assigned with distinct 
functions as shown in 
Figure 3: (A) Generation, 
(B) Relay, (C1) Coarse 
sort, and (C2) Update. 
This function mapping is 
static, and each function is 
performed by one CG only. 
The goal of this mapping 
is to achieve balanced CG 
utilization. This pipelined 
architecture allows us to 
process batched data in 
a streaming way, gaining 
lower I/O complexity to 
main memory and higher 
utilization of the on-chip 
bandwidth.

At the second level of 
specialization, we lever-
age the specific hardware 
features within each CG. 
The MPE is well suited for 
task management, plus 
network and disk I/O, 
while the CPEs are tightly 
connected through the 2D 
fast communication fea-
ture, naturally leading us 

to assign communication 
tasks on the MPE and data 
sorting tasks on the CPEs.

Supernode routing. This 
technique targets efficient 
inter-node communication 
to enable our heteroge-
neous processing pipeline 
on the full system.

The performance of 
distributed graph applica-
tions are usually damaged 
by large numbers of small 
messages sent following 
the graph topology. The 
all-to-all style small mes-
sages among 10,000s of 
nodes is inefficient due 
to per-message overheads 
(routing information, 
connection state, and so 
on.) We propose a super-
node routing technique to 
mitigate this by factoring 
all compute nodes into 
groups according to their 
supernode affiliation. 
Each node combines all 
messages to nodes within 
the same target group 
into a single message sent 
to a designated node with-
in that group. This so-
called relay node unpacks 
the received messages, 
combing messages from 
different source groups, 
repack the messages to 
each in-group target node 
into one message, and 
distributes them to appro-
priate peers.

To maximize utilization 

of the full-bisection intra-
supernode bandwidth, we 
form target groups using su-
pernode boundaries. Each 
source node minimizes 
the number of relay nodes 
it sends to within a target 
group (usually one relay 
node per target group) to 
perform message aggrega-
tion effectively. To achieve 
load balance, each node in 
a target group acts as a relay 
node. The situation is more 
complicated if there are fail-
ure nodes in a supernode, 
and we use a stochastic 
replay assignment to main-
tain load balance.

The Shentu graph 
processing framework. In 
addition to the hardware 
specialization and super-
node routing, we also have 
other innovations such as 
on-chip CPU sorting and 
degree-aware messaging. 
We omit them here due 
to limited space. Readers 
interested in more details 
should refer to Lin et al.1

Finally, we designed 
and implemented a vertex-
centric graph processing 
framework, Shentu, in Sun-
way TaighuLight. It could 
support graph algorithms 
such as PageRank, WCC, 
and BFS with around 30 
lines of code to run on the 
full system of TaighuLight.

It should be noted 
that the Sogou graph is 

the largest real graph 
processed in literature, 
which has 12 trillion 
edges and is prohibitive 
for small scale systems. 
Shentu could process it 
with 8.5s for each iteration 
of PageRank in full scale 
Sunway TaighuLight (see 
the accompanying table). 
The 42.kron (70 trillion 
edges) is also the largest 
synthetic graph processed 
in literature to date.

Conclusion
In this article, we showed 
how graph processing 
is efficiently supported 
by supercomputers with 
different heterogeneous 
architecture characteris-
tics: on-chip processing 
element array with SPMs 
and wide vector units. We 
also showed how tech-
niques such as vectoriza-
tion and supernode rout-
ing are used to optimize 
the all-to-all messages 
of graph computing. We 
expect the result not only 
enables extreme-scale 
graph processing, but also 
hints at the possible fusion 
of supercomputing and big 
data architectures. 
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V I R T UA L  R E A L I T Y  ( V R )  technology can be used to 
generate a lifelike virtual world, allowing users 
to roam freely in this virtual world and interact 
with it. Augmented reality (AR) is a technology 
that superimposes and fuses virtual scenery or 
information with the real physical environment, and 
interactively presents it in front of users, so that the 
virtuality and reality share the same space. Mixed 
reality (MR) is a further development of VR and AR. Its 
concept was proposed by Paul Milgram and Fumio 

Kishino in 1994, who described the 
entire continuum from reality to 
virtuality.14

VR/AR research in China began 
in the late 1990s. In 2002, the 973 
project (National Basic Research 
Program) “Fundamental Theories, 
Algorithms of Virtual Reality and Its 
Implementation” was established, 
with Hujun Bao from Zhejiang 
University as the chief scientist. In 
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2009, the project received con-
tinuous support, and the focus was 
shifted to AR and MR. The research 
of these two projects lasted for 10 
years. Zhejiang University, the Insti-
tute of Software and the Institute of 
Automation of the Chinese Acad-
emy of Sciences, Beijing Institute of 
Technology (BIT), Beihang Univer-
sity, Tsinghua University, and other 
institutions participated in these 

two projects. The projects made 
many world-class research  
advances in VR/AR related areas 
such as automatic camera tracking, 
efficient modeling, real-time  
rendering, multichannel human-
computer interaction, VR/AR  
headset display, 3D registration,  
as well as VR/AR engines and soft-
ware platforms. The projects also 
trained a group of outstanding VR/AR  

researchers, which significantly 
boosted VR/AR research in China.

With the continuous investment 
of national funding agencies and 
research institutions, the quality of 
China’s MR research has developed 
rapidly. The number of publica-
tions from Chinese researchers in 
top conferences such as IEEE VR 
and the International Symposium 
on Mixed and Augmented Reality I
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tive feature tracking method and 
segment-based bundle adjustment 
algorithm. The HSfM2 proposed 
by the Institute of Automation of 
the Chinese Academy of Sciences 
achieves similar accuracy to the in-
cremental reconstruction through a 
hybrid structure-from-motion meth-
od, and at the same time reaches 
an efficiency close to or even better 
than that of the global reconstruc-
tion. The ultra-large-scale global 3D 
reconstruction system proposed by 
HKUST realizes a distributed global 
motion averaging through a divide-
and-conquer approach and achieves 
efficient 3D reconstruction from 
tens of thousands of images.30 In 
industry, a series of 3D reconstruc-
tion products have emerged, such 
as Altizure, DJI Terra, AirlookMap, 
and others, which can automati-
cally reconstruct high-precision 3D 
models from image data taken by 
drones.

Simulation and rendering. 
Computer simulation has been 
developed for two decades in China. 
In the 1990s, Jiaoying Shi, Qunsh-
eng Peng, and Enhua Wu started 
their pioneering research, covering 
considerable subjects in AR/VR. 
Since then, Chinese scholars have 
been devoting greater effort and 
making significant contributions. 
For complex elasticity, Bao’s team 
has proposed a series of technolo-
gies (for example, Huang et al.6) to 
greatly improve the simulation effi-
ciency. For fluids, Enhua Wu, Guop-
ing Wang, Shi-Min Hu, and Xiaopei 
Liu and their teams proposed novel 
methods (for example, Yan et al.23) 
to efficiently simulate complex fluid 
phenomena including multi-phase 
fluids. Kun Zhou and his team fo-
cused on human bodies and solved 
fidelity problems in hair and face 
simulation.1 The teams of Qinping 
Zhao, Xiaogang Jin, Min Tang, and 
Mingliang Xu proposed to leverage 
the ideas of space-time continuity to 
address problems in medical simu-
lation, group animation, and cloth 
simulation. Wang et al.17 developed 
haptic devices and algorithms 
in VR, overcoming the problems 
caused by high frame rates.

In generalized real-time render-
ing, significant achievements have 

(ISMAR) surged. For example, the 
first-author affiliations of 18.5% of 
accepted papers for ISMAR 2020, a 
top conference of AR and MR, are 
from China, rising from only 4% in 
2010. Moreover, researchers from 
SenseTime and Zhejiang University 
received the best paper award of 
ISMAR 2020 for their work Mobile-
3DRecon,25 which was the first time 
authors from Chinese institutions 
won this award. With the increasing 
research impact, more and more 
Chinese researchers have been 
invited to join the organization 
committees of top conferences. In 
2019, ISMAR was held in China for 
the first time. Qinping Zhao from 
Beihang University and Yongtian 
Wang from BIT served as general 
chairs, and Shi-Min Hu from Tsing-
hua University served as the science 
and technology chair.

Meanwhile, the nation has made 
further plans for the MR industry. In 
December 2018, the Ministry of In-
dustry and Information Technology 
of China issued “Guiding Opinions 
on Accelerating the Development 
of the Virtual Reality Industry.” It 
proposed establishing “a relatively 
complete virtual reality industry 
chain” in China by 2020, and achiev-
ing the goal of “the overall strength 
of China’s virtual reality industry 
will be in the forefront of the world 
by 2025.” In March 2021, China’s 
14th Five-Year Plan was officially an-
nounced, listing VR and AR as key 
industries in the digital economy 
over the next five years.

Research Contributions  
from Chinese Scholars in MR
To realize the immersive visual 
fusion and presence of virtual and 
real environments, key technologies 
such as tracking and registration, 
3D modeling, realistic rendering, 
human-computer interaction, and 
natural display need to be devel-
oped. Next, we will introduce the 
current state of research in these 
key technologies in China.

3D registration and reconstruc-
tion. For a mixed reality system, 3D 
registration technology mainly aims 
to reconstruct the 3D information 
of the real scene and the real-time 
pose information of the user or the 

camera. Simultaneous localization 
and mapping (SLAM) is a most im-
portant 3D registration technique, 
which realizes the inside-out track-
ing and localization. Although the 
research on SLAM in China started 
late, it has also made remarkable 
achievements. For example, the 
RDSLAM16 and RKSLAM13 proposed 
by Bao’s team at Zhejiang University 
are both well-known monocular vi-
sual SLAM systems. The former can 
handle dynamic environments, and 
the latter can run on a smartphone 
in real-time. The VINS-Mono15 pro-
posed by Shaojiao Shen’s team from 
the Hong Kong University of Science 
and Technology (HKUST) has be-
come one of the most popular open-
source visual-inertial SLAM systems 
due to its remarkable robustness 
and versatility. ICE-BA,12 which 
was jointly developed by Baidu and 
Zhejiang University, increases the 
speed of bundle adjustment (BA) 
by an order of magnitude using the 
incremental computation. Some 
Chinese companies have also suc-
cessively launched SLAM-based AR/
MR platforms, for example, Sense-
Time’s SenseARa and Huawei’s AR 
Engine.b

With the progress of deep learn-
ing in recent years, some deep 
learning-based SLAM methods 
have also emerged. However, these 
methods typically require collection 
of large-scale training data, and are 
generally difficult to generalize to 
environments that have changed 
or have never been seen before. In 
order to solve this issue, the team of 
Hongbin Zha from Peking Univer-
sity proposed a SLAM framework 
based on the online learning para-
digm, which enables the SLAM sys-
tem to infer uncertainty and quickly 
adapt itself in a rapidly changing 
environment.11,22

In the area of 3D reconstruc-
tion, both academia and industry 
in China made great progress. The 
ENFT-SfM28 proposed by Zhejiang 
University achieves fast and robust 
large-scale scene reconstruction 
through an efficient non-consecu-

a	 http://openar.sensetime.com/
b	 https://developer.huawei.com/consumer/en/

hms/huawei-arengine/

https://openar.sensetime.com/
https://developer.huawei.com/consumer/en/hms/huawei-arengine/
https://developer.huawei.com/consumer/en/hms/huawei-arengine/
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been seen in stereo rendering, 
automatic shader optimization, 
and global illumination. Stereo and 
power-aware rendering is an impor-
tant research direction to provide 
realistic content for head-mounted 
displays, which have limited com-
putational resources. Bao’s team 
developed a cutting-edge stereo 
shading and shader optimization 
architecture,26 which is promising 
to meet the ever-increasing require-
ments of high-framerate and high-
resolution for immersive VR. Neural 
rendering is a prominent direction 
for providing premium effects in 
a uniform framework. Zhejiang 
University, Tsinghua University, and 
Kujiale contributed leading solu-
tions in this domain, ranging from 
real-time single-bounce indirect 
illumination, denoising, to path 
guiding.20 For the rendering of spe-
cific material and effects, the teams 
from Zhejiang University and Nan-
jing University introduced state-of-
the-art real-time techniques21,4 for 
rendering cloth and participating 
media, respectively.

Human-computer interaction. 
Human-computer interaction is 
a key component in MR research, 
which involves various aspects 
including theories, devices, and 
techniques. In the area of theory, 
the team of Feng Tian from the 
Institute of Software, Chinese Acad-
emy of Sciences (ISCAS) proposed 
an uncertainty model based on the 
ternary Gaussian probability distri-
bution.7,8 It can accurately predict 
the target acquisition error rate and 
has an important guiding role in 
the interaction designs in MR. By 
combining touch-screen gestures 
and a variety of tactile feedback 
mechanisms based on electrostatic 
force, Zhao et al.29 designed a multi-
channel visual- and touch-based 
virtual reality interactive system for 
3D object interaction tasks, which 
improves the accuracy of 3D object 
operations.

In the research of interactive 
devices, the team of Yingqing Xu 
from Tsinghua University made a 
breakthrough in the 1:N scanning 
drive and push-push contact latch 
technology, which effectively solves 
the problem of large-format render-

ing with tactile dot-matrix feedback 
devices, and effectively improves 
the resolution and stability. Wang 
et al.19 developed wearable tactile 
feedback gloves that can achieve 
0-4N continuous and stable force 
feedback.

In the research of interactive 
techniques, the team of Yongtian 
Wang from BIT proposed a calibra-
tion method based on a dynamic 
pinhole camera model to solve the 
problem of precise virtual-real fu-
sion in close-range high-precision 
hand-eye collaborative interaction. 
ISCAS designed an interactive com-
ponent (vMirror) for interactions in 
VR, which uses the reflection of the 
mirror to observe and select long-
distance occluded objects, improve 
the selection efficiency of occluded 
targets, and reduce user dizziness.10

Optical display of VR/AR devices. 
Head-mounted display (HMD) is an 
important carrier device of VR and 
AR. HMD for VR (VR-HMD) has been 
deployed in commercial applica-
tions earlier than AR-HMD, and 
the technical solution has become 
increasingly mature.

Due to disadvantages like small 
field of view (FOV), inferior im-
age quality, and heavy design, 
the applications of early AR-HMD 
with off-axis mirror and relay lens 
are limited. The introduction of 
freeform surfaces not only greatly 
increases the design freedom, 
but also significantly reduces the 
volume and weight of AR-HMDs. 
Zhejiang University, Nankai Univer-
sity, and BIT conducted in-depth 
research on freeform optics. The 
team of Yongtian Wang from BIT 
proposed a closed-loop optimiza-
tion design method that integrates 
full-FOV image quality balance and 
injection error pre-compensation. 
The freeform element they devel-
oped weighs only 8g, which greatly 
reduces the weight of an AR-HMD.3 
In 2018, Ned+ announced the 
boundless AR optics module  
with freeform optics,c which has  
a diagonal FOV of 120°.

Chinese researchers have also 
done excellent work to further reduce 
the volume and weight of AR-HMD. 

c	 http://www.nedplusar.com/en/index

Terminal-cloud 
collaboration 
through 5G 
networks will  
make it possible  
to achieve  
the high-resolution, 
frame rate,  
and fidelity 
rendering  
of large-scale 
virtual scenes  
on mobile  
or head-mounted 
MR devices.

http://www.nedplusar.com/en/index
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In addition to hardware, a few 
tech giants in China have also 
launched AR/MR technology plat-
forms. Baidu released its open plat-
form DuMix ARd in 2017, empower-
ing developers with AR technology. 
Huawei released the AR Engine 
for Huawei mobile phones in 2018 
and its spatial computing platform 
Cyberverse in 2019. SenseTime 
released the SenseAR developer 
platform in 2018 and upgraded it 
in 2020 to SenseMARS, a cross-
hardware and cross-system MR 
platform providing high-precision 
3D mapping and spatial computing 
capabilities. Compared with the in-
ternational leading products, some 
of China’s MR products (such as 
SenseMARS and Cyberverse) already 
can achieve almost comparable 
MR effects in large-scale scenes, 
and even have some differentiated 
advantages in some respects. For ex-
ample, to the best of our knowledge, 
the MR platform SenseMARS jointly 
developed by SenseTime and Zheji-
ang University is the first product in 
the industry that is able to achieve 
high-precision 6DoF visual-inertial 
localization and AR navigation in 
large-scale indoor scenes on the 
Web and mini programs.

The development of MR in 
China is at a relatively early stage 
and mainly based on scenarios 
involving camera apps, short video, 
and live broadcasting for applica-
tions such as house viewing and 
navigation guides. In 2015, AR 
effects selfie camera app “FaceU” 
was released and quickly became 
popular and was acquired in 2018 
by ByteDance for about US$300 
million. Douyin and Kuaishou have 
added AR special effects to their 
short video applications. In the real 
estate sector, Beike took the lead 
in launching the VR house viewing 
function in 2018. In e-commerce, 
Alibaba and JD.com launched the 
buy+ and Tiangong virtual shopping 
plans in 2016 and 2017 respectively 
to provide e-commerce with digital 
AR content, though they are not yet 
open to large-scale third-party us-
ers. In the past two years, more and 
more companies, including Didi, 

d	 https://dumix.baidu.com/

In 2015, the team of Qiang Sun 
from Changchun Institute of Optics 
and Mechanics proposed a wave-
guide structure with two vertically 
arranged half-reflective films and 
achieved a FOV of 20°×15° and 
two-dimensional expansion of the 
exit pupil.9 In 2020, based on a 
dual-layer geometrical waveguide, 
Wang et al.18 from BIT proposed 
an ultra-thin, large-FOV AR-HMD 
which achieved a total thickness of 
3.0 mm, 62° FOV, and 10-mm exit 
pupil at an eye relief of 18 mm.

An AR-HMD based on diffrac-
tive optical elements has also been 
developed. In 2011, Yan et al.24 pro-
posed a method of dispersion-free 
diffraction using four holographic 
gratings optimization method for 
holographic waveguide, which 
achieved a circular FOV of 25° and 
a large pupil of about 43 mm. In 
2015, Han et al.5 from BIT designed 
a waveguide display system com-
posed of freeform elements and 
volume holographic gratings with 
a diffraction efficiency of 87.57%, 
which achieves a diagonal FOV of 
45°. In 2017, based on space-variant 
volume holographic gratings, Chao 
et al.27 proposed a quite efficient 
waveguide display which achieved 
31.9% system efficiency, 20° FOV, 
and high brightness uniformity 
simultaneously.

The Mixed Reality Industry  
in China
In recent years, many VR/AR startup 
companies have emerged in China. 
Quite a few of them are focused on 
VR/AR all-in-one systems or core 
component devices. For example, 
Pico, QiYu VR, NOLO, and others 
have launched VR all-in-one sys-
tems. Shadow Creator, Nreal, and 
more have launched birdbath-based 
AR glasses. Collaborating with 
Ned+, BIT launched a variety of  
AR-HMD products based on free-
form surface optics. Ned+, Lochn 
Optics, Lingxi, Rokid, Greatar, 
North Ocean Photonics and others 
have launched waveguide AR-HMD. 
In recent years, Chinese start-up 
companies appeared at the  
Consumer Electronics Show and  
the Augmented Reality World Expo 
and won a series of awards.

Stereo and  
power-aware 
rendering is  
an important 
research direction 
to provide realistic 
content for  
head-mounted 
displays, which 
have limited 
computational 
resources.

https://JD.com
https://dumix.baidu.com/
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Huawei, SenseTime, and Baidu, 
have launched visual localization 
with AR navigation solutions or ap-
plications.

Future Perspectives
Although there is still a certain gap 
between China’s MR products and 
international leaders, the gap is 
narrowing rapidly. In particular, 
with the popularization of 5G and 
the rapid development of cloud 
computing in China, high-band-
width and low-latency networks 
will greatly push MR technologies 
towards the combination of ter-
minal and cloud computing, and 
city-level MR will be realized in the 
near future. For example, SLAM 
technology can be combined with 
high-precision 3D maps and cloud 
computing to break through the 
bottleneck of robustness and ef-
ficiency in large-scale scenes. Also, 
the terminal-cloud collaboration 
through 5G networks will make 
it possible to achieve the high-
resolution, frame rate, and fidel-
ity rendering of large-scale virtual 
scenes on mobile or head-mounted 
MR devices. Zhejiang University has 
made outstanding contributions in 
the related research.

In addition, key technologies 
in MR, such as rendering, simula-
tion, 3D modeling, and interaction 
are also being deeply integrated 
with AI in China. It is expected that 
in the next few years, China’s MR 
products will not only work in a 
much larger environment but will 
also become more high-fidelity 
and in effect smarter. For instance, 
neural scene representation and 
rendering show promise to break 
through the limitations of tradi-
tional graphics pipelines. Tsinghua 
University, Microsoft Research Lab 
Asia, and Zhejiang University have 
made remarkable contributions. 
Moreover, current MR systems still 
lack sufficient intelligence to allow 
group participation and collabora-
tion. Deep integration with AI is 
required. Some well-known compa-
nies in China—for example, Huawei 
and SenseTime—have devoted 
huge effort to MR+AI research and 
products.

Last but not least, the sense of 

immersion, ease of use, and wear-
ing comfort of MR equipment are 
essential for commercialization of 
MR. Optical display technology is 
the key. The future optical solutions 
of VR-HMD will mainly focus on 
aspheric lens VR-HMD, Fresnel lens 
VR-HMD, and pancake VR-HMD. 
AR-HMD is more challenging. Free-
form AR-HMD can expand the field 
of view with high image quality, and 
commercial mass production is 
possible in China. Geometric wave-
guides and diffractive waveguides 
can achieve a thinner system struc-
ture. However, the former is diffi-
cult to mass produce. With China’s 
progress in high-precision optical 
component processing and design, 
diffractive optical waveguides, in 
terms of optical effects, appearance, 
and mass production prospects, will 
become the mainstream of AR-HMD 
in China. 
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ACCORDING TO THE China Disabled Persons’ 
Federation (CDPF), there are now 17 million visually 
impaired people in China, among which three million 
are totally blind, while the others are low-visioned. 
In the past two decades, China has experienced 
tremendous development of information technology. 
Traditional industries are incorporating information 
technology, with services delivered to users through 
websites and mobile applications. It is positive 
technical progress that visually impaired people can 
access various services without leaving home; for 

example, they can order food delivery 
online or schedule a taxi from an app-
based transportation service.

However, the development of tech-
nology has also brought challenges to 
the visually impaired in China. First, 
the cost to make massive information 
services barrier-free is huge. Informa-
tion accessibility per se is challenging 
due to visual impairment coupled 
with IT developers’ poor awareness of 
information accessibility. These factors 
result in a large portion of applica-
tions that do not meet accessibility 
standards. Second, the development 
of technology has led to urbanization 
and a fast pace of life, and the outdoor 
environment is not suitable for the 
visually impaired to walk alone. It is 
also challenging to develop technology 
that enables visually impaired people 
to walk in complex outdoor environ-
ments. The development of artificial 
intelligence creates the opportunity to 
address these challenges.

CDPF works to establish and pro-
mote China’s own standard system of 
information accessibility. The joint 
force combines the power of the gov-
ernment, universities, and enterprises 
like Baidu, Alibaba, and Tencent, 
among others. Zhejiang University, as 
a member of the Federation, has taken 
the lead in formulating China’s first 
national Internet information acces-
sibility standard. There are four main 
principles that provide the foundation 
for this standard: Perceivability, Oper-
ability, Understandability, and Robust-
ness. The standard incorporates 58 
standard terms for website and mobile 
application accessibility, which are 
divided into three levels based on their 
influence on barrier-free use, univer-
sality and scalability, and the difficulty 
of technical implementation. This 
standard can guide Internet content 
providers to gradually improve their 
accessible service capabilities. This 
national standard is being promoted 
in coordination with the World Wide 
Web Consortium’s Web Content Ac-
cessibility Guidelines (WCAG) 2.1, and 
China has advertised the standard as 
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“tactile paving on the Internet.”
In spite of those efforts, it is still 

challenging to meet the accessibility 
standard when developing Internet 
products, due to the lack of accessibil-
ity awareness of developers, inade-
quate understanding of the real needs 
of users, and the inability to simulate 
real user behaviors. Taking advantage 
of artificial intelligence, media com-
puting, and crowdsourcing technolo-
gies, Zhejiang University in Hangzhou, 
China, has assembled a substantial 
body of research on URL-clustering-
based Web page sampling algorithms 
and active learning-based sampling 
algorithms,11,12 the barrier point detec-

tion method,7 an automatic evaluation 
system based on Web Accessibility 
Evaluation Metric (WAEM) barrier 
weights, evaluation task classification 
and scheduling algorithms1 (shown in 
Figure 1), user experience prediction 
algorithms,6 barrier weight optimiza-
tion algorithms based on user feed-
back,5 large-scale data analysis, and so 
forth. Figure 1 provides an overview of 
the task classification and scheduling 
algorithms, which utilize historical 
user data to train a model and make 
a correlation analysis after cluster-
ing. The result is an assignment map 
based on which tasks can be assigned 
to evaluators and how the evaluation 

results can be analyzed.
Figure 2 shows the overall process 

of this crowdsourcing-based Internet 
information accessibility evaluation 
system. The system achieves a higher 
accessibility evaluation accuracy with 
a lower labor cost and is more in line 
with the real user feelings of visu-
ally impaired users. Involving users’ 
real feedback in the process can help 
analyze the impact of different detec-
tion items on users’ intuitive experi-
ence and help the evaluation result 
match users’ real experience as much 
as possible. Since 2012, more than 
2,000 Chinese government websites 
have been evaluated annually, includ-

The Taobao app is making shopping more accessible to visually impaired users. 

https://ALIZILA.COM
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Figure 3. (Left) VIPBoard; (Right) Eartouch. 

Figure 1. Task classification and scheduling algorithms overview.

Figure 2. Zhejiang University’s crowdsourcing-based Internet information accessibility evaluation system.
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ing the ministries, commissions, 
offices, and agencies directly under the 
state council, state bureaus adminis-
tered by ministries or commissions, 
and provincial government websites 
in China, all promoting the Chinese 
government’s e-service quality.

Innovating Interaction Techniques 
for Information Accessibility
Information accessibility is a popular 
research area in human-computer 
interaction. In recent years, with the 
rapid development of sensing and 
computing technology, researchers 
have explored ways to break through 
the GUI paradigm for accessible use, 
innovating intelligent and higher levels 
of barrier-free experience. Tsinghua 
University represents an activist toward 
this direction in China; in particular, its 
research efforts highlight a systematic 
intersection of identifying user need 
by consulting schools for the blind, 
innovating interaction techniques, and 
deploying them into practice by col-
laborating with IT companies.

A good example is the VIPBoard,3 
an intelligent keyboard technique 
designed for visually impaired users. 
Visually impaired users rely on audio 
feedback to interact with a smart-
phone. This makes the word-level 
autocorrection algorithm of modern 
software keyboards unusable, be-
cause a user cannot proceed to type 
until hearing the wanted letter. The 
researchers applied their experience on 
intelligent input to solve this problem. 
They iterated a series of solutions, and 
finally came up with a character-level 
error-correction mechanism, which 
eliminates up to 65% of corrections 
and improved text entry by 11%. Then, 

via collaboration with Sogou Inc., the 
VIPBoard technique was integrated 
into the largest input method software 
in China and is now serving thousands 
of users daily. Similarly, to improve the 
usability of smartphones, the research-
ers propose EarTouch,8 which lever-
ages a capacitive screen to recognize 
and locate a user’s ear in contact with 
the screen. EarTouch enables users 
to input content with one hand and 
can protect a user’s privacy in public 
environments. EarTouch has been inte-
grated into Smart Screen Reader, which 
not only benefits thousands of visually 
impaired users, but also serves as a 
platform to experiment with new ideas 
and innovations regarding information 
accessibility. VIPBoard and EarTouch 
(as illustrated in Figure 3) both won 
Honorable Mention Awards at ACM 
CHI 2019, the leading conference in the 
field of human-computer interaction.

Beyond addressing the basic input 
requirement of smartphones, elevating 
their cultural level is crucial for visually 
impaired people to have better job op-
portunities and improve their quality of 
life. Researchers in Tsinghua University 

recognize the breakthrough point to be 
innovating low-cost and easy-to-access 
techniques, so each visually impaired 
user can reap the benefit. LightWrite9 is 
an AI teacher on smartphones that uses 
voice-based descriptive instruction and 
feedback to teach visually impaired us-
ers to write English letters and Arabian 
digits in a specifically designed stroke. 
It can teach users handwritten charac-
ters, with an average of 1.09 minutes 
required for each letter. LightWrite 
serves as a practical solution for teach-
ing writing (see Figure 4).

To enable extensive reading, re-
searchers focused on providing support 
for revisitation, which is the essen-
tial skill of comparing concepts and 
improving understanding. A variety of 
navigation gestures and multimodal 
feedbacks were designed and tested. 
The final reading interface provides 
multiple spatial and temporal cues so 
users can locate the content they have 
read quickly. Lab experiments showed 
that an app-based reader with multiple 
feedbacks could achieve a high level of 
accuracy and efficiency for revisitation 
in reading and outperformed the hard-

Figure 4. The architecture of LightWrite system. 

Figure 5. Revisitation model and design of the reader.
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the blind in 31 provinces of China have 
specified and deployed a batch of smart 
office hardware to introduce facial 
recognition and collaborative working 
technologies to the special education 
field. During the COVID-19 pandemic, 
it guaranteed teaching activities would 
continue normally and made commu-
nication with blind students and their 
parents accessible, realizing smart 
accessible school management.

China has increasingly developed 
special education in the 21st century, 
growing from two universities estab-
lished before 2000 to 18 universities 
today, with many still making prepara-
tions. For example, Changchun Univer-
sity first proposed integrating special 
education into normal higher educa-
tion, so that other than teaching on 
professional courses, students in a spe-
cial educational college could obtain 
the same cultural quality education, 
public elective courses, recreational 
and sports activities and matches, as 
fully sighted students. Inclusive educa-
tion is not only conducive to eliminat-
ing the unhealthy mentality of disabled 
students, such as fear of intimacy, and 
feelings of inferiority and paranoia, but 
also helps disabled students come in 
contact with cutting-edge information 
technology and enter first-class Inter-
net enterprises (see Figure 8).

The China Braille Press and the 
Institute of Computing Technology of 
the Chinese Academy of Sciences have 
designed automated technology for 
two-way translation between written 
Chinese and braille. Traditional trans-
lation methods require a large amount 
of manual checking and amending, 
while the new translation technology 
combines the N-Gram language model 
with the rule of phrase translation 
and creates an improved language 
model, which can not only get rid of 
invalid homonym word strings accord-
ing to braille word segmentation, but 
also allows full phrases in context to 
be translated into braille. During the 
translation, the new technology makes 
use of the tones of Chinese braille to 
reduce some mismatched candidates 
among Chinese characters. The new 
technology, which can attain 91.43% 
accuracy when translating Chinese 
to braille, and 90.32% accuracy when 
translating braille to Chinese, can be 
applied in real-world applications such 

ware point display reader that costs 
thousands of dollars. Both techniques 
significantly reduce the cost for visually 
impaired users to improve their level of 
culture (see Figure 5).

Applications of Accessibility  
Technologies
In cooperation with Alibaba, Zhejiang 
University researched related technolo-
gies, such as reading order optimiza-
tion and image structure understand-
ing, to help visually impaired users 
obtain image information. The graph-
to-sequence-based end-to-end reading 
order technology incorporated with the 
OCR-based image structure learning al-
gorithm has been applied in the screen 
reader developed by CDPF. Zhejiang 
University also participated in the de-
velopment of a detection platform for 
Alibaba to explore rapid solutions for 
Internet content, such as computer and 
mobile terminals. A number of Internet 
commercial services, such as the Tao-
bao online shopping platform and the 
Alipay online payment platform, have 
undergone barrier-free transformation 
in accordance with the national stan-
dards. They have optimized 37 func-
tions of the Taobao App, covering basic 
services such as login and registration, 
product search, product purchase, 
receipt confirmation, and rights protec-
tion. According to incomplete statis-
tics, there were more than 160,000 
online shops on Taobao capable of use 
by people with disabilities, and 2.46 
million people with disabilities used 
them to make purchases (see Figure 6).

The China Braille Library, Alibaba 
groups, and Zhejiang University have 
set up an example of a room in an 
accessible smart home. The control 
center mainly consists of a smart 
speaker designed by Tmall (formerly 
TaoBao Mall) connecting with more 
than 30 smart home hardware products 
such as sensors, robot vacuums, and 
smart TVs. It improves accessibility 
in the security, cleaning, illumina-
tion, amusement, circular control, 
and kitchen areas; thus, the visu-
ally impaired can control household 
electrical devices via voice and realize 
accessible living (as shown in Figure 7). 
The smart office hardware enterprise 
represented by Alibaba groups has 
established an accessibility alliance on 
smart office hardware. The schools for 

It is still challenging 
to meet the 
accessibility 
standard when 
developing Internet 
products, due to the 
lack of accessibility 
awareness of 
developers, 
inadequate 
understanding 
of the real needs 
of users, and the 
inability to simulate 
real user behaviors.
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as editing and publishing braille books 
and establishing braille instructional 
materials.

Prospect
China’s unrestricted technology is 
in the stage of rapid development, 
characterized by the combination of 
innovation and practice, and sup-
ported by the China Disabled Persons’ 
Federation and technology giants. 
Through the innovation and traction 
of universities, such technology can be 
put on the ground as soon as possible. 
In the future, more efforts will be put 

into making technology barrier-free, 
not only to support the blind, but also 
to better support the elderly and other 
groups with special needs.

The AI can help visually impaired 
people integrate into society and 
obtain information on an equal basis. 
In this article, we have combined the 
power of the government, industry, 
and academia. The government, in 
charge of establishing policy, rules, and 
management systems, plays a lead-
ing role, taking advantage of experts 
and technology from universities and 
research institutes to improve the key 

technologies. Companies in indus-
try understand how the Internet and 
markets work, in the context of the 
development of a new assistive product 
and a complete system for bringing it 
to market, while the government can 
make use of and transfer the technol-
ogy into products to bring them to 
market using mature market operation 
mechanisms to push products and 
services to end users that need them. In 
addition, China has many special user 
groups such as the Disabled Persons’ 
Federation and the Blind Persons’ Fed-
eration, which can help to assure the 
products and services can satisfy user 
requirements. 
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M OBILE CROWDSENSING (MCS)  presents a new sensing 
paradigm based on the power of user-companioned 
devices.11,12 It allows “the increasing number of 
smartphone users to share local knowledge acquired 
by their sensor-enhanced devices, and the information 
can be further aggregated in the cloud for large-
scale sensing.”4 The mobility of large-scale mobile 
users makes MCS a versatile platform that can 
often replace static sensing infrastructures. A broad 
range of applications are thus enabled, including 
traffic planning, environment monitoring, urban 
management, and so on.

During the past decade, MCS has become a surging 
research topic in China. There are several reasons that 
precede this new sensing paradigm:

	˲ Widespread new techniques. With the rapid 
advancement of mobile communication (4G/5G) and 
pervasive sensing techniques, it has been reported 
that sensor-rich smartphone users reached around 
800 million in China by 2020, forming the largest 
‘mobile’ population around the world. The prevalence 
of mobile devices in China builds a solid physical 
foundation for crowdsensing.

	˲ Promotion by national research and development 
plans. China has put significant efforts into improving

MCS through a series of key projects 
under its national R&D plans. These 
plans cover a series of major tech-
niques and application areas, such 
as the Internet of Things (IoT), smart 
cities, as well as the next generation of 
artificial intelligence (AI 2.013).

	˲ Particular developmental challeng-
es and opportunities. As a developing 
country, China is undergoing a large-
scale urbanization process. Numerous 
complex challenges have been raised, 
such as environment protection, trans-
portation optimization, and urban 
management. The emergence of MCS 
opens up new opportunities to address 
these challenges.

The term “mobile crowdsensing” 
was coined in Ganti et al.’s work14 
in 2011. In 2012, Yunhao Liu from 
Tsinghua University gave a thorough 
characterization of the definition 
for the first time, noting research 

Crowdsensing 
2.0
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challenges as well as MCS opportuni-
ties.11 Huadong Ma et al. from Beijing 
University of Posts and Telecommuni-
cations (BUPT) proposed several new 
metrics (for example, opportunistic 
coverage) to characterize the sensing 
opportunity and quality.12 The team 
led by Zhiwen Yu at Northwestern 
Polytechnical University (NPU) gave 
a thorough review of the challenges, 
the architecture, novel applications of 
MCS, and proposed the Visual Crowd-
sensing (VCS) concept,3,4 which lever-
ages built-in cameras of smartphones 
to attain informative/visual sensing of 
interesting targets. Tsinghua Univer-
sity and Shanghai Jiaotong University 
(SJTU) systematically study the general 
incentive mechanisms in MCS,6,20 as it 
is important to have the active partici-
pation of citizens. Zhang et al. from 
Peking University investigated Sparse 
Mobile Crowdsensing,16 which lever-

ages the spatial and temporal correla-
tion among the data sensed to reduce 
the required number of sensing tasks 
allocated.

Key applications and beyond. 
Besides scientific investigation, many 
novel MCS applications (as shown in 
Figure 1) have also been developed 
in China to address the societal and 
developmental issues in different 
domains.

	˲ Environment protection. Rapid 
urbanization usually results in severe 
air pollution problems (for example, 
PM2.5), especially for cities in develop-
ing countries like China. However, until 
now it has been difficult to obtain fine-
grained citywide PM2.5 status due to in-
sufficient monitoring sites. Third-Eye,9 
a crowdsensing application developed 
for fine-grained PM2.5 monitoring, 
is rooted in a joint research by BUPT 
and Microsoft Research Asia. It uses 

advanced deep learning algorithms to 
infer PM2.5 levels simply using the out-
door images taken by citizens’ smart-
phones. This helps government and 
researchers collect fine-grained data 
to better understand the causes and 
the propagation mechanism of PM2.5 
pollution in modern cities. It has been 
integrated in Microsoft’s Urban Aira 
product.

	˲ Indoor localization. Existing indoor 
localization techniques are mostly 
based on radio-based solutions, which 
usually require a site survey process to 
obtain detailed radio signals of inter-
ested areas. However, site survey proves 
costly in time and manpower, limiting 
its usage in practice. Researchers from 
Tsinghua University designed LiFS,17 
which is a crowdsensing application 

a	 https://www.microsoft.com/en-us/research/
project/urban-air/

https://www.microsoft.com/en-us/research/project/urban-air/
https://www.microsoft.com/en-us/research/project/urban-air/
https://SHUTTERSTOCK.COM
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that leverages smartphones to con-
struct the radio map of floor plans.

	˲ Refined urban management. Smart 
city development relies on urban and 
community dynamics monitoring to 
provide essential information. Google 
launched the Waze service,b a suc-
cessful MCS application in the traffic 
system domain. It allows drivers to 
share roadside events (for example, 
road work, traffic jams, accidents) and 
aggregate them on the digital map for 
navigation. In 2021, Didi Chuxing,c 
the leading mobile transportation 
company in China, launched a new ap-
plication called “Long-distance Eye,” 
which allows citizens to share visual 
information of roadside events (for 
example, photos or short videos about 
traffic accidents) through their smart-
phones or dashcams. This allows for 
better driving plans and reduces traffic 
congestion. Digital Chinad is a famous 
smart city service provider. In 2013, 
they released the “Integrated Citizen 
Service Platform,” which allows citi-
zens to instantly report various urban 
management issues they encounter 
(for example, pavement/sidewalk 
damage). A similar application is the 
SeeClickFixe in the U.S., which allows 
people to report non-emergency neigh-
borhood issues to local governments.

	˲ Event sensing in cities is crucial 
for identifying emergency/unusual 
events and maintaining public safety. 
Researchers from NPU in China have 
developed InstantSense,1 which lever-
ages peoples’ photographs to obtain 
detailed event reports in real time.

Toward Heterogeneous  
Crowdsensing
MCS is a human-centered sensing 
paradigm, but some places are not 
accessible for human beings. In recent 
years, with the development of IoT and 
edge computing techniques, there are 
more pervasive devices equipped with 
sensing and computing capabilities. 
With the integration of these capabili-
ties, the next-generation MCS (MCS 
2.0)—Heterogeneous Crowdsensing 
(HCS)—is proposed. There are several 
distinctive features that characterize 

b	 https://www.waze.com/
c	 https://www.didiglobal.com/
d	 http://www.digitalchina.com/en/
e	 https://seeclickfix.com/

Figure 1. Representative MCS apps.

(a) The ThirdEye and Urban Air project, a joint research from BUPT and MSRA

(b) The LiFS project from Tsinghua (c) The InstantSense project from NPU

Figure 2. Heterogeneous crowdsensing (MCS 2.0).
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Figure 3. CrowdOS 2.0 kernel.

https://www.waze.com/
https://www.didiglobal.com/
http://www.digitalchina.com/en/
https://seeclickfix.com/
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HCS (as shown in Figure 2).
Heterogeneous participants. HCS 

aims to build an extended sensing and 
computing space with heterogeneous 
participants, including humans, ma-
chines, and environmental sensors. 
The pervasive machines involve various 
robots, smart vehicles, and so on, 
while environmental sensors consists 
of sensor networks.

Collaborative sensing. The sensing 
capabilities of different participants 
are distinct. Though humans are 
skilled in mobile sensing, environ-
mental sensors have advantages for 
constant sensing in sparsely populat-
ed regions. HCS studies collaborative 
sensing techniques to adaptively select 
and aggregate the complementary 
sensing power from diverse partici-
pants to complete complex sensing 
tasks.

Augmented intelligence. A distinc-
tive feature of HCS is that both human 
and machine participation is involved 
in the large-scale sensing process. The 
coexistence of human intelligence and 
machine intelligence, however, must 
be orchestrated in an appropriate and 
optimal manner to enhance both.

Enabling Techniques
MCS is heading toward the HCS gen-
eration, and there are several enabling 
techniques that help achieve this goal.

Energy-efficient collaborative 
sensing. MCS 2.0 leverages pervasive 
devices as additional participants for 
crowdsensing. However, energy con-
cerns for such resource-constrained 
devices are emerging regarding their 
limited power supply and high com-
putational needs.15 To address this 
issue, collaborative sensing becomes 
an important technique. There are 
currently two major methods under 
investigation. The first method elimi-
nates the dependency of on-device 
batteries by mingling heterogeneous 
energy-harvesting mechanisms to har-
vest energy from surrounding objects.2 
The second way is to replace tradi-
tional energy-consuming sensors with 
energy-efficient sensors regarding the 
spatio-temporal dependencies.8

Hybrid human-machine intel-
ligence (HHMI). In 2017, the Chi-
nese government issued the AI 2.0 
plan.13 According to the plan, break-
throughs should be made in several 

basic theories of AI, including the 
hybrid human-machine intelligence 
(HHMI). HHMI aims to integrate 
human intelligence into an AI system 
to complement machine capabilities 
throughout its life cycle. However, 
the implementation of HHMI is still 
being explored. First, a set of theory 
is required for defining human and 
machine functions and character-
istics. Second, criteria should be 
set to estimate the opportunity of 
human-machine cooperation dur-
ing the continuous learning cycle. 
Third, the evaluation methods of 
the HHMI system from the perspec-
tive of both humans and machines 
is also an important but difficult 
issue. As a representative case of 
HHMI, a human-feedback identifica-
tion model is proposed,19 which can 
continuously update the tree-based 
incremental learning model with hu-
man guidance.

Operating system for crowdsens-
ing. Regarding the vast crowdsourc-
ing field, Amazon Mechanical Turkf 
has become the most successful 
online crowdsourcing company in 
the world. The core of it is a generic 
framework that supports various on-
line crowdsourcing tasks (for exam-
ple, translation and image labeling). 
Different from online crowdsourcing, 
MCS represent unique features such 
as spatio-temporality and pervasive 
sensing. To support rapid design 
and development of MCS applica-
tions in different domains, numer-
ous platforms and frameworks are 
emerging. Existing MCS platforms 
usually address specific issues from 
a certain perspective, and different 
platforms are not compatible with 
each other. In 2019, researchers from 
NPU in China addressed this issue 
by drawing on the idea of ubiquitous 
operating systems (OS) and proposed 
a novel OS (CrowdOS 1.0),10 which is 
an abstract software layer running 
between the native OS and the ap-
plication layer. Based on an in-depth 
analysis of the complex relationship 
among crowdsensing tasks, partici-
pants, and data, they built the OS ker-
nel with three core modules: the Task 
Resolution and Assignment Frame-
work (TRAF), the Integrated Resource 

f	 https://www.mturk.com/

HCS aims to build 
an extended 
sensing and 
computing space 
with heterogeneous 
participants, 
including humans, 
machines, and 
environmental 
sensors. 

https://www.mturk.com/
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Management module (IRM), and the 
Task Result Quality Optimization 
(TRO) module.

To meet the new characteristics of 
MCS 2.0, a new version of CrowdOS is 
being developed, to deal with the new 
challenges such as heterogeneous re-
source management, scheduling, and 
collaboration, as shown in Figure 3. 
The 2.0 version further enhances the 
platform’s compatibility and extend-
ibility for heterogeneous MCS. As an 
open source MCS platform, CrowdOS 
shares the application installation 
packages, related algorithm modules, 
source codes, and various project 
documents from its website (www.
crowdos.cn). To date, there have been 
more than 20,000 visits from 20+ 
countries. Based on CrowdOS, we are 
now collaborating with researchers 
from around the world (for example, 
Rutgers University in the U.S., Ulster 
University in the U.K., Waseda Univer-
sity in Japan) and Trustieg (the biggest 
open source software community 
in China) to launch an open source 
competition on innovative MCS ap-
plications. This is believed to be the 
first competition on open source MCS 
software development over the world.

Future Trends
Though we have witnessed significant 
development of MCS in China in re-
cent years, there are still several issues 
to be tackled to further promote its 
growth in the MCS 2.0 era.

Strengthen the theoretical 
foundation. Though MCS has re-
ceived much achievements at the 
technological level, the theoretical 
foundation of it is largely lagging be-
hind. The basic scientific issues, such 
as the emergence of crowd intelli-
gence (that is, the wisdom of crowds), 
crowd cognition mechanisms, and 
hybrid human-machine intelligence, 
are still not sufficiently explored. 
Therefore, one fundamental task is 
to study these theoretical problems 
and using the mechanisms/prin-
ciples to improve MCS technique 
development.7

Embracing new technologies. The 
future of MCS must be aware of new 
technologies and applications. The 
emergence of AI, AIoT (AI in IoT), and 

g	 https://www.trustie.net/

Blockchain brings new opportunities 
and benefits to MCS. For instance, 
AIoT leverages compression and 
edge-intelligence methods to enable 
the usage of deep learning algorithms 
in resource-constrained devices.21 
Blockchain, however, paves the way 
for trust and secure interaction among 
independent agents.5,18

Deployment of killer apps of MCS. 
MCS is still limited to a supporting 
role in China and not placed in a 
dominate position to deal with major 
developmental issues. By aggregat-
ing the benefits of human, machine, 
and IoT devices, the next generation 
of MCS will present grand opportuni-
ties in key national economical areas 
such as smart industry and social 
governance. Therefore, the Chinese 
MCS community should maintain 
close collaboration with industry 
researchers and government manag-
ers to investigate killer MCS apps to 
be deployed.

Conclusion
Mobile crowdsensing has rapidly 
developed in China during the last de-
cade. The pervasive use of smart/wear-
able devices as well as the large-scale 
sensing requirements from different 
fields drives its development. Numer-
ous enabling techniques are explored 
or being developed, including task 
allocation and worker selection, incen-
tive mechanisms, crowdsourced data 
management, privacy/security protec-
tion, as well as collaborative sensing 
and human-machine intelligence. The 
availability of a generic crowdsens-
ing platform such as CrowdOS also 
facilitates the research and develop-
ment of MCS applications. Recently, 
the Chinese government released 
the “Fourteenth Five Year Plan and 
the 2035 Vision of China,” where the 
development of “Digital Economics” 
and “Digital China” has become a core 
mission. MCS is expected to play an 
important role in the coming digital 
economics era.
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ALTHOUGH GREAT PROGRESS has been made in automatic 
speech recognition (ASR), significant performance 
degradation still exists in very noisy environments. Over 
the past few years, Chinese startup AISpeech has been 
developing very deep convolutional neural networks 
(VDCNN),21 a new architecture the company recently 
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began applying to ASR use cases.
Different than traditional deep 

CNN models for computer vision, 
VDCNN features novel filter de-
signs, pooling operations, input 
feature map selection, and padding 
strategies, all of which lead to more 
accurate and robust ASR perfor-
mance. Moreover, VDCNN is further 
extended with adaptation, which 
can significantly alleviate the mis-
match between training and testing. 

Factor-aware training and cluster-
adaptive training are explored to 
fully utilize the environmental 
variety and quickly adapt model 
parameters. With this newly pro-
posed approach, ASR systems can 
improve the system robustness and 
accuracy, even in under very noisy 
and complex conditions.1

JD AI Research (JD), based in 
Beijing, China, has also made 
progress in auditory perception, 
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Figure 1. Models for sound event detection and localization.
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aiming to detect and localize 
sound events, enhance target sig-
nals, and suppress reverberation. 
This is important not only because 
it enhances signals for speech 
recognition, but also because such 
information can be used for better 
decision-making in subsequent 
dialog systems.

For sound-event detection, 
as shown in Figure 1, a multi-
beamforming-based approach is 
proposed: the diversified spatial 
information for the neural network 
is extracted using beamforming 
towards different directions.32 For 
speech dereverberation, optimal 
smoothing-factor-based prepro-
cessing is used to obtain a better 
presentation for the dereverberation 
network.10 Beamforming and speech 
dereverberation are also used to gen-
erate augmented data for multichan-
nel far-field speaker verification.22 In 
terms of speech enhancement, neu-
ral Kalman filtering (KF) is proposed 
to combine conventional KF and 
speech evolution in an end-to-end 
framework.31

JD also ranked third in both the 
sound event localization and detec-
tion task of DCASE 2019 Challenge, 
and the FFSVC 2020 Challenge for 
far-field speaker verification.

For real-time speech enhance-
ment, China-based Internet com-
pany Sogou proposes a deep complex 
convolution recurrent network (DC-
CRN) with restricted parameters and 
latency.9 Different from real-valued 

networks, DCCRN adopts the com-
plex CNN, complex long short-term 
memory (LSTM), and complex batch 
normalization layers, which are bet-
ter suited for processing complex-
valued spectrograms. Moreover, as 
shown in Figure 2 and Figure 3, a 
computational, efficient, real-time 
speech-enhancement network is 
proposed with densely connected, 
multistage structures.11 The model 
applies sub-band decomposition 
and progressive strategy to achieve 
superior denoising performance with 
lower latency.

For end-to-end ASR, self-attention 
networks (SAN) in transformer-based 
architectures23 show promising per-
formance, so a transformer-based, 
attention-based encoder/decoder 
(AED) is selected as the base archi-
tecture.

One approach is to improve AED 
performance for non-real-time 
speech transcription. Transform-
er-based architectures can eas-
ily achieve slightly better results 
than traditional hybrid systems 
in ordinary scenarios. However, 
transformer-based models collapse 
under some conditions, such as 
conversational speech and recog-
nition of proper nouns. Relative 
positional embedding (RPE) and 
parallel scheduled sampling (PSS)39 
are adopted to improve generaliza-
tion and stability. As transformer 
architecture is good at global model-
ing, and speech recognition relies 
more on local information, local 

modeling is further combined with 
CCNs and feedforward sequential 
memory networks (FSMN)7 to the 
transformer to improve the mod-
eling of local speech variance. To 
improve acoustic feature extraction 
of encoders, Sogou uses connection-
ist temporal classification (CTC) and 
cross entropy (CE), multitask joint 
training of the transformer. With 
this strategy, a 100,000-hour trans-
former achieves a 25% improvement 
compared to Kaldi-based hybrid 
systems.

A second research strategy is 
streaming AED. To that end, Sogou 
proposed an adaptive monotonic 
chunk-wise attention (AMoChA) 
mechanism,6 which can adaptively 
learn chunk-length at each step to 
calculate context vectors for stream-
ing attention. Transformer acoustic 
range is adaptively computed for 
each token in a streaming decoding 
fashion. For the CTC and CE joint-
trained transformer, CTC output is 
viewed as first-pass decoding while 
the attention-based decoder is seen 
as second-pass decoding. Thus, the 
encoder is trained in a chunk-wise 
manner for streaming AED. This 
method is similar to non-auto-regres-
sive decoding.8

The 100,000-hour streaming AED 
achieved a 15%–20% relative improve-
ment compared to Kaldi-based 
hybrid streaming systems. Gener-
ally, ASR systems and speech en-
hancement (SE) systems are trained 
and deployed separately, because 

Figure 4. The overall diagram of USTC-iFLYTEK front-end processing system for the CHiME-5 challenge.20
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DCCRN adopts 
the complex 
CNN, complex 
long short-term 
memory (LSTM), 
and complex batch 
normalization 
layers, which 
are better suited 
for processing 
complex-valued 
spectrograms.

they typically have different pur-
poses. Moreover, enhanced speech 
is detrimental to ASR performance. 
However, joint training of SE and 
ASR can significantly improve the 
performance of speech in high-noise 
environments while maintaining 
the performance of clean speech. 
For Sogou, the joint training system 
of the CRN-based SE model and the 
transformer-based ASR model re-
sults in an average relative improve-

ment of 23% in noisy conditions and 
5% in clean conditions.

Visual information is another way 
to boost speech recognition perfor-
mance in noisy conditions. Google 
first proposed the Watch, Listen, 
Attend and Spell (WLAS) network, 
which jointly learns audio and visual 
information in the recognition task.4 
Sogou adopted a modality attention 
network based on WLAS40 for adap-
tively integrating audio and visual 

Figure 5. The embeddings for the future and past chunked sentences are concatenated to 
form the Cross Utterance (CU) context vector, which is concatenated with the phoneme 
encoder output vectors to form the input of the decoder.

…

…

Decoder

Linear
Projection W

cat

CU Encoder

C

Phoneme
Encoder

G2P

f(p1), f(p2),…, f(pT) 

p1, p2, … pT 

u0, u1, … uLu–L, u–L+1, … u0 

u0
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information, which achieved a 35% 
performance improvement in 0-dB 
noisy conditions.

iFLYTEK, together with the 
National Engineering Laboratory 
for Speech and Language Informa-
tion Processing at the University of 
Science and Technology of China 
(USTC), proposed novel, high-di-
mensional regression approaches to 
solve classical speech-signal prepro-
cessing problems and is outperform-
ing traditional methods by relaxing 
the constraints of many mathematical  
model assumptions.5,20,29 The orga-
nization has finished in first place in 
several prestigious challenges,  
including all four tasks of the 
CHiME-5 speech recognition chal-
lenge,20 two tasks of the CHiME-6 
speech recognition challenge,27 all 
tasks of the DIHARD-III Speech Dia-
rization Challenge,15 and the Sound 
Event Localization and Detection 
(SELD) task of the DCASE2020 Chal-
lenge.13 These challenges, especially 
CHiME-5/6 and DIHARD-III, are 
quite relevant to common “cocktail 
party problems” found in real multi-
speaker scenarios. Figure 4 shows 
an overview of the USTC-iFLYTEK 
front-end processing system for the 
CHiME-5 challenge.

Robust Speaker Identification
Deep learning-based methods have 
been widely applied in this research 
area, achieving a new milestone for 
speaker identification and anti-

spoofing. However, it is still difficult 
to develop a robust speaker iden-
tification system under complex, 
real-world scenarios such as short 
utterance, noise corruption, and 
channel mismatch. To boost speaker 
verification performance, AISpeech 
proposes new approaches to achieve 
more discriminant speaker embed-
dings within two frameworks.

Within a cascade framework, a 
neural network-based deep dis-
criminant analysis (DDA)24,26 is sug-
gested to project i-vector to more 
discriminant embeddings. The 
direct-embedding framework uses 
a deep model with more advanced 
center loss and A-softmax loss, 
and focal loss is also explored.25 
Moreover, traditional i-vector and 
neural embeddings are combined 
with neural network-based DDA 
to achieve another improvement. 
Furthermore, AISpeech proposes 
the use of deep generative models—
for example, generative adversarial 
network (GAN) and variational 
autoencoder (VAE) models—to 
perform data augmentation directly 
on speaker embeddings, which 
would be used for robust probabi-
listic linear discriminant analysis 
(PLDA) training and to improve sys-
tem accuracy.2,34 With these newly 
proposed approaches, the speaker 
recognition system can significantly 
improve system robustness and 
accuracy under noisy and complex 
conditions.3

Robust TTS
To build robust and highly efficient 
TTS systems, research on both 
end-to-end network structures and 
neural vocoders was conducted. 
JD proposed an end-to-end speech 
synthesis framework—duration 
informed auto-regressive network 
(DIAN)19—which removes the at-
tention mechanism with the help 
of a separate duration model. This 
eliminates common skipping and 
repeating issues. Efficient WaveGlow 
(EWG), a flow-based neural vocoder, 
was proposed in Song et al.18 Com-
pared with the baseline WaveGlow, 
EWG can reduce inference time cost 
by more than half, without any obvi-
ous reduction in speech quality. To 
study mixed lingual TTS systems, we 
look into speaker embedding and 
phoneme embedding, and study the 
choice of data for model training 
in Xue et al.30 As shown in Figure 5, 
cross-utterance (CU) context vectors 
are used to improve the prosody gen-
eration for sentences in a paragraph 
in end-to-end fashion.28

Sogou also proposed an end-to-end 
TTS framework—Sogou-StyleTTS 
(see Figure 6)—to synthesize highly 
expressive voice.12 For front-end  
text analysis, a cascaded, multitask 
BERT-LSTM model is adopted.  
And the acoustic model is improved 
over FastSpeech,14 which is composed 
of a multilayer transformer encoder-
decoder and a duration model. 
 Hierarchical VAE is used to extract 

Figure 7. The pipeline of the ChoreoNet.
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learning methods on edge devices, 
model compression without ac-
curacy degradation has become 
a core challenge. Neural network 
language models (NNLM) have 
proven to be fundamental compo-
nents for speech recognition and 
natural language processing in the 
deep learning era. Effective NNLM 
compression approaches that are 
independent of neural network 
structures are therefore of great 
interest. However, most compres-
sion approaches usually achieve a 
high compression ratio at the cost 
of significant performance loss. 
AISpeech proposes two advanced, 
structured-quantization tech-
niques, namely product quantiza-
tion16 and soft binarization,36 to 
enable the realization of a very high 
NNLM compression ratio com-
pared to uncompressed models— 
70–100 without performance loss.37 
The diagram of product quanti-
zation for NNLM compression is 
shown in Figure 8.

Conclusion
These research outcomes have been 
widely used in many areas, includ-
ing customer service, robotics, and 
smart home devices. For example, as 
shown in Figure 9, Xiaoice, originally 
developed at Microsoft in Beijing, 
now at XiaoBing.ai, is uniquely 
designed as an artificial intelligence 
companion with an emotional con-
nection to satisfy the human need for 
communication, affection, and so-
cial belonging.17,38 These techniques 
have successfully driven efficient, 
sustainable, and stable development, 
and aim to improve the future of the 
whole society. 

prosodic information unsupervised 
to decouple timbre and rhythm, 
which are considered as style, and  
a rhythm decoder, to predict the 
above prosody information. Using 
this structure, any timbre and rhythm 
can be combined to achieve style  
control and introduce GAN to further 
improve the sound quality, which 
brings the distribution of acoustic 
features closer to real voice. Finally, 
multiband MelGAN architecture33  
is proposed to invert the Mel  
spectrogram feature representation  
into waveform samples. Based  
on StyleTTS, a text-driven,  
digital-human generation system  
is proposed to realize a realistic  
digital human: a multi-modality, 
generative technology to model the 
digital human’s voice, expressions, 
lips, and features jointly.

To generate more realistic facial 
expressions and lip movements, 
both face reconstruction and gen-
erative models are used to map from 
text to video frames. Moreover, to 
generate more expressive actions 
(Figure 7), Sogou cooperated with 
Tsinghua Tiangong Laboratory to 
carry out some exploratory work, 
such as creating digital-human mu-
sic. ChoreoNet,35 a two-stage music-
to-dance synthesis framework, 
imitates human choreography pro-
cedures. The framework first devises 
a CAU prediction model to learn the 
mapping relationship between mu-
sic and CAU sequences. Afterward, a 
spatial-temporal inpainting model is 
devised to convert the CAU sequence 
into continuous dance motions.

Network Compression
Faced with a need to deploy deep 

VDCNN features 
novel filter designs, 
pooling operations, 
input feature map 
selection, and 
padding strategies, 
all of which lead 
to more accurate 
and robust ASR 
performance.

Figure 8. Diagram of product quantization for NNLM compression.
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Figure 9. XiaoIce system architecture.
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B L OCKCHAIN IS  EXPLODING in popularity because of 
a disruptive fusion of peer-to-peer communication, 
distributed storage, cryptographic algorithms, and 
smart contracts. It has become a new paradigm of 
building trustful distributed systems by providing 
reliable data service for untrusted parties.

As a trustful distributed system, blockchain has 
multiple advantages, including immutability, 
transparency, auditability, and tamper resistance. 
Any participant can view the complete block and 
trace each state’s transitions. With the security 
guarantee inherited from the chain-like structure and 
the consensus mechanism, blockchain records are 
resistant to malicious forgeries.17

With its unique characteristics, blockchain offers 
strong potential for reestablishing public confidence 
and enabling reliable information sharing and value 
transfer. The profound implications of blockchain 
allow new ways of economic cooperation and have 
influence over social infrastructure. It is quickly 
becoming a crucial strategic deployment globally. 
In the future, blockchain may become a new 
infrastructure to provide credible and essential data 
services for enterprises and the public.

China’s Perspectives on Blockchain
China underscores the critical role 
of blockchain technology in the new 
round of technological innovation 
and industrial transformation. How-
ever, different from other countries, 
China has its perspectives on the rise 
of the worldwide blockchain land-
scape: embracing the blockchain 
technology while resisting illegal 
financial activities related to coin-
offering fundraising and trading or 
“virtual currencies.”3,18

Blockchain  
in China
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The People’s Bank of China (PBoC) 
announced “Public Notice of the 
PBC, CAC, MIIT, SAIC, CBRC, CSRC. 
and CIRC on Preventing Risks of 
Fundraising through Coin Offering” 
in September 2017.18 However, such 
regulation on cryptocurrency did not 
bring about a negative influence on 
blockchain technology. Two weeks af-
ter the announcement was published, 
China’s Ministry of Industry and 
Information Technology launched 
the Trusted Blockchain Open Lab, 

which aims to promote the explora-
tion of blockchain technology without 
becoming involved in issuing cryp-
tocurrencies, or the exchanges that 
trade them.3

The Overall Development Status  
of Blockchain Technology in China
After several years of development, 
China has laid a solid foundation in 
blockchain technology with the fol-
lowing characteristics.

Increasing the R&D capabilities 

of core technologies. By the first half 
of 2020, China had 1,309 companies 
providing blockchain services19 and 
more than 80 blockchain research 
institutions. Figure 1 indicates most 
of these companies are concentrated 
in economically developed areas such 
as Beijing, Guangdong, and Shang-
hai,20 which have the most scientific 
research talents and R&D resources in 
China. And in the academic field, as 
shown in Figure 2, the number of Chi-
nese blockchain-related papers has in-
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creased to 1,189 as of October 2020.13,20 
Academic research on blockchain has 
expanded from digital currency to 
finance, commerce, people’s liveli-
hoods, government affairs, and other 
fields, consistent with the domestic 
blockchain industry’s development 
trend. Due to the emphasis on core 
technology, many blockchain solution 
providers have emerged in China.

Decoupling architecture for better 
performance. Chinese research insti-
tutions and enterprises are working on 
decoupling the blockchain architec-
ture to improve performance, includ-
ing decoupling consensus and valida-
tion, decoupling execution and state, 
decoupling transactions, and so forth. 
This also allows different blockchain 
R&D institutions to participate in 
designing different layers and reduc-
ing corporate R&D costs. Besides, the 
trend in decoupling architecture pro-
motes China to the establishment of a 
unified standardized system, realizing 
the connectivity of different layers.

Integration with other emerging 
innovative technologies. To date, 
various Chinese enterprises focus on 
promoting the deep integration of 
blockchain and other emerging in-
novative technologies, such as cloud 
computing,21 IoT, AI,22 and 5G,23 into 
key industries. These rich function 
combinations can solve the core is-
sues in the traditional industry and 
further improve production efficiency. 
With the attempt to integrate block-
chain with emerging technologies, 
China is seeking new forms of infra-
structure and creating new economic 
growth points.

Steadily growing in the number 
of patents. Chinese companies are 
accelerating their patent portfolio in 
blockchain. The number of patent ap-
plications in China ranks first in the 
world. Figure 3 shows that by the end 
of 2020, the total number of patent 
applications in China has exceeded 
30,000.24 More than 4,100 companies 
have contributed to those patent ap-
plications, which occupies a signifi-
cant proportion of global blockchain 
patent applications.25

Overview of the Blockchain  
Industry in China
The Chinese central government 
points out it is necessary to build a 

Figure 1. Top 10 Chinese provinces with the number of blockchain companies.20
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blockchain industrial ecosystem. 
Efforts should be made to promote 
the deep integration of blockchain 
with the real economy.26 Major in-
dustrial applications are focused on 
this target. The main stakeholders 
include authorities, industrial appli-
cation companies, technical service 
providers, and research institutions.

Authorities outline the industrial 
policy on regulatory systems and ap-
plication scenarios. In 2020, China’s 
national ministries and commissions, 
provincial governments, and provin-
cial capital cities issued 217 policies, 
regulations, and program documents 
related to blockchain technology.19 
The Supreme People’s Court has 
solicited opinions from the public 
on the review rules and the reinforce-
ment identification of blockchain 
evidence, as well as the review of the 
authenticity of data before on-chain.28 
Local governments have paid close at-
tention to blockchain technology and 
actively build pilot areas for block-
chain applications.

Blockchain technology companies 
have increased efforts to address 
technical supports for industry de-
velopment. The blockchain industry 
is proliferating. Since 2019, 57% of 
the 1,000 enterprises involved in the 
blockchain business are start-ups; 
only 23% of the 1,000 are traditional 
IT companies that establish block-
chain sectors.19 The technology 
companies represented by Qulian 
Technology provide the underlying 
technical support and application 
construction program support for the 
blockchain industry. Internet giants 
including Baidu, Alibaba, Tencent, 
and JD.com also actively develop 
blockchain technology and expand 
application layout.

Financial, energy, and other in-
dustries deepen the application and 
integration of blockchain technol-
ogy. Finance is the first field that has 
wildly applied blockchain technol-
ogy since 2015. In 2020, the People’s 
Bank of China has released the first 
standard specification for financial 
blockchain.27 The applications in 
trade finance, supply chain finance, 
and other scenarios have gradually 
entered the depth stage. The Forbes 
Global Blockchain Top 50 2021 listed 
leading platforms employing distrib-

uted ledger technology, including 
China Construction Bank’s BC Trade 
2.0 and Industrial and Commercial 
Bank of China’s 30 blockchain ap-
plications.1 Meanwhile, in the energy 
field, State Grid proposed the “one 
main and two sides” blockchain 
service,16 to serve renewable energy 
markets and promote marketization 
of distributed electricity generation. 
The in-depth applications, in turn, 
put forward new requirements for 
blockchain technology.

Typical Cases of Blockchain  
Applications in China
The blockchain applications in China 
are mainly concentrated on scenarios 
such as finance, government service, 
smart cities, and so on.

The trade finance blockchain 
platform. It was initially launched by 
the Digital Currency Institute of the 
People’s Bank of China in Septem-
ber 2018 to serve SMEs from the 
financial, taxation, and regulatory 
perspectives.29 Five business applica-
tions and applications of hundreds 
of branches of 50 commercial banks 
have been running on this platform 
currently. In November 2020, the 
Trade Finance Blockchain Platform 
and the HKMA’s eTradeConnect 
Platform completed interconnection 
with each other, which was the first 
case of a cross-border collaboration 
across multiple trade finance block-
chain platforms. This collaboration 
significantly impacts trade finance 
by realizing cross-border trade fi-
nance transactions through the data 
exchange between two platforms for 
the first time.

The cross-provincial housing 
provident fund platform. The Hous-
ing Provident Fund (HPF) is the 
largest public housing program in 
China. Cross-provincial Housing 
Provident Fund Platform is powered 
by Hyperchain,30 whose validating 
peers consist of Branches of China 
Construction Bank and the Ministry 
of Housing and Urban-Rural Develop-
ment (MOHURD). The platform sup-
ports residents in real time withdraw-
ing their “Housing Provident Fund” 
in 303 House Fund Management 
Centers across China without any 
manual review. The platform commit-
ted over 480 million transactions and 

Chinese 
professionals  
are making efforts 
to strengthen  
basic research.
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erogeneous blockchains. Chinese 
professionals are making efforts to 
strengthen basic research and so 
far, the following innovations were 
achieved.

Scalable and high-performance 
consensus protocols. Consensus 
protocols based on permissioned 
blockchains can be classified into two 
categories: semi-synchronous and 
asynchronous protocols. Enterprise-
level permissioned blockchains main-
ly adopt semi-synchronous protocols. 
Chinese researchers have made some 
advancements, such as Monoxide,12 
Dumbo-BFT,4 Conflux,10 and Pyra-
mid.7 The most optimized algorithms 
have linear message complexity and 
fewer commit phases.

Cooperative storage model. To 
bear massive data storage, a coop-
erative storage model (for example, 
Jidar,2 BFT-Store,11 ElasticChain,8 and 
CUB14) can be employed to reduce 
the storage overhead and improve 
scalability. Further efforts are made 
to support SQL syntax and data on a 
blockchain platform.

Efficient and reliable network 
architecture. To boost the blockchain 
network’s scalability, professionals 
draw support from the relay network 
to innovate a multilayer network 
architecture suitable to the block-
chain network (for example, Shrec5 
and BlockP2P6). Parallel blockchain 
structures consisting of a system 
blockchain and several application 
blockchains have also been proposed.

Network security and pri-
vacy preservation. It is essential to 
guarantee the access control of the 
blockchain network and privacy-
preserving data utility.15 MSP mecha-
nism is widely used in permissioned 
blockchains to verify identities and 
manage the membership of a block-
chain network. Moreover, advanced 
technology such as Zero-Knowledge 
Proof and Multi-Parties Computing 
have also been equipped to achieve 
privacy-preserving data utility.

Connectivity among heteroge-
neous blockchains. As infrastructure, 
the network should establish value 
and trust connectivity among those 
heterogeneous blockchains.9 Relay-
chain architecture is the mainstream 
blockchain interoperability solu-
tion. Qulian Technology Co., Ltd, for 

ran 19.98 million mortgage accounts 
for the HPF program.31 The core 
advantage of employing blockchain in 
this scenario is that it enhanced the 
efficiency of cross-functional collabo-
ration by establishing interdepart-
mental linkage. Instead of exchang-
ing data from different systems,  
the blockchain platform supports  
the entities’ updating and utilizing 
data in one system. Ensured by  
the blockchain, posted data must be 
immutable so the data collected  
from the platform by individuals  
and entities could be trustworthy  
for data users, such as the State  
Taxation Administration.

Blockchain core system and 
applications of Xiong’an New Area. 
Xiong’an New Area is a state-level 
new area in the Baoding area of 
Hebei, China. It has been officially 
regarded as “a strategy that will 
have lasting importance for the 
millennium to come.”32 Since 2017, 
Xiong’an New Area has kept explor-
ing the application of blockchain 
technology. Xiong’an adopts the 
blockchain applications of non-tax 
bills, land transfer and manage-
ment, judicial deposit, supply 
chain finance, and so on. Xiong’an 
launched a city-level blockchain 
core system for applications in 
2020. For example, ICBC Informa-
tion and Technology Co Ltd has 
teamed up with the government 
to use blockchain for compensa-
tion payments. This system helps 
reduce the possible intermediate 
links and avoids diversion or mis-
appropriation of funds. By the end 
of 2020, more than 160 construc-
tion projects and 40,000 migrant 
workers were paid via blockchain 
systems.33

The Core Technologies for the 
Blockchain Development in China
Aggregating the characteristics of 
the cases introduced here, a practical 
blockchain platform, which would 
serve the Chinese economy, should: 
bear a large number of accounts and 
transaction throughputs; provide 
efficient and reliable storage model 
and network architecture; optimize 
contract virtual machine; preserve 
network security and privacy; and 
support connectivity among het-

Chinese 
blockchain 
technologies still 
have a way to 
go before they 
can be sufficient 
to be applied in 
different types of 
scenarios.
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instance, provides open source and 
self-adaptive inter-blockchain com-
munication solutions based on the 
relay-chain architecture for heteroge-
neous blockchains.

Smart contract and virtual ma-
chine optimization. In addition to 
Solidity, to support the industrial 
applications, the blockchain plat-
forms provide various contract virtual 
machines for popular languages, such 
as Java and GoLang. For example, TEE 
can launch smart contracts to provide 
secure and trustworthy execution 
of private transactions. Meanwhile, 
smart contract security is also a 
research hotspot, whose target is to 
reduce the risks of vulnerabilities, at-
tacks, and problematic constructs of 
smart contracts.

Conclusion
As blockchain was included in the 
latest 14th five-year plan34 of China, 
the Chinese central government is 
continuously promoting the block-
chain industry’s development, by, for 
example, releasing supportive stan-
dards and regulatory policies, and 
offering talent training. This provides 
new opportunities for the develop-
ment of blockchain.

Continuously resolving funda-
mental technical problems. Chinese 
blockchain technologies still have a 
way to go before they can be sufficient 
to be applied in different types of sce-
narios. Key enterprises and research 
institutes must strengthen collabo-
ration to continuously make break-
throughs in core technologies, such 
as consensus protocols, distributed 
storage, and P2P network, to further 
improve the scalability and interoper-
ability of blockchain.

Gradually forming technical 
standards and systems. At present, the 
blockchain industry in China has a 
good foundation for development. The 
national policy settings will give a solid 
impetus for blockchain development 
and the rapid formation of technical 
standards and systems. By 2020, China 
has issued three blockchain industry 
standards, five provincial and local 
standards, and 34 group standards. 
The Chinese government is drafting 
three blockchain national standards 
to guide application practices.35

Barbaric growth has gone to an 

end. With the continuous advance-
ment of blockchain supervision and 
standardization, markets will pay 
more attention to core technolo-
gies’ capabilities. The competitive 
blockchain enterprises will gradually 
emerge, which marks the latest stage 
of the industry development. This en-
courages companies to increase their 
R&D investment, explore the integra-
tion between blockchain and tradi-
tional economic modes, and consider 
the role that blockchain can play in 
new business models and infrastruc-
ture in the future.

The continuous influx of block-
chain talents. In recent years, China 
paid much attention to cultivating 
blockchain talents, leading to the 
emergence of increasing numbers 
of technical talents. As of 2020, 
more than 40 Chinese universities 
have launched blockchain majors 
or related courses,36 and various 
provinces have also issued more 
than 30 blockchain talent policies to 
accelerate their blockchain industry 
development.37 The competition and 
opportunities brought by the influx of 
talents are beneficial for developing 
the blockchain industry. 
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IN APRIL,  39 postmasters and sub-postmasters were 
cleared of wrongdoing by a court in the U.K. after being 
accused and sentenced for various forms of fraud and, 
in some cases, serving multiyear prison sentences.a

In total, around 700 people have been prosecuted 
based on the “evidence” from a single IT system 
installed by the U.K. Post Office, and while some of 
them probably did embezzle money, it looks like 
the majority did not. They were sentenced based on 
evidence from an IT system, which ... ehhh … to be 
honest, we don’t know what that IT system did, except 
we know it did it really, really badly.

a	 https://www.bbc.com/

Press reports have contained various 
mumblings and hand-waving about 
the shortcomings of the IT system, but 
nobody sat down and documented pre-
cisely what went wrong and what can 
be learned from it so that nobody ever 
makes a mistake like this again.

Had this been a ship sinking, a train 
derailing, or a plane crash, one of the 
U.K.’s official accident investigation 
boards would have come in and written 
a report everybody would be allowed to 
read, explaining what went wrong and 
how to avoid it ever happening again. 
But because no ships, trains, or air-
planes were involved, there will be no 
such report.

For well over a decade, I have been 
arguing that governments should cre-
ate IT accident investigation boards for 
the exact same reasons they have done 
so for ships, railroads, planes, and in 
many cases, automobiles.

Denmark got its Railroad Accident 
Investigation Board because too many 
people were maimed and killed by 
steam trains, and it has kept the board 
around because a thousand tons of 
steel hurtling along at 180km/h, just 
below a 25kV power line, can do a lot 
more damage than a steam locomotive 
with wooden wagons ever could.

The U.K.’s Air Accidents Investi-
gation Branch was created for pretty 
much the same reasons, but, specifi-
cally, because when the airlines inves-
tigated themselves, nobody was any 
the wiser.

Does that sound slightly familiar in 
any way?

The crucial feature of any accident 
investigation board is that it focuses 
only on what went wrong and how to 
avoid it happening again, and not on 
whom to blame.

Sometimes the board may find out 
that somebody failed to do something 
crucial, did something illogical, or 
even did something stupid, but that 
information is published only if it is 
necessary to prevent the same type of 
accident from happening again.

As far as I have seen, the informa-
tion is relayed in impersonal terms 

What 
Went 
Wrong?

DOI:10.1145/3475165

	� Article development led by  
queue.acm.org

Why we need an IT accident  
investigation board.

BY POUL-HENNING KAMP

http://dx.doi.org/10.1145/3475165
https://www.bbc.com/
https://queue.acm.org


NOVEMBER 2021  |   VOL.  64  |   NO.  11  |   COMMUNICATIONS OF THE ACM     95

I
M

A
G

E
 B

Y
 B

R
E

A
K

E
R

M
A

X
I

M
U

S

(“The pilot did ...,” “The clerk did not 
...”), because it is not important who 
that person was; what is important is 
that no other person exacts that conse-
quence again.

There are three kinds of incidents 
an IT accident investigation board 
should look into:

	˲ when an IT system is involved in 
loss of life, limb, or liberty;

	˲ when development of an IT system 
fails spectacularly; and

	˲ when an IT system leaks personal 
information.

The first point is a matter of consis-
tency. Two Boeing 737 MAX airplanes 
crashed because of IT systems, and 
because those IT systems happened 

to be installed in airplanes, we get 
reports, whereas we get no reports 
about the U.K. Post Office’s IT prob-
lem because its system was bolted 
into 19-inch racks.

That makes no sense: The human 
toll caused by both IT accidents is way 
beyond anything any civilized society 
can just let pass.

The second point is a matter of 
sound fiscal policy. Denmark, like all 
other countries, has an abysmal track 
record with development of govern-
mental IT systems. Millions, and in 
some cases billions, in tax money 
pour into projects that almost invari-
ably run late, over budget, fail to de-
liver, and so on.

But nobody is being paid to—or 
given sufficient access to—write a 
technical report detailing the crucial 
mistakes and how to avoid and prevent 
them in future projects. If an IT acci-
dent investigation board were to write 
a report when such a project failed, 
and if the contracts for all future proj-
ects stipulated that recommendations 
from the board must be followed, then 
at least taxpayers would not have to pay 
to repeat the same mistakes.

The third point should barely need 
mentioning: Personal information is 
the helium of IT systems—it leaks out 
of every crack or imperfection faster 
than seems possible. This is obviously 
a subclass of “loss of liberty,” but it is 
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investigation boards, and even small 
infractions lead to jail time. And no, it 
is not “self-incrimination” unless you 
did something criminal.

Finally, and most perplexing to me, 
people claim an IT accident investiga-
tion board will cost too much money.

Compared to what? 
Compared to destroying the lives of 

almost 700 people with bogus crimi-
nal records and years in jail, separated 
from their family and kids?

Compared to the 100 million euros 
Denmark spent on a new IT system for 
the police, a project that never deliv-
ered anything? That amount of money 
could easily have paid for the first 20 
years of a Danish IT accident investiga-
tion board.

There really are no valid arguments 
against IT accident investigation 
boards, and all the bogus arguments 
proffered are the same ones that peo-
ple put forth to counter all the other 
very successful accident investigation 
boards now in operation.

These boards work. We need one for 
IT, and we need it now.

Note: Shortly after this article was written, 
the U.S. announced the establishment of 
a new Cybersecurity Safety Review Board, 
similar to what is described here.c

“The Executive Order establishes a 
Cybersecurity Safety Review Board, co-
chaired by government and private sec-
tor leads, that may convene following a 
significant cyber incident to analyze what 
happened and make concrete recommen-
dations for improving cybersecurity. Too 
often organizations repeat the mistakes of 
the past and do not learn lessons from sig-
nificant cyber incidents. When something 
goes wrong, the Administration and pri-
vate sector need to ask the hard questions 
and make the necessary improvements. 
This board is modeled after the National 
Transportation Safety Board, which is 
used after airplane crashes and other inci-
dents.”	

c	 https://www.whitehouse.gov/
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so dominating that it deserves its own 
category.

While pretty much everybody agrees 
that something must be done, nobody 
wants to give an official IT accident in-
vestigation board the authority to find 
out what that “something” should be. 
Software houses hem and haw about 
how their trade secrets and intellectual 
property will be violated. What they re-
ally mean to say is they don’t want any-
body to stop their gravy train.

Individual developers fear they will 
be made scapegoats, even though this 
is precisely not what accident investi-
gation boards do. And politicians and 
management in private companies are 
nothing if not unified in their desire 
to avoid accountability for cutting cor-
ners and best-case management.

One particularly bogus argument 
is that it is not possible to write IT ac-
cident reports in the first place. I don’t 
know where that idea comes from, but 
surely not from reading accident re-
ports. For example:

In 2017, the motor of an airplane 
exploded over the southern part of the 
Greenland icecap. Part of the engine 
landed on the ice while the plane con-
tinued to the first suitable airport way 
up north in Canada.

Nobody got hurt.
Two years later the accident inves-

tigation board located and dug up the 
missing parts a couple of meters under 
the surface of Greenland’s ice.

If you think that sounds easy, I 
highly recommend the 69-page report 
about how they did it.

A year later, the board issued the 
final report, revealing that a failure 
mode called “cold dwell/cold creep” 
had caused the fan blades to disinte-
grate. That came as a surprise to every-
body, because nobody, not even a mad 
scientist in a secret lab, had ever imag-
ined that as a failure mode for the Ti-6-
4 titanium alloy.b

So, yes, surely an IT accident investi-
gation board would find it “impossible” 
to figure out what went wrong with the 
U.K. Post IT system. Not!

Another bogus argument is that 
people would refuse to talk and would 
destroy and hide evidence. This vastly 
underestimates lawmakers: It is a 
crime to do that for all other accident 

b	 https://bit.ly/3ijweWw
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ARTIFICIAL INTELLIGENCE (AI)  has evolved from hype 
to reality over the past few years. Algorithmic advances 
in machine learning and deep learning, significant 
increases in computing power and storage, and huge 
amounts of data generated by digital transformation 
efforts make AI a game-changer across all industries.8 
AI has the potential to radically improve business 
processes with, for instance, real-time quality prediction 
in manufacturing, and to enable new business models, 

such as connected car services and 
self-optimizing machines. Traditional 
industries, such as manufacturing, 
machine building, and automotive, 
are facing a fundamental change: from 
the production of physical goods to the 
delivery of AI-enhanced processes and 
services as part of Industry 4.0.25 This 
paper focuses on AI for industrial en-
terprises with a special emphasis on 
machine learning and data mining.

Despite the great potential of AI and 
the large investments in AI technolo-
gies undertaken by industrial enter-
prises, AI has not yet delivered on the 
promises in industry practice. The core 
business of industrial enterprises is not 
yet AI-enhanced. AI solutions instead 
constitute islands for isolated cases—
such as the optimization of selected 
machines in the factory—with varying 
success. According to current industry 
surveys, data issues constitute the main 
reasons for the insufficient adoption of 
AI in industrial enterprises.27,35

In general, it is nothing new that 
data preparation and data quality are 
key for AI and data analytics, as there 
is no AI without data. This has been an 
issue since the early days of business in-
telligence (BI) and data warehousing.3 
However, the manifold data challenges 
of AI in industrial enterprises go far 
beyond detecting and repairing dirty 
data. This article profoundly investi-

There 
Is No AI 
Without 
Data

DOI:10.1145/3448247

Industry experiences on the data challenges  
of AI and the call for a data ecosystem  
for industrial enterprises.

BY CHRISTOPH GRÖGER

 key insights
	˽ Despite AI’s great potential, the business 

of industrial enterprises is not yet AI-
enhanced. AI is done in an insular fashion, 
leading to a polyglot and heterogeneous 
enterprise data landscape that limits the 
comprehensive application of AI.

	˽ Data challenges, such as data 
management, data democratization, and 
data governance, constitute the major 
obstacles to leveraging AI and go far 
beyond ensuring data quality, comprising 
diverse aspects such as metadata 
management, data architecture, and data 
ownership.

	˽ The presented data ecosystem for 
industrial enterprises addresses 
these challenges and comprises 
data producers, data platforms, data 
consumers, and data roles for AI.
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Power consumption for typical components.Figure 1. Current state of AI in industrial enterprises: insular AI with heterogeneous enterprise data landscape.
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technical and organizational elements 
of the data ecosystem—for example, 
data platforms and data roles. Next, 
we assess how the data ecosystem ad-
dresses individual data challenges and 
paves the way from insular AI to in-
dustrialized AI. Then, we highlight the 
open issues we face in the course of our 
real-world realization of the data eco-
system and point out future research 
directions—for instance, the design of 
an enterprise data marketplace.

Current State of AI in 
Industrial Enterprises
In the following, we define AI and data 
analytics as key terms and offer an 
overview of the business of industrial 
enterprises to concretize the scope of 
our work. On this basis, we character-
ize the current state of AI and illustrate 
it with a practical example.

Artificial intelligence and data ana-
lytics. Generally, AI constitutes a fuzzy 
term referring to the ability of a ma-
chine to perform cognitive functions.10 
Approaches to AI can be subdivided 
into deductive—that is, model-driven 
(such as expert systems)—or induc-
tive—that is, data-driven.10 In this pa-
per, we focus on data-driven approach-
es, particularly machine learning and 
data mining,17 as they have opened 

new fields of application for AI in the 
last years. Moreover, we use data ana-
lytics4 as an umbrella term for all kinds 
of data-driven analysis, including BI 
and reporting.

Business of industrial enterprises. 
The business of industrial enterprises 
comprises the engineering and manu-
facturing of physical goods—for in-
stance, heating systems or electrical 
drives. For this purpose, industrial en-
terprises typically operate a manufac-
turing network of various factories or-
ganized into business units. The IT 
landscape of industrial enterprises 
usually comprises different enterprise 
IT systems, ranging from enterprise re-
source planning (ERP) systems over 
product lifecycle management (PLM) 
systems to manufacturing execution 
systems (MES).24 In Industry 4.0 and In-
ternet of Things (IoT) applications, in-
dustrial enterprises push the digitali-
zation of the industrial value chain.22 
The aim is to integrate data across the 
value chain and exploit it for competi-
tive advantage. Hence, the AI enable-
ment of processes and products is of 
strategic importance. To this end, in-
dustrial enterprises have, in recent 
years, built data lakes, introduced AI 
tools, and created data science teams.15

Current state: insular AI. Figure 1 

gates these challenges and rests on our 
practical real-world experiences with 
the AI enablement of a large industrial 
enterprise—a globally active manufac-
turer. At this, we undertook systematic 
knowledge sharing and experience ex-
change with other companies from the 
industrial sector to present common is-
sues for industrial enterprises beyond 
an individual case.

As a starting point, we characterize 
the current state of AI in industrial en-
terprises, called “insular AI,” and pres-
ent a practical example from manufac-
turing. AI is typically done in islands for 
use case-specific data provisioning and 
data engineering, leading to a hetero-
geneous and polyglot enterprise data 
landscape. This causes various data 
challenges that limit the comprehen-
sive application of AI.

We particularly investigate chal-
lenges to data management, data de-
mocratization, and data governance 
which result from real-world AI proj-
ects. We illustrate them with practical 
examples and systematically elaborate 
on related aspects, such as metadata 
management, data architecture, and 
data ownership. To address the data 
challenges, we introduce the data eco-
system for industrial enterprises as an 
overall framework. We detail both IT-
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ders cross-process and cross-product 
AI use cases.

Practical manufacturing example. 
To illustrate the shortcomings of in-
sular AI and underline the need for an 
overall approach, we take an example 
from manufacturing. To predict the 
quality of a specific manufacturing 
process in a factory, a specialist project 
team of data scientists and data engi-
neers first identifies relevant source 
systems, especially several local MESs 
in the factory as well as a central ERP 
system. The MESs provide sensor data 
on quality measurements and the ERP 
system provides master data. Together 
with various IT specialists, manufac-
turing experts, and data owners, the 
team inspects the data structures of 
the source systems and develops cus-
tomized connectors for extracting 
source data and storing it in the local 
factory data lake in its raw format.

Data is cleansed, integrated, and 
pivoted based on a use case-specific 
data model and various case-specific 
data pipelines. As a general docu-
mentation of the business meaning 
of individual tables and columns is 
missing, this is done manually in the 
project’s internal documents. The 
team then employs various machine-
learning tools to generate an optimal 
prediction model. Over the course of 
several iterations, the data model and 
source-data extracts are adapted to 
enhance the data basis for machine 
learning. The final prediction model 
is then used in the MES on the factory 
shop floor by calling a machine-learn-
ing scoring service.

Overall, the resulting solution 
constitutes a targeted but isolated AI 
island with use case-specific data ex-
tracts, custom data models, tailored 
data pipelines, a dedicated factory 
data lake, and fit-for-purpose machine-
learning tools. At this, the solution 
incorporates a large body of expert 
knowledge considering manufactur-
ing-process know-how, ERP and MES 
IT system know-how, use case-specific 
data engineering, and data science 
know-how. Yet, missing data manage-
ment guidelines (such as those for 
data modeling and metadata manage-
ment), little transparency on source 
systems, and the variety of isolated data 
lakes all hinder reuse, efficiency, and 
enterprise-wide application of AI. That 

illustrates the current state of AI in in-
dustrial enterprises per the results of 
our investigations. Organizations have 
implemented a wide variety of AI use 
cases across the industrial value chain: 
from predictive maintenance for IoT-
enabled products over predictive qual-
ity for manufacturing process optimi-
zation to product lifecycle analytics 
and customer sentiment analysis (see 
Gröger and Laudon, et al.15,24 for details 
on these use cases). The use cases com-
bine data from various source systems, 
such as ERP systems and MESs, and 
are typically implemented as isolated 
solutions for each individual case. That 
means, AI is performed in “islands” 
for use case-specific data provision-
ing and data engineering as well as for 
use case-specific AI tools and fit-for-
purpose machine-learning algorithms. 
This is what we call “insular AI.”

On one hand, insular AI fosters 
the flexibility and explorative na-
ture of use-case implementations. 
On the other hand, it hinders reuse, 
standardization, efficiency, and en-
terprise-wide application of AI. The 
latter is what we call “industrialized 
AI.” In the rest of this article, we focus 
on data-related issues of AI because 
the handling of data plays a central 
role on the path to industrialized AI. 
In fact, data handling accounts for 
around 60% to 80% of the entire AI use 
case implementation, according to 
our experiences.

Insular AI leads to a globally dis-
tributed, polyglot, and heterogeneous 
enterprise data landscape (see Fig-
ure 1). Structured and unstructured 
source data for AI use cases is extracted 
and stored in isolated raw data stores, 
called data lakes.13 They are based on 
individual data storage technologies—
for instance, different NoSQL systems, 
use case-specific data models, and ded-
icated source-data extracts. These data 
lakes coexist with the enterprise data 
warehouse,23 which contains integrat-
ed and structured data from various 
ERP systems for reporting purposes. 
The many data-exchange processes in 
existence cause diverse data redundan-
cies and potential data quality issues. 
Besides, the disparate data landscape 
significantly complicates the develop-
ment of an integrated, enterprise-wide 
view of business objects—for example, 
products and processes—and thus hin-

AI has not yet 
delivered on 
the promises in 
industry practice. 
The core business 
of industrial 
enterprises is not 
yet AI-enhanced.
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lenges—data management, data de-
mocratization, and data governance 
for AI (see Figure 2)—which we focus 
on in this article. We detail them with 
special emphasis on data-driven AI—
that is, machine learning and data 
mining. In contrast to classical BI 
and reporting, machine learning and 
data mining impose extended data re-
quirements.6 They favor the use of not 
only aggregated, structured data but 
also of high volumes of both struc-
tured and unstructured data in its raw 
format—for example, for machine 
learning-based optical inspection.40 
This data also needs to be processed 
not only in periodic batches but also 
in near real time to provide timely re-
sults—for instance, to predict manu-
facturing quality in real time.6 Conse-
quently, AI poses new challenges to 
data management, data democratiza-
tion, and data governance as detailed 
in the following.

Data management challenge of AI. 
Data management generally comprises 
all concepts and techniques to process, 
provision, and control data throughout 
its life cycle.18 The data management 
challenge of AI lies in comprehensively 
managing data for AI in a heteroge-
neous and polyglot enterprise data 
landscape. According to our practical 
investigations, this particularly refers 
to data modeling, metadata manage-
ment, and data architecture for AI.

No common data modeling ap-
proaches exist for how to structure 
and model data on a conceptual and 
logical level across the data landscape. 
Frequently, different data-modeling 
techniques, such as data vault26 or di-
mensional modeling,23 are used for 
the same kinds of data—for instance, 
manufacturing sensor data—in the 
data lakes. Sometimes, even the need 
for data modeling is neglected with 
reference to a flexible schema-on-read 
approach on top of raw data. This sig-
nificantly complicates data integra-
tion, reuse of data, and developed data 
pipelines across different AI use cases. 
For instance, pivoting sensor data as 
input for machine learning is time-
consuming and complex. Reusing cor-
responding data pipelines for different 
AI use cases significantly depends on 
common data-modeling techniques 
and common data models for manu-
facturing data, in this example.

is, the same type of use case gets imple-
mented from scratch in different ways 
across different factories even though 
it refers to the same type of source sys-
tems, the same conceptual data enti-
ties, and the same type of manufac-
turing process. Thus, the same source 
data—for instance, master data—is 
extracted multiple times, creating a 
high load on business-critical source 
systems, such as ERP systems. Differ-
ent data models are developed for the 
same conceptual data entities, such 
as ‘machine’ and ‘product’. These 
heterogeneous data models and dif-
ferent data-storage technologies used 
in individual factory data lakes lead 
to heterogeneous data pipelines for 
pivoting the same type of source data, 
such as MES tables with sensor data. 
Besides, the business meaning of data 
and developed data models—that is, 
metadata—are documented multiple 
times in project-specific tools, such as 
data dictionaries or spreadsheets. All 
in all, this leads to an ocean of AI is-
lands and a heterogeneous enterprise 
data landscape.

Consequently, to industrialize AI 
requires a systematic analysis of the 
underlying data challenges. On this 
basis, an overall solution integrating 
technical and organizational aspects 
can be designed to address the chal-
lenges.

Data Challenges of AI
Based on our practical investigations 
at the manufacturer, we identified 
manifold data challenges of AI and sys-
tematically clustered them. We aligned 
these challenges with other companies 
during systematic knowledge sharing 
to present common issues for indus-
trial enterprises. Current literature6,21 
and industry surveys27,35 on AI in indus-
trial enterprises support our findings. 
Notably, this article goes significantly 
beyond these related works by analyz-
ing both organizational and technical 
aspects of the data challenges and by 
providing detailed industry experienc-
es on the individual challenges.

Generally, ensuring data quality for 
AI is important—for instance, by de-
tecting and cleansing dirty data. Such 
data quality issues have already been 
addressed by a plurality of works and 
tools.5,39 Beyond data quality, how-
ever, exist further critical data chal-

According to 
current industry 
surveys, data issues 
constitute the main 
reasons for the 
insufficient adoption 
of AI in industrial 
enterprises.
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Power consumption for typical components.Figure 2. Data challenges of AI and related aspects.
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works, such as with Python,c are used 
for data-engineering tasks requiring 
comprehensive programming know-
how. These factors limit data engineer-
ing to small groups of expert users.

This also holds true for data discov-
ery and exploration. Although self-ser-
vice visualization tools are provided, 
discovery and exploration of data in 
data lakes is hampered. Comprehen-
sive metadata on the business mean-
ing and quality of data is missing, 
preventing easy data usage by non-ex-
pert users. For instance, a marketing 
specialist must identify and contact 
several different data engineers, who 
have prepared different kinds of mar-
ket data, to understand the meaning 
and interrelations of the data. Besides, 
compliance approvals for data usage 
are typically based on specialist inspec-
tions of data, such as inspections by le-
gal experts in the case of personal data. 
These low-automation processes also 
slow down the use of data for AI.

Data governance challenge of AI. 
Generally, data governance is about 
creating organizational structures to 
treat data as an enterprise asset.1 The 
data governance challenge of AI refers 
to defining roles, decision rights, and 
responsibilities for the economically 
effective and compliant use of data 
for AI. According to our practical in-
vestigations, organizational structures 
for data are only rudimentarily imple-
mented in industrial enterprises and 
mainly focus on master data and per-
sonal data. Particularly, structures for 
data ownership and data stewardship 
are missing, hampering the applica-
tion of AI as follows.

There is no uniform data ownership 
organization across the heterogeneous 
data landscape. Especially, data own-

c	 http://www.python.org

There is no overall metadata man-
agement to maintain metadata across 
the data landscape. Technical meta-
data, such as the names of columns 
and attributes, are mostly stored in the 
internal data dictionaries of individual 
storage systems and are not generally 
accessible. Hence, data lineage and 
impact analyses are hindered. For in-
stance, in the case of changes in source 
systems, manually adapting the affect-
ed data pipelines across all data lakes 
without proper lineage metadata is te-
dious and costly. Moreover, business 
metadata on the meaning of data—for 
example, the meaning of KPIs—is of-
ten not systematically managed at all. 
Thus, missing metadata management 
significantly hampers data usage for AI.

No overarching data architecture 
structures the data landscape. Missing 
on one hand is an enterprise data archi-
tecture to orchestrate various isolated 
data lakes. For instance, there is no 
common zone model37 across all data 
lakes, which complicates data integra-
tion and exchange. Moreover, the inte-
gration of the existing enterprise data 
warehouse containing valuable key 
performance indicators (KPIs) for AI 
use cases is unclear. On the other hand, 
also lacking is a systematic platform 
data architecture to design a data lake. 
Specifically, different data storage tech-
nologies are used to realize data lakes. 
For example, some data lakes are solely 
based on Hadoop storage technologies, 
such as HDFSa and Hive,b while others 
combine classical relational database 
systems and NoSQL systems. This leads 
to non-uniform data-lake architectures 
across the enterprise data landscape, 
resulting in high development and 
maintenance costs.

a	 http://hive.apache.org
b	 http://hadoop.apache.org

Data democratization challenge of 
AI. In general, data democratization 
refers to facilitating the use of data by 
everyone in an organization.41 The data 
democratization challenge of AI lies 
in making all kinds of data available 
for AI for all kinds of end users across 
the entire enterprise. To this end, data 
provisioning and data engineering as 
well as data discovery and exploration 
all play central roles for AI. According 
to our investigations, these activities 
are mostly limited to small groups of 
expert users in practice and thus pre-
vent data democratization for AI as ex-
plained in the following.

Data provisioning—that is, techni-
cally connecting new source systems 
to a data lake and extracting selected 
source data—typically requires dedi-
cated IT projects. To that end, IT ex-
perts are concerned with defining tech-
nical interfaces and access rights for 
source systems and developing data 
extraction jobs in cooperation with 
source-system owners and data end us-
ers. Hence, the central IT department 
frequently becomes a bottleneck factor 
for data provisioning in practice. More-
over, there is a huge need for coordina-
tion between IT experts, source-system 
owners, and end users, which leads to 
time-consuming iterations. These fac-
tors significantly slow down and limit 
data provisioning and thus the use of 
new data sources for AI.

Data engineering—modeling, in-
tegrating, and cleansing of data—is 
typically done by highly skilled data 
scientists and data engineers. Due to 
incomplete metadata on source sys-
tems, data engineering requires spe-
cialist knowledge of individual source 
systems and their data structures—for 
example, on the technical data struc-
tures of ERP systems. In addition, 
mostly complex, script-based frame-

https://www.python.org
https://hive.apache.org
https://hadoop.apache.org
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Power consumption for typical components.Figure 3. Core elements of a data ecosystem for industrial enterprises.
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nized by business function in source 
systems and by business unit in the data 
lake. These organizational boundaries 
significantly hinder the comprehensive 
use of data for AI.

There is no overall data stewardship 
organization to establish common 
data policies, standards, and proce-
dures. Existing data stewardship struc-
tures in industrial enterprises mainly 
focus on various kinds of master data 
to define—for example, common data 
quality criteria for master data on cus-
tomers. Data stewardship for further 
categories of data is not systematically 
organized. For example, there are vari-
ous data models as well as data quality 
criteria on manufacturing data across 
different factories and manufacturing 
processes. Thus, common enterprise-
wide policies for manufacturing data 
are lacking. This significantly increas-
es the efforts and complexity of data 
engineering for AI use cases.

Call for a Data Ecosystem 
for Industrial Enterprises
In light of the above data challenges, 
we see the need for a holistic frame-
work that covers both technical and or-
ganizational aspects to address the 
data challenges of AI. To this end, we 
adopt the framework of a data ecosys-
tem. Generally, a data ecosystem repre-
sents a socio-technical, self-organiz-
ing, loosely coupled system for the 
sharing of data.31 A data ecosystem’s 

typical elements are data producers, 
data consumers, and data platforms.31 
However, data ecosystem research is 
still in its early stages and mainly fo-
cused on the sharing of open govern-
ment data.33 Therefore, we call for a 
data ecosystem specifically tailored to 
industrial enterprises.

Based on our practical experiences 
with the AI enablement of the manu-
facturer and knowledge exchange with 
further industrial companies, we de-
rived core data ecosystem elements for 
industrial enterprises (see Figure 3). 
They are described in the following:

Data producers and data consum-
ers. Data producers and consumers 
represent resources or actors gener-
ating or consuming data. We gener-
ally differentiate four kinds of data 
producers in an industrial enterprise: 
Processes refer to all kinds of indus-
trial processes and resources across 
the value chain—for instance, engi-
neering processes.24 Products refer to 
manufactured goods, such as electri-
cal drives or household appliances. 
People comprise all kinds of human 
actors, including customers and em-
ployees. Third parties comprise actors 
and resources outside the organiza-
tional scope of the enterprise—for ex-
ample, suppliers.

Data sources. Data sources relate to 
the technical kind and the sources of 
data generated by data producers. We 
distinguish between four kinds of data 

ership for data extracted and stored 
in different data lakes is not defined 
in a common manner. For instance, 
in many cases, the owner of the data 
in the data lake remains the same as 
the data owner of the source system. 
That is, the integration of data from 
different source systems stored in the 
data lake requires approvals by differ-
ent data owners. Hence, data is not 
treated as an enterprise asset owned by 
the company but rather as an asset of 
an individual business function—for 
example, the finance department as 
data owner of finance data. This leads 
to unclear responsibilities and an un-
balanced distribution of risks and ben-
efits when using data for AI.

For example, when manufacturing-
process data from an MES is integrated 
with business-process data from an ERP 
system to enable predictive mainte-
nance, the respective data owners—for 
instance, the manufacturing depart-
ment and the finance department—
must agree on and remain liable for a 
possibly noncompliant use of this data. 
However, the benefit of a successful 
use-case implementation, such as lower 
machine-maintenance costs, is attrib-
uted to the engineering department. In 
other cases, data ownership in the data 
lake is decoupled from data ownership 
in source systems to avoid this issue. 
Yet, this may lead to heterogeneous and 
overlapping data ownership structures, 
such as when data ownership is orga-
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the enterprise. However, research on 
data marketplaces is at an early stage 
and there are only initial concepts fo-
cusing on external enterprise market-
places for data.36,38 Hence, we work out 
essential characteristics of an internal 
enterprise data marketplace fitting 
the data ecosystem.

In contrast to the enterprise data 
lake and edge data lakes, the enter-
prise data marketplace does not store 
the actual data. Rather, it is based on 
a data catalog37 representing a meta-
data-based inventory of data. That is, 
data is represented by metadata and 
a reference to the actual data. For in-
stance, the data catalog item, “Quality 
Data for Product P71” might comprise 
metadata on the related product and a 
reference to a set of sensor data stored 
in the enterprise data lake. Data cata-
log items not only refer to data in the 
data lakes but also to data in source 
systems, such as ERP and PLM sys-
tems. Besides, metadata from appli-
cation programming interfaces (APIs) 
that expose data are also fused in the 
data catalog. Hence, the marketplace 
in combination with the data catalog 
provides a metadata-based overview of 
all data in the enterprise.

Regarding services provided by the 
marketplace, it addresses both data 
consumers and data producers in a self-
service manner. Data consumer servic-
es comprise things like self-service data 
discovery and self-service data prepara-
tion. Data producer services include, for 
instance, self-service data curation to 
define metadata on datasets as well as 
self-services for API-based data publish-
ing. Marketplace services on the whole 
address the entire data lifecycle: data 
acquisitioning and cataloging, publish-
ing and lineage tracking, and data prep-
aration and exploration.

Data applications. Data applications 
refer to all kinds of applications that 
use data provided by the data platforms. 
We differentiate descriptive, diagnos-
tic, predictive, and prescriptive data 
applications.15 That is, data applica-
tions comprise the entire range of data 
analytics techniques, from reporting to 
machine learning. Data applications re-
alize defined use cases, such as process 
performance prediction in manufactur-
ing, for defined data consumers—for 
instance, a process engineer.

Data roles. Data roles comprise 

sources in an industrial enterprise: 
Enterprise data refers to all data gen-
erated by enterprise IT systems across 
the industrial value chain, such as PLM 
and ERP systems.24 User-generated 
data refers to data directly generated 
by human actors, such as social media 
postings or documents. IoT data refers 
to all data generated by IoT devices, 
such as manufacturing machine data 
or sensor data.6 Web data refers to all 
data from the Web, except user-gener-
ated data—for instance, linked open 
data or payment data.

Data platforms. Data platforms rep-
resent the technical foundation for 
data processing from all kinds of data 
sources to make data available for vari-
ous data applications. The data eco-
system is based on three kinds of data 
platforms: the enterprise data lake, 
edge data lakes, and the enterprise 
data marketplace.

The enterprise data lake constitutes 
a logically central, enterprise-wide data 
lake. It combines the original data lake 
approach29 with the data warehouse 
concept.23 That means, it combines the 
data lake-like storage and processing 
of all kinds of raw data with the data 
warehouse-like analysis of aggregated 
data. Batch and stream data process-
ing are supported to enable all kinds of 
analyses on all kinds of data. The enter-
prise data lake is based on comprehen-
sive guidelines for data modeling and 
metadata management and enables 
enterprise-wide reuse of data and data 
pipelines.

Edge data lakes represent decentral-
ized raw data stores that complement 
the enterprise data lake. Edge data 
lakes focus on the realization of data 
applications based on local data, with 
little enterprise-wide reuse. They are 
particularly suited for data processing 
in globally distributed factories, with 
selected factories operating their own 
edge data lake. A typical AI use case for 
edge data lakes is to predict time-series 
data produced by a specific manufac-
turing machine in a single factory of the 
enterprise.

The enterprise data marketplace 
constitutes the central pivot point of 
the data ecosystem. It represents a 
metadata-based self-service platform 
that connects data producers with 
data consumers. The goal is to match 
supply and demand for data within 

Based on 
our practical 
experiences with 
the AI enablement 
of the manufacturer 
and knowledge 
exchange with 
further industrial 
companies, we 
derived core 
data ecosystem 
elements for 
industrial 
enterprises.
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to industrialized AI. Generally, the data 
ecosystem paves the way to industrial-
ized AI by addressing the data challeng-
es. To assess this, we analyze individual 
data challenges with respect to data eco-
system elements (see Table). We high-
light open issues we are facing during 
the course of our real-world realization 
of the data ecosystem and point out fu-
ture research directions. Further details 
on the realization of selected elements 
of the data ecosystem can be found in 
our most recent works.12–16

Addressing the data management 
challenge. With respect to the data 
management challenge, the data eco-
system is based on a comprehensive 
set of data platforms, namely the en-
terprise data lake, edge data lakes, and 
the enterprise data marketplace. These 
platforms define an enterprise data 
architecture for AI and data analyt-
ics, specifically addressing the aspect 
of data architecture. For this purpose, 
the enterprise data lake incorporates 
the enterprise data warehouse, avoid-
ing two separate enterprise-wide data 
platforms and corresponding data re-
dundancies. It is based on a unified 
set of data modeling guidelines and 
reference data models implemented 
by data stewards to address the aspect 
of data modeling. For instance, enter-
prise data from ERP systems is mod-
eled using data vault modeling to en-
able rapid integration with sensor data 
from IoT devices as described in our 
recent work.14 This enables the enter-
prise-wide reuse of data and data pipe-
lines for all kinds of AI use cases across 
products, processes, and factories. Ad-
ditionally, edge data lakes provide flex-
ibility for use-case exploration and pro-
totyping with only minimal guidelines, 
but they are restricted to local data, 
particularly in single factories.

The design of the platform data ar-
chitecture of the enterprise data lake 
itself is challenging, as it must serve a 
huge variety of data applications, from 
descriptive reporting to predictive and 
prescriptive machine-learning applica-
tions. Particularly, defining a suitable 
composition of data storage and pro-
cessing technologies is an open issue. 
According to our practical experiences, 
the enterprise data lake favors a poly-
glot approach to provide fit-for-pur-
pose technologies for different data 
applications. To this end, we combine 

organizational roles related to data. 
These roles are relevant across all lay-
ers of the data ecosystem. We focus 
on key roles that are of central im-
portance for AI and data analytics in 
industrial enterprises—namely data 
owners, data stewards, data engi-
neers, and data scientists.

Data owners1 have the overall re-
sponsibility for certain kinds of data—
for instance, all data on a certain prod-
uct. They are assigned to the business, 
not IT, and are responsible for the qual-
ity, security, and compliance of this 
data from a business point of view. It is 
particularly important to define a uni-
form and transparent data ownership 
organization across the enterprise data 
lake and the edge data lakes and to de-
couple these structures from data own-
ership in source systems. For instance, 
all data on a specific product stored 
in the enterprise data lake should be 
owned by the respective business unit, 
to facilitate cross-process use of data.

Data stewards1 manage data on be-
half of data owners. They are respon-
sible for realizing necessary policies 
and procedures from both business 
and technical points of view. To reduce 
the complexity and efforts of data en-
gineering for AI, an overall data stew-
ardship organization is needed, estab-
lishing common quality criteria and 
reference data models for all kinds of 
data. For instance, manufacturing data 
can be structured according to the IEC 
62264 reference model20 to ease data 
integration across different factories 
of the enterprise.

Data engineers and data scientists 
are key roles within the context of AI 
projects but there is no widely accepted 
definition—yet.28 Generally, data engi-
neers develop data pipelines to provide 
the data basis for further analyses by 
integrating and cleansing data. Build-
ing on this foundation, data scientists 
focus on actual data analysis by feature 
engineering and applying various data 
analytics techniques—for instance, dif-
ferent machine-learning algorithms—
to derive insights from data.

From Insular AI to Industrialized 
AI: Addressing Challenges 
and Future Directions
We are currently realizing the data eco-
system on an enterprise-scale at the 
manufacturer to evolve from insular AI 

We see a major 
need for future 
research regarding 
functional 
capabilities 
and realization 
technologies for 
an enterprise data 
marketplace.
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capabilities and realization technolo-
gies for an enterprise data marketplace.

Addressing the data governance chal-
lenge. In view of the data governance 
challenge, the data ecosystem defines a 
set of key roles related to data—namely 
data owners, data stewards, data engi-
neers, and data scientists. Thus, both 
aspects—data ownership and data 
stewardship—are addressed. An over-
arching data ownership organization 
across source systems and data lakes fa-
cilitates the compliant and prompt pro-
visioning of source data for AI use cases 
because approvals and responsibilities 
for the use of data are clearly defined. 
Moreover, a data stewardship organi-
zation for all kinds of data significantly 
enhances data quality and reduces data 
engineering efforts by establishing ref-
erence data models and data quality cri-
teria. At this, the data catalog supports 
data governance by providing KPIs for 
data owners and data stewards, such as 
the number of sources of truth for spe-
cific data sets.

A major open issue refers to the im-
plementation of these roles within ex-
isting organizational structures. Gener-
ally, there are various data governance 
frameworks and maturity models in 
literature and practice.1,2,9,18,19,30,32,34 
However, they only provide high-level 
guidance on how to approach data 
governance—for example, what top-
ics to address and what roles to define. 
Concrete guidelines covering how to 
implement data governance, consid-
ering context factors such as industry 
and corporate culture, are lacking—for 
instance, deciding when data owner-
ship is to be organized by business unit 

Addressing data challenges by the data ecosystem and resulting future research directions.

Data 
Challenges 
of AI Aspects Data Ecosystem Approach Future Research Directions

Data 
Management 
Challenge  
of AI

Data Modeling
Unified data modeling concepts and reference data 
models in the enterprise data lake

Overall data organization in enterprise data lake—
for instance, using data lake zones

Metadata Management
Data catalog for metadata management Integrated management of metadata from batch 

and streaming systems

Data Architecture
Architecture consisting of enterprise data lake, edge 
data lakes, and enterprise data marketplace

Polyglot platform data architecture of enterprise 
data lake, including architecture patterns

Data 
Democratization 
Challenge  
of AI

Data Provisioning
Self-service and metadata management provided by 
enterprise data marketplace and data catalog

Framework of capabilities and realization 
technologies for an enterprise data marketplaceData Engineering

Data Discovery and Exploration

Data Governance 
Challenge  
of AI

Data Ownership Key roles for data owners, data stewards, data 
engineers, and data scientists

Implementation guidelines for data roles 
considering context factors—for example, 
corporate cultureData Stewardship

relational database systems, NoSQL 
systems, and real-time event hubs fol-
lowing the lambda architecture para-
digm as discussed in our recent work.15

Identifying suitable architecture 
patterns for different kinds of data 
applications on top of this polyglot 
platform constitutes a valuable future 
research direction for standardizing 
the implementation of AI use cases. In 
addition, organizing all data in the en-
terprise data lake requires an overarch-
ing structure beyond conceptual data 
modeling. We see data lake zones37 as a 
promising approach necessitating sub-
stantial future research as discussed in 
our recent work.12

The aspect of metadata manage-
ment is addressed by the data catalog as 
part of the enterprise data marketplace. 
The data catalog focuses on the acqui-
sition, storage, and provisioning of all 
kinds of metadata—technical, busi-
ness, and operational—across all data 
lakes and source systems. In this way, 
it enables overarching lineage analyses 
and data quality assessments as essen-
tial parts of AI use cases—for example, 
to evaluate the provenance of a dataset 
in the enterprise data lake. Data cata-
logs represent a relatively new kind of 
data management tool and mainly fo-
cus on the management of metadata 
from batch storage systems—such as 
relational database systems as detailed 
in our recent work.13 Open issues par-
ticularly refer to the integrated man-
agement of metadata from batch and 
streaming systems, such as Apache 
Kafka, to realize holistic metadata 
management in the data ecosystem.

Addressing the data democratiza-

tion challenge. All aspects of the data 
democratization challenge—namely 
data provisioning, data engineering, 
and data discovery and exploration—
refer to self-service and metadata man-
agement. They are addressed by the en-
terprise data marketplace based on the 
data catalog. The data catalog provides 
comprehensive metadata management 
across all data lakes and source systems 
of the data ecosystem. Thus, it signifi-
cantly facilitates data engineering as 
well as data discovery and exploration 
for all kinds of end users by providing 
technical and business information on 
data and its sources as discussed in our 
recent work.16 For instance, the busi-
ness meaning of calculated KPIs in the 
enterprise data lake can be investigated, 
and corresponding source systems can 
be looked up easily in the data catalog 
by non-expert users.

The enterprise data marketplace 
also provides self-service capabilities 
across the entire data lifecycle for all 
kinds of data producers and data con-
sumers. For instance, a process en-
gineer in manufacturing provisions 
sensor data of a new machine in the 
enterprise data lake himself by execut-
ing a self-service workflow in the data 
marketplace.

Neither established tools nor sound 
concepts for internal enterprise data 
marketplaces exist, hence we are real-
izing the marketplace as an individual 
software development project. To this 
end, there are various realization op-
tions—for instance, using semantic 
technologies for modeling metadata 
and services.7 Thus, we see a major need 
for future research regarding functional 
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or by business process.1 Thus, we see 
a need for future research concerning 
context-based implementation guide-
lines for data roles.

Conclusion
Data challenges constitute the major 
obstacle to leveraging AI in industrial 
enterprises. According to our investiga-
tions of real-world industry practices, 
AI is currently undertaken in an insular 
fashion, leading to a polyglot and het-
erogeneous enterprise data landscape. 
This presents considerable challenges 
for systematic data management, com-
prehensive data democratization, and 
overall data governance and prevents 
the widespread use of AI in industrial 
enterprises.

To address these issues, we present-
ed the data ecosystem for industrial 
enterprises as a guiding framework and 
overall architecture. Our assessment 
of the data challenges against the data 
ecosystem elements underlines that all 
data challenges are addressed—paving 
the way from insular AI to industrial-
ized AI. The socio-technical character 
of the data ecosystem allows organi-
zations to address both the technical 
aspects of the data management chal-
lenge and the organizational aspects of 
the data governance challenge—with 
defined data roles and data platforms. 
Furthermore, the loosely coupled and 
self-organizing nature of the data eco-
system with self-reliant data producers 
and data consumers addresses the data 
democratization challenge—for in-
stance, with comprehensive self-service 
and metadata management provided by 
the enterprise data marketplace. At this, 
the data ecosystem is valid not only for 
AI but also for any kind of data analytics, 
as it addresses all types of data sources 
and all types of data applications in in-
dustrial environments. It is to be noted 
that the data ecosystem elements were 
derived from our practical findings and 
generalized for industrial enterprises. 
We encourage additional work to fur-
ther refine and validate these elements.

We are currently realizing the data 
ecosystem at the manufacturer on an 
enterprise-scale and are facing various 
issues that indicate the need for further 
research. In particular, the design of an 
enterprise data marketplace as a novel 
type of data platform constitutes a valu-
able direction of future work.

Watch the author discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/no-ai-
without-data

mailto:christoph.groeger@de.bosch.com
https://cacm.acm.org/videos/no-ai-without-data
https://cacm.acm.org/videos/no-ai-without-data
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STREET MAPS HELP to inform a wide range of decisions. 
Drivers, cyclists, and pedestrians use them for search 
and navigation. Rescue workers responding to disasters 
such as hurricanes, tsunamis, and earthquakes rely 
on street maps to understand where people are and to 
locate individual buildings.23 

Transportation researchers consult 
street maps to conduct transportation 
studies, such as analyzing pedestrian 
accessibility to public transport.25 In-
deed, with the need for accurate street 
maps growing in importance, com-
panies are spending hundreds of mil-
lions of dollars to map roads globally.a

However, street maps are incom-
plete or lag behind new construction 
in many parts of the world. In rural In-
donesia, for example, entire groups of 

a	 For example: Korosec, K. Uber will spend $500 
million on mapping to diverge from Google. 
Fortune (May 7, 2016).
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Automatic map inference, data refinement, 
and machine-assisted map editing promises 
more accurate map datasets.
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 key insights

	˽ Digital street maps cost hundreds of 
millions of dollars annually to create and 
maintain, but updates lag months behind 
new road and building construction.

	˽ Satellite imagery and GPS data captured 
by road users are promising data 
sources for automating the map update 
process. Machine learning can infer  
road and building positions from  
these sources.

	˽ To update maps with minimal error and 
cost, we built Mapster, which features a 
machine-assisted map editing framework 
and end-to-end machine-learning 
methods that directly infer vector road 
networks from raw data sources.

http://dx.doi.org/10.1145/3450351
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Figure 1. An overview of the Mapster  
map editing system. 

First, we infer the road network from 
satellite imagery and GPS data. Then,  
we transform the map to make it look  
more realistic. Finally, we have an  
interactive system to apply map updates.

Automatic Map Inference

Refining Inferred Data

Applying Map Updates

roads, buildings, and attribute anno-
tations. Second, although prior work 
has shown how to detect roads and 
buildings from data sources, the chal-
lenge of leveraging this information 
to update real street map datasets has 
not been addressed. We argue that 
even with lower error rates, the quality 
of outputs from automatic approach-
es is below that of manually curated 
street map datasets, and semi-auto-
mation is needed to efficiently lever-
age automatic map inference to accel-
erate the map maintenance process.

At Massachussets Institute of 
Technology (MIT) and Qatar Com-
puter Research Institute (QCRI), we 
have developed several algorithms 
and approaches to address these 
challenges,2,3,14 which we combined 
into a new system called Mapster. Map-
ster is a human-in-the-loop street map 
editing system that incorporates three 
components to accelerate the map-
ping process over traditional tools and 
workflows: high-precision automatic 
map inference, data refinement, and 
machine-assisted map editing.

First, Mapster applies automatic 
map inference algorithms to extract 
initial estimates from raw data sourc-
es. Although these estimates are noisy, 

we minimize errors by applying two 
novel approaches that replace heuris-
tic, error-prone post-processing steps 
present in prior work with end-to-end 
machine learning and other more ro-
bust methods: iterative tracing for road 
network inference and graph network an-
notation for attribute inference.

Second, Mapster refines the noisy 
estimates from map inference into map 
update proposals by removing several 
types of errors and reducing noise. To 
do so, we apply conditional generative 
adversarial networks (cGANs) trained to 
transform the noisy estimates into re-
fined outputs that are more consistent 
with human-annotated data.

Finally, a machine-assisted map-
editing framework enables the rapid, 
semi-automated incorporation of these 
proposed updates into the street map 
dataset. This editing tool addresses the 
problem of leveraging inferred roads, 
buildings, and attribute annotations to 
update existing street map datasets.

Figure 1 summarizes the interac-
tions between these components. 
We included links to two videos dem-
onstrating the execution of Mapster, 
along with a link to Mapster’s source 
code (which we have released as free 
software).c

In this article, we first introduce our 
automatic map inference approaches 
for inferring roads and road attributes, 
which achieve substantially higher pre-
cision than prior work. Then, we detail 
our data refinement strategy, which ap-
plies adversarial learning to improve the 
quality of inferred road networks. Final-
ly, we discuss our machine-assisted map 
editor, which incorporates novel tech-
niques to maximize user productivity in 
updating street maps. We conclude with 
a discussion of future work.

Automatically Inferring 
Road Networks
Given a base road network, which may 
be empty or may correspond to the 
roads in the current street map dataset, 
the goal of road network inference is to 
leverage GPS trajectory data and satel-
lite imagery to produce a road network 

c	 Iterative tracing in action: https://youtu.be/3_ 
AE2Qn-Rdg. Machine-assisted map edit-
ing: https://youtu.be/i-6nbuuX6NY. Mapster 
source code: https://github.com/mitroad-
maps.

villages are missing from OpenStreet-
Map, a popular open map dataset.3 
In many of these villages, the closest 
mapped road is miles away. In Qatar, 
construction of new infrastructure 
has boomed in preparation for the 
FIFA World Cup 2022. But the rapid 
pace of construction means that it 
often takes a year for digital maps to 
reflect new roads and buildings.b Even 
in countries such as the U.S., where 
significant investment has been made 
in digital maps, construction and road 
closures often take days or weeks to be 
incorporated into map datasets.

These problems arise because to-
day’s processes for creating and main-
taining street maps are extremely labor-
intensive. Modern street map editing 
tools allow users to trace and annotate 
roads and buildings on a map canvas 
overlayed on relevant data sources, so 
that users can effectively edit the map 
while consulting the data. These data 
sources include satellite imagery, aerial 
imagery, and GPS trajectories (which 
consist of sequences of GPS positions 
captured from moving vehicles). Al-
though the data presented by these 
tools helps users to update a map data-
set, the manual tracing and annotation 
process is cumbersome and a major 
bottleneck in map maintenance.

Over the past decade, many au-
tomatic map inference systems have 
been proposed to automatically ex-
tract information from these data 
sources at scale. Several approaches 
develop unsupervised clustering and 
density-thresholding algorithms to 
construct road networks from GPS tra-
jectory datasets.1,4,7,16,21 Others apply 
machine-learning methods to process 
satellite imagery and extract road net-
works,19,22 building polygons,13,24 and 
road attribute annotations—for ex-
ample, the number of lanes, presence 
of cycling lanes, or presence of street 
parking on a road.6,18

However, automatic map inference 
has failed to gain traction in practice 
due to two key limitations. First, exist-
ing inference methods have high error 
rates (low precision), which manifest 
in noisy outputs containing incorrect 

b	 An example of a subdivision in Doha, Qatar 
that was missing from maps for years is de-
tailed at https://productforums.google.com/
forum/\#!topic/maps/dwtCso9owlU.

https://youtu.be/3_AE2Qn-Rdg
https://youtu.be/i-6nbuuX6NY
https://github.com/mitroadmaps
https://productforums.google.com/forum/\#!topic/maps/dwtCso9owlU
https://productforums.google.com/forum/\#!topic/maps/dwtCso9owlU
https://youtu.be/3_AE2Qn-Rdg
https://github.com/mitroadmaps
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Figure 2. Old and new mapping approaches.

(a) Prior automatic mapping approaches operating on satellite imagery (top) and GPS trajectories 
(bottom). In the center, we show the per-cell classification scores, and on the right, the result of 
thresholding and cell connection. (b) These approaches produce noisy outputs around complex 
road topology such as highway interchanges. (c) Iterative tracing on satellite imagery. A CNN 
predicts the likelihood that there is a road at each of 64 angles from a vertex; higher likelihoods from 
the blue vertex are shown in yellow in the outer circle, and lower likelihoods are shown in black. 
Iterative tracing gradually expands the coverage of the map: on each iteration, it adds a segment 
corresponding to the highest likelihood vertex and direction.

Data Source Road Classification Score Output Road Network Data Source Road Classification Score Output Road Network

(a) Prior Work (Cell Classification) (b) Poor Cell Classification Accuracy on Complex Topology

(c) Four Example Tracing Iterations

Best Angle

Selected Vertex

Angle Likelihoods

Traced Segment

same reflection and distortion issues. 
Similarly, roads in satellite imagery 
are frequently occluded by trees, build-
ings, and shadows. Furthermore, dis-
tinguishing roads and buildings from 
non-road trails and surface structures 
in imagery is often nontrivial.

To substantially improve precision, 
we adopt an iterative road-tracing ap-
proach in lieu of the per-cell classifi-
cation strategy. Our iterative tracing 
method mimics the gradual tracing 
process that human map editors use 
to create road network maps, thereby 
eliminating the need for the heuristic 
post-processing steps that prior work 
applies to draw edges based on cell 
classification outputs.

Iterative tracing begins with the 
base map, and on each iteration, it 
adds a single road segment (one edge) 
to the map. To decide where to posi-
tion this segment, it uses the data 

map that covers roads not contained in 
the base map. The road network map is 
represented as a graph, where vertices 
are annotated with spatial longitude-
latitude coordinates and edges corre-
spond to straight-line road segments.

Broadly, prior approaches infer 
roads by dividing the space into a 2D 
grid, classifying whether each grid cell 
contains a road, and connecting cells 
together to form edges. Figure 2(a) 
summarizes this strategy. For satellite 
imagery, recent work obtains the per-
cell classification by applying deep con-
volutional neural networks (CNNs) that 
segment the imagery, transforming the 
input imagery into a single-channel im-
age that indicates the neural network’s 
confidence that there is a road at each 
pixel.9,10,17 For GPS trajectories, several 
approaches perform the classification 
based on the number of GPS trajecto-
ries passing through each cell.5,8,11,20

However, we find that these methods 
exhibit low accuracy in practice when 
faced with challenges such as noisy data 
and complex road topology. Figure 2(b) 
shows the output of prior work around 
a major highway junction in Chicago. 
Noise in the per-cell classification es-
timates is amplified when we connect 
cells together to draw edges, resulting 
in garbled road network maps.

Indeed, both GPS trajectory data 
and satellite imagery exhibit several 
types of noise that make robust iden-
tification of roads challenging. While 
GPS samples in open areas are typically 
accurate to four meters, in practice, 
due to high-rise buildings and reflec-
tion, GPS readings may be as far off as 
tens of meters. Correcting this error is 
difficult because errors are often spa-
tially correlated—multiple GPS read-
ings at the same location may be offset 
in the same way as they encounter the 
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Figure 3. Qualitative results comparing iterative tracing to prior cell classification approaches 
shows (a) road networks inferred from satellite imagery, and (b) road networks inferred 
from GPS trajectories. We show inferred roads in the foreground and OpenStreetMap data in the 
background.
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(b) Results using GPS Trajectories
Cell Classification Iterative Tracing
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at a time to the map, until the highest 
confidence for the presence of an un-
mapped road falls below a threshold. 
We illustrate the iterative tracing pro-
cedure in Figure 2(c).

We develop different approaches 
to compute the unmapped road con-
fidence and direction from satellite 
imagery3 and from GPS trajectories.14 
With satellite imagery, we compute 

these through a deep neural network. 
We develop a CNN model that inputs 
a window of satellite imagery around a 
vertex of the road network, along with 
an additional channel containing a 
representation of the road network 
that has been traced so far. We train the 
CNN to output the likelihood that an 
unmapped road intersects the vertex, 
and the most likely angular direction 
of this unmapped road.

With GPS trajectories, we com-
pute the values at a vertex based on the 
peak direction of trajectories that pass 
through the vertex. We identify all trajec-
tories that pass through the vertex and 
construct a smoothed polar histogram 
over the directions followed by those tra-
jectories after they move away from the 
vertex. Then, we apply a peak-finding 
algorithm to identify peaks in the histo-
gram that have not been explored ear-
lier in the tracing process. We select the 
peak direction and measure confidence 
in terms of the volume of trajectories 
that match the peak direction.

Often, both satellite imagery and 
GPS trajectory data may be available in 
a region requiring road network infer-
ence. To reduce errors and improve the 
map quality, we develop a two-stage ap-
proach that leverages both data sourc-
es when inferring road networks. In 
the first stage, we run iterative tracing 
using GPS data to infer segments along 
high-throughput roadways. Because 
these roads have high traffic volume, 
they are covered by large numbers of 
GPS trajectories, so they can be accu-
rately traced with GPS data. At the same 
time, junctions along high-throughput 
roads (especially controlled-access 
highways) are generally more complex, 
often involving roundabouts and over-
passes. These features make tracing 
based on satellite imagery challenging.

In the second stage, we fill in gaps in 
the road network with lower-through-
put residential and service roads that 
were missed in the first stage by trac-
ing with satellite imagery. These roads 
have simple topologies and are covered 
by few GPS trajectories, making imag-
ery a preferred data source.

We evaluate our method by compar-
ing road networks inferred through it-
erative tracing against those inferred 
by prior cell-classification approaches. 
Figure 3 shows qualitative results in 
Boston, Chicago, Salt Lake City, and 

source to compute two values for 
each vertex in the portion of the map 
traced so far: (a) a confidence that an 
unmapped road intersects the vertex, 
and (b) the most likely angular direc-
tion of the unmapped road. Then, 
it selects the vertex with the highest 
confidence and adds a segment in the 
corresponding direction. This proce-
dure is repeated, adding one segment 
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a global inference phase to remove scat-
tered errors—for example, inference in 
a Markov Random Field (MRF).

This global inference phase is nec-
essary because the CNN prediction 
at each location is often erroneous 
due to the limited receptive field of the 
CNN—in many cases, local informa-
tion in the input window of satellite 
imagery is not sufficient to make a 
correct prediction. For example, in 
Figure 4(b.1), the road on the left side 
is occluded by trees. If the CNN inputs 
a window only from the left part of 
the road, it will be unable to correctly 
determine the number of lanes. The 
global inference phase corrects these 
errors in the CNN outputs by account-
ing for all the predictions along the 
road, as well as prior knowledge—for 
example, road attributes such as the 
number of lanes should generally be 
homogeneous along the road instead 
of varying frequently.

However, we find that global in-
ference postprocessing is often error 
prone. For example, consider Figure 
4(b.2), where the lane count changes 
from four to five near an intersection. 
The image classifier outputs partially 
incorrect labels. The global infer-
ence phase fails to correct this error; 
because it only accounts for predic-
tions from the image classifier, it can-
not determine whether the number 
of lanes indeed changes or is simply 
an error of the image classifier. This 
limitation is caused by the informa-
tion barrier induced by the separation 
of local classification and global infer-
ence; the global inference phase can 
only use the image classifier’s predic-
tion as input, but not other important 
information, such as whether trees 
occlude the road or whether the road 
width changes.

To break the information barrier, 
we develop a hybrid neural network 
architecture, as in Figure 4(a), which 
combines a CNN with a graph neural 
network (GNN). The CNN extracts lo-
cal features from each segment along a 
road. Then, the GNN propagates these 
features along the road network. End-
to-end training of the combined CNN 
and GNN model is key to the success of 
the method: rather than rely on hand-
crafted, error-prone, post-processing 
heuristics that only operate over CNN 
predictions, our method instead learns 

Los Angeles. We use 60-cm/pixel sat-
ellite imagery from the United States 
Geological Survey (USGS) and Google 
Earth, which is available in urban ar-
eas across the world, and GPS trajec-
tory data captured at 1 Hz from private 
cars. In contrast to cell classification, 
iterative tracing from satellite imagery 
robustly infers roads despite occlusion 
by buildings and shadows in dense ur-
ban areas. In lower-density areas such 
as Salt Lake City, iterative tracing per-
forms comparably to prior work.

Cell classification from GPS trajec-
tories produces noisy outputs at cru-
cial but complex map features, such 
as highway interchanges. Despite 
the intricate connections at these 
features, iterative tracing accurately 
maps the interchanges.

We show quantitative results.3,14 
The execution time of iterative tracing 
is practical. With satellite imagery, the 
asymptotic complexity is O(l), where 
l is the total length of the inferred 
roads. For example, inferring roads in 
a 15-km2 urban area requires 16 min-
utes on an NVIDIA Tesla V100 GPU 
with iterative tracing; although slower 
than cell classification (which com-
pletes in two minutes), it is neverthe-
less efficient even for large road net-
works, and tracing can be parallelized 
across multiple machines. With GPS 
trajectories, the asymptotic complex-
ity is O(l·d), where l is the total length 
of the inferred roads and d is the aver-
age number of GPS points explored at 
each iteration. For example, iterative 
tracing takes 110 minutes to process 
2.5 million GPS points in a 16-km2 
area on an AWS C5.9xlarge instance 
with 15% CPU utilization.

Inferring Road Attributes
Modern navigation systems use more 
than just the road topology—they also 
use a number of road metadata attri-
butes, such as the number of lanes, 
presence of cycling lanes, or the pres-
ence of street parking along a road. As 
a result, inferring these attributes is an 
important part of the Mapster system.

Prior work in road-attribute infer-
ence applies an image-classification ap-
proach that trains a CNN to predict the 
road attributes given a window of satel-
lite imagery around some location along 
the road. Then, the local prediction at 
each location is post-processed through 

Mapster is a street 
map editing system 
that accelerates  
the mapping 
process over 
traditional tools 
and workflows 
with high-precision 
automatic map 
inference, data 
refinement, and 
machine-assisted 
map editing.
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Figure 4. (a) The hybrid neural-network architecture proposed in this work. (b) Examples on inferring the number of lanes. In each image, 
blue lines show the road network. The number of lanes predicted by the CNN Image Classifier and Mapster on each segment are shown along 
the bottom of each figure. Output numbers in green are correct predictions while red numbers are incorrect predictions.
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Figure 5. (a) Road networks before refinement, in orange, contain geometric abnormalities. 
The refined road networks, shown in blue, clean up these noisy features. (b) Our human-
in-the-loop map-editing system employs a pruning algorithm to eliminate residential and 
service roads and focus the user on adding major roads to the map. Pruned roads are shown 
in purple and the remaining roads in yellow.

(a) Refinement for Improving Road Geometry
Off-Center Junction Vertices

Noisy Road Curvature

Refined Outputs

(b) Pruning: Focusing Users on Major Roads

Purple: inferred and pruned. Yellow: inferred and retained.

tinguish refinements made by the 
generator from road networks in the 
ground truth dataset. This network is 
adversarial because we train the gener-
ator and discriminator with opposing 
loss functions: the discriminator mini-
mizes its classification error at distin-
guishing ground truth and generated 
(refined) road networks. In contrast, 
the generator learns by maximizing the 
discriminator’s classification error. 
Thus, in effect, we train the generator 
by having it learn to fool the discrimi-
nator into classifying its generated 
road network as ground truth.

the post-processing rules as well as the 
required CNN features directly from the 
data. The use of the GNN in our system 
eliminates the receptive field limitation 
of local CNN image classifiers, and the 
combination of CNN and GNN elimi-
nates the information barrier present 
in prior work. This allows the model to 
learn complex inductive rules that make 
it more robust in the face of challenges, 
such as occlusion in satellite imagery 
and the partial disappearance of impor-
tant information, as seen in Figure 4(b).

Refining Inferred Data
Although iterative tracing improves 
substantially over prior grid-cell clas-
sification approaches, it nevertheless 
creates road networks with noisy fea-
tures that clearly distinguish them 
from human-drawn maps. Iterative 
tracing is particularly effective at cap-
turing road network topology but 
leaves geometrical abnormalities, such 
as the examples of off-center junction 
vertices and noisy road curvature in 
Figure 5(a).

To refine the map and rectify these 
abnormalities, we use a model—
based on cGANs12—to learn the realis-
tic road appearance. These networks 
learn to realistically reproduce com-
plex, image-to-image transformations 
and have been successfully applied to 
many tasks, including adding color 
to black-and-white images and trans-
forming photos taken in daylight to 
plausible nighttime photos of the 
same scene.15

An obvious transformation to 
learn for map inference is trans-
forming satellite imagery or repre-
sentations of GPS trajectories into 
road networks, where the output 
image contains lines correspond-
ing to road segments. However, we 
find that the learning problem is too 
difficult under this strategy, and the 
cGAN model fails to learn to robustly 
identify roads. Instead, it primarily 
learns to produce arbitrary lines that 
resemble lines in the ground-truth 
road-network representation.

Thus, our cGAN model instead in-
puts not only satellite imagery or GPS 
trajectory data, but also a representa-
tion of the road network produced by 
iterative tracing. It outputs a refined 
road network representation where 
abnormalities in the input network 

have been corrected. By providing this 
initial road network, we reduce the 
complexity of the transformation and 
thereby assist the cGAN to learn the 
transformation, especially early in the 
training process. Incorporating the 
initial road network representation 
derived from iterative tracing into the 
cGAN was a crucial insight that made 
training the adversarial model feasible.

Our cGAN architecture consists of 
two components: a generator that pro-
duces refined road networks given an 
initial road network and a data source, 
and a discriminator that learns to dis-
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features to improve validation speed. 
First, the interface includes a “prune” 
button that executes a shortest-path-
based pruning algorithm to eliminate 
minor residential and service roads 
from the overlay, leaving only major 
arterial roads. This functionality is 
especially useful when mapping areas 
where the existing road network in the 
street map dataset has low coverage. 
In these areas, adding every missing 
road to the map may require substan-
tial effort, but the quality of the map 
could be improved significantly just 
by incorporating major roads. The 
pruning algorithm is effective at help-
ing users focus on mapping these 
unmapped major roads by reducing 
information overload. We show an ex-
ample pruning result in Figure 5(b). 
Purple segments are pruned, leaving 
the yellow segments that correspond 
to major inferred roads.

Pruning is most useful in low-cover-
age areas, but for high-coverage areas, 
we developed a teleport button that 
pans users to a connected component 
of inferred roads. In high-coverage ar-
eas, only a small number of roads are 
missing from the map, and identify-
ing an unmapped road requires users 
to painstakingly scan the imagery one 
tile at a time. The teleport button elimi-
nates this need, allowing users to jump 
to a group of missing roads and imme-
diately begin mapping them.

Future Work
Although Mapster greatly reduces map 
creation workload and maintenance, 
automatically inferred street maps still 
have more errors than maps created by 
professional mapmakers. Narrowing 
this gap requires advances in machine-
learning approaches for automatic 
map inference. Next, we detail several 
promising avenues for improving infer-
ence performance.

First, better neural-network architec-
tures can improve the performance of 
automatic mapping. So far, the design 
of the neural-network architectures in 
Mapster are mostly inspired by best prac-
tices in general computer vision tasks, 
such as image segmentation and image 
classification. However, map inference 
tasks have unique characteristics, such 
as the strong spatial correlation in satel-
lite imagery. Thus, improved neural-net-
work architectures that are specialized 

The initial road network provided to 
the generator enables the cGAN model 
to learn to produce realistic road net-
works. At first, the generator simply 
copies the road network from its input 
to its output to deceive the discrimi-
nator. However, once the discrimina-
tor learns to better distinguish the 
iterative-tracing road networks from 
hand-drawn, ground truth roads, the 
generator begins making small adjust-
ments to the roads so that they appear 
to be hand-drawn. As training contin-
ues, these adjustments become more 
robust and complete.

Figure 5(a) shows the outputs of 
our cGAN in blue, both on the geomet-
rical abnormalities introduced earlier 
and on a larger region in Minneapolis, 
MN. Again, we use 60-cm/pixel satel-
lite imagery for this evaluation. While 
refinement does not substantially al-
ter the topology of the road network, 
the cGAN improves the geometry so 
that inferred roads resemble hand-
mapped roads. These geometry im-
provements help to reduce the work 
needed to integrate inferred data into 
the street map.

Machine-Assisted Map Editing
To improve street map datasets, the 
inferred road network derived from 
iterative tracing and refinement steps 
must be incorporated into the existing 
road network map. Fully automated 
integration of the inferred road net-
work is impractical: inferred roads 
may include errors even after refine-
ment, so adding all the inferred roads 
to the map dataset would degrade the 
its precision.

Instead, we developed a human-in-
the-loop map-editing framework that 
enables human map editors to quickly 
validate automatically inferred data.2 
On initialization, our machine-assist-
ed map editor builds an overlay con-
taining the inferred road segments. 
Users interact with the overlay by left- 
and right-clicking to mark segments as 
correct or incorrect. Thus, rather than 
trace roads through a series of repeat-
ed clicks along the road, when a cor-
rectly inferred segment already covers 
the road, users of the machine-assisted 
editor can rapidly add the road to the 
map with a single click on the inferred 
segment in the overlay.

Our map editor has two additional 

Modern navigation 
systems use more 
than just the road 
topology—they  
use road metadata 
attributes,  such 
as the number of 
lanes, presence of 
cycling lanes, or the 
presence of street 
parking along a 
road. Inferring these 
attributes is  
an important part  
of Mapster.
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for mapmaking tasks may yield higher 
accuracy. For example, instead of using 
raw images or GPS traces as input, node 
and edge embeddings garnered from 
unsupervised tasks on extremely large 
map datasets could be used.

Second, end-to-end loss functions 
are a promising avenue to directly learn 
desired properties of the output road 
network. However, these desired prop-
erties, such as high precision and high 
recall over roads, generally can only 
be computed from the road network 
graph. As a result, the objectives are 
nondifferentiable since the graph can 
only be extracted from the probabilis-
tic output of a machine-learning model 
through non-differentiable functions. 
Thus, both prior work and our iterative-
tracing approach learn to build a graph 
indirectly: prior work minimizes the 
per-cell classification error, and in it-
erative tracing on satellite imagery, we 
minimize the difference between the 
predicted angle of an untraced road 
and the correct angle on each tracing 
step. Nevertheless, end-to-end train-
ing has been shown to improve perfor-
mance in other machine-learning tasks 
and could improve the accuracy of auto-
matic map creation and maintenance.

Several techniques have been pro-
posed for optimizing non-differentia-
ble metrics. For example, reinforce-
ment-learning techniques can search 
for optimal policies under non-differ-
entiable rewards. Alternatively, it may 
be possible to train an additional neu-
ral network, which takes the intermedi-
ate map representation—for example, 
road segmentation—as input and pre-
dicts the value of evaluation metrics. 
This additional neural network acts as 
a differentiable approximation of the 
evaluation metrics and can be lever-
aged to train a model to infer road net-
works that score highly on the metric.

In addition to potential improve-
ments in machine-learning tech-
niques, incorporating new data sources 
would also extend the capability of 
Mapster. Two particularly promising 
data sources are drone imagery and 
dashboard-camera video. Drone im-
agery enables on-demand image sens-
ing—for instance, if we find the road 
structure in a region is unclear from 
satellite imagery and GPS data, we can 
reactively assign drones to collect aerial 
images over that region. Video from 

dashboard cameras enables inferring 
several additional street map features, 
such as street names, business names, 
road signs, and road markers.

Conclusion
The world has approximately 64 mil-
lion kilometers of roads and the road 
network is growing at a rapid pace as 
major countries such as China, India, 
Indonesia, and Qatar gather economic 
momentum. Street maps are important. 
However, creating and maintaining 
street maps is very expensive and in-
volves labor-intensive processes. As a re-
sult, although a lot of effort and money 
has been spent in maintaining street 
maps, today’s street maps are still imper-
fect and are frequently either incomplete 
or lag behind new construction. Map-
ster is a holistic approach for applying 
automation to reduce the work needed 
to maintain street maps. By incorporat-
ing automatic map inference with data 
refinement and a machine-assisted map 
editor, Mapster makes automation prac-
tical for map editing, and enables the 
curation of map datasets that are more 
complete and up to date at less cost.	
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first time, an end-to-end cloud service 
that produces traffic-aware, real-time 
dispatching of agents under complex 
constraints. The platform leverages 
GPS traces, traffic predictions, state-of-
the-art algorithms for time-dependent 
shortest paths, large neighborhood 
search (an optimization technique to 
find high-quality solutions quickly), 
and cloud computing to provide multi-
itinerary optimization as a service. The 
authors show that each of these com-
ponents is critical for the success of the 
service. 

Ignoring traffic conditions (for exam-
ple, using free-flow speeds) significantly 
degrades the quality of the service, while 
optimizing for the worst-case results in 
largely suboptimal solutions. Similarly, 
advanced optimization techniques that 
originated from constraint program-
ming enable the platform to meet the 
runtime constraints, while capturing 
the complexity of real-world applica-
tions. The paper is particularly timely, 
partly because of business implications 
as society may be slowly emerging from 
a pandemic, and partly because of the 
agenda it sets for the scientific commu-
nity. The wide availability of such plat-
forms may be the “missing ingredient” 
for many businesses to transition to a 
new economy, democratizing access to 
technologies that require considerable 
expertise in many branches of comput-
er science and related disciplines. The 
paper also highlights the need to model 
the world with high fidelity in the next 
generation of optimization algorithms. 
This is important at a time where soci-
ety may expect another wave of tech-
nology innovations, including drones, 
autonomous robots, and massive elec-
trification of transportation systems 
and supply chains.	
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THE FIELD  OF  transportation and logis-
tics has witnessed fundamental trans-
formations in the last decade, due to 
the convergence of seemingly unrelated 
technologies. The fast pace of innova-
tions has been particularly striking for 
an industry that had been relatively 
stagnant for a long time.

Taxi services were born in England 
where a public coach service for hire was 
first documented in 1605. The Hackney 
Carriage Act, which legalized horse-
drawn carriages for hire, was passed in 
Parliament in 1635, and a similar ser-
vice was started in Paris in 1637. Public 
transit was invented by Blaise Pascal in 
1662 through a service known as the 
“carriage,” which was quite popular and 
operated for 15 years. Both taxi services 
and public transit adopted new tech-
nologies as they became available. Elec-
tric battery-powered taxis became avail-
able in the streets of London in 1897, 
and were introduced in New York city 
the same year. The late 1800s saw the 
emergence of electric and motor buses. 
Taxis became widespread in the early 
20th century, adopting taxi meters and 
then, in the late 1940s, two-way radios 
allowing for communications between 
drivers and dispatching offices. The au-
tomation and optimization of these dis-
patching services started in the 1980s, 
but no major evolution took place for 
several decades thereafter.

This radically changed in the late 
2000s through the convergence of multi-
ple technologies, and their embodiment 
into a single device: the smartphone 
(the iPhone initially). Transportation 
network companies (TNCs), such as 
Uber and Lyft, translated the unique op-
portunity to connect drivers, riders, and 
dispatching services everywhere and 
at massive scale (the “missing ingredi-
ent” of Logan Green, co-founder and 
CEO of Lyft) into novel business mod-
els. Ubiquitous connectivity, together 
with subsequent integrations of GPS 
navigation, location services, and map-
ping software, revolutionized transpor-

tation and positioned TNCs as a highly 
visible face of the digital “gig economy.” 
GPS-enabled devices also became sen-
sors, collecting the mobility trajectories 
of millions of users, nowcasting traffic 
volumes, and estimating travel times. 
Food, grocery delivery services, as well 
as crowdsourced “on the way” deliver-
ies for enterprises and small businesses 
quickly followed. Simultaneously, e-
commerce was in the process of funda-
mentally transforming the shopping 
experience and the supply chains neces-
sary to sustain it. Packages could now be 
delivered to front doors, creating mas-
sive supply chains and significant chal-
lenges in last-mile deliveries.

These last two decades also wit-
nessed impressive progress in optimi-
zation technology far from the public 
view. For instance, mixed integer pro-
gramming solvers improved by two or-
ders of magnitude from 1998 to 2012, 
both in terms of speedups in computa-
tional times and instances solved with-
in predefined time limits. Optimization 
solvers were already running signifi-
cant parts of the economy, dispatching 
electricity every five minutes to balance 
generation and consumption, clearing 
markets for organ exchanges, running 
steel plants from the furnace to the end 
products used to build cars, scheduling 
supply chains, and dispatching logistic 
systems. But, interestingly, these new 
economy innovations rely on the ability 
to connect customers, drivers, and op-
timization technology through mobile 
applications and a cloud computing in-
frastructure.

How this convergence of technolo-
gies will impact the economy of the fu-
ture and society at large is an interest-
ing question to ponder. Will it remain 
the exclusivity of large corporations and 
a few startups, or will the software plat-
forms driving this innovation ecosys-
tem become widely available for a wide 
range of businesses? This open ques-
tion is precisely why the following paper 
is exciting: It makes accessible, for the 
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Abstract
In this paper, we describe multi-itinerary optimization 
(MIO)—a novel Bing Maps service that automates the 
process of building itineraries for multiple agents while 
optimizing their routes to minimize travel time or distance. 
MIO can be used by organizations with a fleet of vehicles 
and drivers, mobile salesforce, or a team of personnel in the 
field, to maximize workforce efficiency. It supports a variety 
of constraints, such as service time windows, duration, pri-
ority, pickup and delivery dependencies, and vehicle capac-
ity. MIO also considers traffic conditions between locations, 
resulting in algorithmic challenges at multiple levels (e.g., 
calculating time-dependent travel-time distance matrices at 
scale and scheduling services for multiple agents).

To support an end-to-end cloud service with turnaround 
times of a few seconds, our algorithm design targets a sweet 
spot between accuracy and performance. Toward that end, we 
build a scalable approach based on the ALNS metaheuristic. 
Our experiments show that accounting for traffic significantly 
improves solution quality: MIO finds efficient routes that 
avoid late arrivals, whereas traffic-agnostic approaches result 
in a 15% increase in the combined travel time and the late-
ness of an arrival. Furthermore, our approach generates itin-
eraries with substantially higher quality than a cutting-edge 
heuristic (LKH), with faster running times for large instances.

1. INTRODUCTION
Route planning and service dispatch operations are a time-
consuming manual process for many businesses. This 
manual process rarely finds efficient solutions, especially 
ones that must account for traffic, service time windows, 
and other complicated real-world constraints. Additionally, 
scale becomes a challenge: service dispatch planning may 
involve multiple vehicles that need to be routed between 
numerous locations over periods of multiple days.

The development of large-scale Internet mapping services, 
such as Google and Bing Maps, creates an opportunity for 
solving route planning problems automatically, as a cloud 
service. Large amounts of data regarding geolocations, travel 
history, etc., are being stored in enterprise clouds and can 
in principle be exploited for deriving customized itinerar-
ies for multiple agents. The goal of such automation is to 
increase operation efficiency, by determining these itinerar-
ies faster (with less man-in-the-loop) and with better quality 
compared to manually produced schedules. However, mul-
tiple challenges must be solved to make this vision a reality.

First, route planning requires efficiently calculat-
ing the travel-time matrices between different locations. 
Although the problem is well understood for free-flow travel 
times (i.e., no traffic),13, 8 producing the traffic-aware travel times 

The original version of this paper is entitled “Multi-
Itinerary Optimization as Cloud Service (Industrial 
Paper)” and was published in the Proceedings of the 27th 
ACM SIGSPATIAL International Conference on Advances in 
Geographic Information Systems.

on-demand and for any point in time requires careful atten-
tion to algorithmic and system scalability. Second, route 
planning itself must consider multiple features—time win-
dows, priority, amount of time spent in each location (e.g., 
service duration or dwell time), vehicle capacity, pickup and 
delivery ordering, and the predicted traffic between loca-
tions. The single agent version without all these complex 
constraints corresponds to the traveling salesman problem 
(TSP), which is already NP-hard. Numerous extensions to 
TSP have been studied in operations research and related 
disciplines under the vehicle routing problem (VRP).15, 16, 18, 

22 However, the bulk of the work is not readily extensible to 
account for traffic between locations, especially at a large 
scale. To address customer requirements, our service must 
incorporate traffic and output an optimized schedule within 
seconds for instances with hundreds of waypoints.

In this paper, we describe multi-itinerary optimization 
(MIO), a recently deployed Bing Maps service, available for 
public use.2 The design of MIO tackles the above algorithmic 
challenges, as well as underlying engineering requirements 
(e.g., efficient use of cloud resources). In particular, our solu-
tion consists of a structured pipeline of advanced algorithms. 
At the lowest layer, we compute travel-time matrices by com-
bining contraction hierarchies (CH)13 with traffic predic-
tions, resulting in an efficient time-dependent shortest-path 
algorithm. We then use these matrices for itinerary optimi-
zation. Our algorithm for itinerary optimization is built on a 
popular metaheuristic, adaptive large neighborhood search 
(ALNS),21 which pursues an optimal schedule by judiciously 
choosing between multiple search operators (i.e., repair and 
destroy). Our search operators have been carefully designed 
to account for traffic and heterogeneous agents. The entire 
pipeline is implemented as a cloud service, which is easily 
accessible through a flexible REST architecture.

We perform extensive evaluations to examine the quality 
of our end-to-end solution. In particular, we first highlight 
the significance of accounting for traffic in route planning. Our 
experiments find that when traffic is ignored during plan-
ning, up to 40% of the planned work (e.g., services or dwell 
time at waypoints) violates its time window constraints 
when traffic is reintroduced. Furthermore, the combined 
travel time and lateness of an arrival is 15% higher on aver-
age than our traffic-aware approach. On the other hand, 
using conservative travel times (i.e., the maximum travel 
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maximize the number (or priority) of waypoints visited while 
minimizing the total travel time.

2.3. Design challenges
The implementation of MIO as a cloud service has multiple 
levels of complexity. First and foremost, the service must 
scale robustly to client demand. Our travel-time calcula-
tions involve taking a set of lat/long locations (anywhere in 
the world), snapping them to the road network, and quickly 
calculating pairwise shortest travel distance while account-
ing for traffic. This has required significant algorithmic and 
engineering effort to support large volumes of users and way-
points. On top of that, incorporating predictive traffic into 
route planning poses an additional level of complexity to a 
problem that is already NP-hard. One may wonder whether it 
is really necessary to account for traffic. Figure 1 demonstrates 
time-dependent travel times for a single origin-to-destination 
route (Seattle downtown to Microsoft campus). Notice that 
the travel time varies considerably throughout the day due to 
traffic, particularly during peak times (8–9 AM and 3–6 PM). 
With such significant variations in travel times, it is essential 
to explicitly account for traffic. Our experiments in Section 4.2 
provide a quantitative analysis of this intuition and highlight 
potential business ramifications when traffic is ignored.

3. MIO DESIGN
In this section, we provide the details of MIO’s design. Section 
3.1 describes how we efficiently calculate travel-time matri-
ces that account for traffic. These travel-time matrices serve 
as input to our route planning optimization (Section 3.2). 
In Section 3.3, we highlight some engineering choices that 
make MIO an efficient cloud service.

3.1. Travel-time calculations
Given a set of locations, a distance matrix is a two-dimen-
sional matrix constructed by calculating the length of the 
shortest path between each pair of locations. The shortest 
path can in principle represent different metrics, such as 
physical distance, travel time, and cost. By convention, we 
use the term distance matrix when the shortest path mini-
mizes free-flow travel time (i.e., no traffic). A traffic matrix 
adds an extra dimension of time, where the shortest path 
minimizes time-dependent travel over a given time horizon.

For efficient calculation, our algorithm for generating a 
traffic matrix uses an associated distance matrix as a baseline 
and extends it to time-dependent travel times using precom-
puted predictive traffic. There are several implementations 
for fast distance matrix calculations based on hub labels8 
or contraction hierarchies.13 Contraction hierarchies is an 
efficient approach (in data size, preprocessing, and query 
speed) for distance calculations in road networks. It dra-
matically reduces the query time required to calculate short-
est-path distances by performing a preprocessing step. The 
preprocessing step generates a multilayered node hierarchy 
(vertex levels) formed by a ‘contraction’ step, which tempo-
rarily removes nodes and adds ‘shortcuts’ to preserve cor-
rectness. Figure 2 shows a simple example. Our challenge 
was to integrate this method of fast computation of travel 
times, while taking into account traffic fluctuations.

between locations) results in schedules with up to 10% more 
travel time. Next, we compare MIO to a state-of-the-art heu-
ristic, Lin-Kernighan-Helsgaun (LKH).15 Our results indi-
cate that MIO obtains significantly higher quality solutions 
in terms of services satisfied on-time, with less processing 
time—MIO runs 2× faster than LKH on our publicly released 
instances that include around 1000 locations.7

Although related commercial offerings exist (e.g., see 
Section 5 for an overview), companies typically obscure 
some details of the algorithms and/or use some algorithmic 
components as a black box (e.g., the travel-time calcula-
tions). To the best of our knowledge, this paper is the first 
to report the full algorithmic details of an end-to-end cloud 
service that produces traffic-aware itineraries for multiple 
agents. The rest of the paper is organized as follows. Section 
2 provides some necessary background; Section 3 outlines 
the details of our algorithms, as well of our cloud deploy-
ment. Section 4 describes our experiments and results. We 
survey related work in Section 5 and conclude in Section 6.

2. BACKGROUND AND MOTIVATION

2.1. Internet mapping services
Recent innovations in internet mapping services have created 
many new business opportunities for large cloud providers 
such as Microsoft and Google. For example, in the business-to-
consumer space, location-based services can be used for more 
personalized user experience and better targeted advertising, 
among other things. In the enterprise resource planning con-
text, tasks such as fleet management (e.g., pickup and delivery 
trucks) and workforce scheduling (e.g., dispatching and rout-
ing field technicians) can benefit from automated geographic 
information system (GIS) services built on accurate and up-to-
date geospatial data. However, in the age of the internet, users 
of mapping services have high expectations. For example, a 
“large” scheduling task (say, hundreds to thousands of way-
points) is expected to complete within a few minutes, and 
smaller tasks (tens of waypoints) within seconds. From the 
cloud provider perspective, these expectations translate to ser-
vice-level objectives (SLOs) on the end-to-end response time. 
Additionally, providers wish to generate high-quality solutions 
on predefined metrics (e.g., minimize the travel time or fuel 
consumption), while using compute resources efficiently.

2.2. Multi-itinerary optimization
Bing Maps recently deployed an enterprise-level planning 
service called multi-itinerary optimization (MIO).2 The term 
“itinerary” corresponds to a single agent (e.g., truck or techni-
cian) and has carried over from an earlier consumer version 
for vacation planning. MIO takes as input a set of waypoints, 
that is, lat/long locations, each with their own requirements; 
the requirements may include dwell time, time window, pri-
ority, pickup locations, and quantity of goods. The other part 
of the input is a set of agents. Each agent is characterized 
by a start/end location, available time window, and vehicle 
capacity (when relevant). Given this input, the goal of MIO is 
to find a feasible assignment (i.e., respecting constraints) of 
a subset of waypoints to the given agents, which maximizes 
some system objective. For example, a popular objective is to 
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Input and offline processing. Our system combines many 
sources of traffic-related input (e.g., GPS traces) in order to 
estimate the travel times along every road at any moment in 
time. To give accurate day-of-week traffic predictions (with 
15-minute granularity), we aggregate these travel times for 
each road, using six months of historical data—giving more 
weight to recent travel.

After preprocessing our road graph with contraction hier-
archies (CH), we compute the travel time for every contraction 
offline, based on the predictive traffic data and other graph 
properties such as turn restrictions or turn costs; see Figure 3. 
As a result of this offline process, we have two outputs:

1.  The CH graph (i.e., shortcut graph and vertex levels)
2.  The predictive traffic data for each edge in the CH 

graph containing 672 values (7 days x 24 hours x 4 
quarter hours)

At query time, the CH graph is loaded in memory (∼3GB for 
Western North America; ∼85GB for the whole world) and 
the predictive traffic data is read from SSD using memory-
mapped files (∼100GB for Western North America; ∼5TB for 
the whole world). The query to calculate the traffic matrix for 
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Figure 1. Time-dependent traffic profile for an example route.

Figure 2. An example CH graph.24 Solid lines represent the original 
road network. A contraction step temporarily removes nodes 
(highlighted regions) and adds shortcuts (dashed line). Gray arrows 
show which edges are combined.
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without finding a smaller travel time for any interval, the 
backward search is stopped.

After all destinations have been processed, the algorithm 
returns the N × T shortest travel times for the given origin 
node and time horizon.

We note that using free-flow travel times to guide the 
backward search may result in an approximation to the 
time-dependent shortest path; however, this is unlikely to 
occur in practice due to the continued search for better solu-
tions after the first intersection between the forward and 
backward graphs was found.

Performance. We evaluated the traffic matrix perfor-
mance on a query set of 1200 instances consisting of way-
points from Germany. These queries vary by the distance 
between waypoints and the matrix request size, with 100 
queries per variant. Each query was run with a time horizon 
of both 96 and 672 intervals (a single day and a full week, 
respectively), and the output is as shown in Table 1. The aver-
age response times were partitioned by distance, number of 
intervals, and the size of the request matrix—where cold indi-
cates the response time when traffic data was read from SSD, 
and warm indicates the response time when the traffic data 
was already cached in memory.

Observe that distance has little impact on the warm 
response time; however, it significantly impacts the cold. 
This is due to less vertices being shared between the 
routes, causing more SSD trips to fetch the traffic data, as 
well as requiring a longer forward exploration phase. On 
the other hand, the warm response time seems to be most 
impacted by the number of intervals—requesting 672 
intervals is clearly more expensive than 96 intervals for 
both cold and warm, but the warm response time for the 
full week is almost equivalent to the cold. Finally, changes 
in matrix size impacts performance as expected—all 
experiments were run single threaded, hence the linear 
relationship between the single source matrix (e.g., 1 × 
10) and the multiple source matrix (e.g., 10 × 10); this is 
most noticeable for the warm response time (e.g., 0.03 
and 0.3 s, respectively).

a given time horizon uses a time-dependent shortest-path 
algorithm based on bidirectional Dijkstra.19

Time-dependent shortest path. In general, the time-
dependent shortest-path problem is at least NP-hard; how-
ever, under certain assumptions, it can be solved efficiently 
with polynomial-time algorithms.9, 14, 11 In particular, we 
assume the FIFO property, which essentially implies that 
later departures have later arrivals.

There are several possible objectives for the time-depen-
dent shortest-path problem. For example, if one minimizes 
travel duration, the solution may wait at the origin until traf-
fic has subsided, whereas when minimizing the total travel 
time, the solution may wait at any road junction to avoid 
traffic. In our design, we minimize for arrival time, which 
avoids waiting and is a common goal in practice. Regardless 
of the variant, the solution to the time-dependent shortest-
path problem is a distance function, parameterized by a 
starting ‘dispatch’ time. Our algorithm has been specifically 
designed to produce a (three-dimensional) traffic matrix, 
that is, a piecewise-constant time-dependent distance func-
tion (discretized into 15-minute intervals) for each pair of 
locations. We base our time-dependent shortest-path algo-
rithm on a bidirectional Dijkstra algorithm, in order to 
quickly calculate all time-dependent distances from a single 
origin to many destinations simultaneously.

Algorithm details. CH is applied over the road network 
and the resulting shortcut graph and vertex levels are used. 
Predicted travel times are stored in 15-minute intervals over 
one week (for a total of 672 values). The CH graph is loaded 
into RAM, and traffic predictions are accessed via memory-
mapped files on SSD.

A traffic matrix request of N waypoints over a time hori-
zon with T intervals performs N individual one-to-N time-
dependent shortest-path queries (one for each origin, for 
a total of N × N × T travel times). The CH graph is used to 
expedite the bidirectional (forward/backward) search, as it 
is sufficient to only explore nodes that have a higher vertex 
level (i.e., greater importance).

In the forward search, starting from the origin, vertices are 
explored in the order of their level, by following outgoing hops 
(edges). For each vertex encountered, the time-dependent 
travel time is calculated from the origin, and the shortest travel 
times for each vertex (and requested time intervals) are cached. 
To improve query speed, the forward search is bounded by 
the number of hops from the origin (2× maximum number 
of shortcut edges in a contraction) and distance traveled (10× 
free-flow travel time from origin to farthest destination).

For each destination, a backward Dijkstra-like search is 
performed, again by only visiting nodes (via incoming edges) 
with higher vertex levels in the CH graph and using free-flow 
travel time to determine the shortest path. Once a vertex is 
reached by the backward search that has been seen during 
forward search, the backward route from the found vertex to 
the destination and the travel times (with predicted traffic) 
are calculated. Each resulting travel time at each interval is 
then compared with previously found travel times (initially 
set to a very high value)—if any are smaller than what has 
already been found, then the results array is updated. After 
a fixed maximum number of rounds have been performed 

Size Intervals Distance (km) Cold (s) Warm (s)

10×10 96 <15 0.1224 0.0656

10×10 96 <80 0.3620 0.0810

10×10 96 <250 1.0522 0.0887

10×10 96 <15 0.1224 0.0656

10×10 672 <15 0.3384 0.3085

1×10 672 <15 0.0786 0.0363

10×10 672 <15 0.3384 0.3085

1×100 672 <15 0.2163 0.1737

100×100 672 <15 17.8519 17.8524

Table 1. Traffic matrix cold/warm response times.

We compare the effect of distance between locations, number of intervals, and size of 
request.
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of other agents.
Repair methods early: prefers to insert random locations 

near the beginning of an agent’s schedule; late: prefers to 
insert random locations near the end of an agent’s schedule; 
nn: inserts locations using the nearest neighbor heuristic; 
greedy: inserts locations using a greedy algorithm.

Algorithm 1:  High-level ALNS algorithm

// x:  Initial feasible solution
// T:  Initial temperature
// α:  Cooling rate
// π:  Initial adaptive weights

1  def ALNS_SOLVE(x, T, a, π):
2      Xbest ← x
3
4      while not terminated do
5        repair, destroy ← CHOOSE_PAIR(π)
6        x ′ ← repair(destroy(x) )
7
8        if OBJ(x′) > OBJ(Xbest) then
9            result ← NewIncumbent
10          Xbest ← x′
11          x ← x′
12      else if OBJ(x′) > OBJ(x) then
13          result ← DominatesCurrent
14          x ← x′
15      else if SIMULATED_ANNEALING (x, x′, T) then
16          result ← Accepted
17          x ← x′
18      else
19          result ← Rejected
20      end
21
22      π ← UPDATE(π, result, repair, destroy)
23      T ← αT
24    end
25  return Xbest

3.3. Cloud deployment and engineering
The design of MIO as a cloud service must consider hosting 
costs and resource usage. Large amounts of data must be 
stored in memory for quick access (hub labels and the CH 
graph ∼200GB) and on SSD (traffic data ∼5TB), and many 
underlying virtual machines (VMs) may be required to support 
a large volume of requests. A simple implementation would 
consist of a single VM role that hosts the entire service, where 
the number of the VMs can be scaled based on request volume. 
However, we can exploit the special structure of our service for 
a more resource-efficient architecture. From an operational 
perspective, we have three different components that support 
the entirety of the algorithms described earlier in this section:

1.  Distance Matrix requires a lot of memory to host the 
hub labels.

2.  Traffic Matrix needs little memory to host the CH 
graph. However, the component is CPU intensive and 

3.2. Itinerary optimization
Equipped with traffic matrices, MIO finds efficient solu-
tions to various different routing scenarios and objectives. 
At its core, it schedules agents to visit a set of locations. 
Each location is visited at most once, by at most one 
agent, unless the location is a depot or supports pickups/
dropoffs. The dwell time at each location is given and must 
be completed within the specified time window at that 
location. Agents may arrive early, but they must wait until 
the time window before starting their service. Vehicles 
may have a limited capacity when delivering goods from 
a depot, or moving items from pickup locations. It is cur-
rently assumed that items cannot be split and cannot be 
transferred to other agents or routes by an intermediate 
location. Our default objective is to maximize the number 
of visited locations, weighted by priority, while minimizing 
the total travel time of the agents.

MIO algorithmic approach. Adaptive large neighborhood 
search (ALNS) is a popular metaheuristic that has been 
used for many optimization problems and in particular for 
vehicle routing problems. ALNS uses a simulated annealing 
framework, with a local search at each iteration that adapts 
its behavior based on previous iterations. This local search 
is controlled by randomly choosing a pair of destroy/repair 
operations (from a predefined set). Then, starting from a 
feasible solution, the destroy “local search” modifies the 
solution, such that the solution may become infeasible. The 
repair operation then alters the solution with a guarantee 
of feasibility. If the new solution is better than the previous, 
then the probability of choosing these destroy/repair opera-
tions will increase. This is the adaptive learning component 
of ALNS. Our implementation follows a similar approach as 
outlined in Pisinger and Ropke,21 and in addition, we support 
parallel processing and multiple objectives (via an auto-
matic weighting scheme). See Algorithm 1 for a high-level 
overview of the approach. The termination condition for 
ALNS is met when either the incumbent solution has not 
changed within the last 5000 iterations after we reach a min-
imum temperature (i.e., we are confident that we explored 
enough of the search space and the solution did not change) 
or a fixed timeout, given by a function of agents and loca-
tions, has been reached. At the end of this process, we apply 
a k-opt swap post-optimization step on our solution, in a 
final attempt to improve its quality.

The most important component for efficient computa-
tion is the design of the destroy and repair operators. These 
guide the local search and attempt to exploit the structure of 
the combinatorial optimization problem. A careful balance 
must be considered—a trade-off between fast iterations and 
intelligent decisions. Here, we list our set of operators, with 
a brief description of their intent.

Destroy methods skips: removes visits where the cost of 
reaching the next location is greater than going directly from 
the previous one; high cost: removes the most ‘expensive’ 
(e.g., in terms of travel distance) locations; replace item: 
removes a location and replaces it with another suitable 
one; neighbourhood: picks a random location and then 
removes the locations in its neighborhood; transfers: 
removes locations that would have a lower cost in the itinerary 
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requires a lot of SSD storage for the traffic data.
3.  Route Optimization does not persist any data in mem-

ory; the computation itself is CPU intensive.

Accordingly, the MIO system includes three different VM 
roles, one for each of the above components (see Figure 4 
for a high-level architecture overview). The roles commu-
nicate via binary HTTP protocol. Each component can be 
separately scaled up/down based on current load condi-
tions. Specifically, the distance matrix role is hosted on 
memory-optimized VMs1; because our design achieves high 
throughput, we rarely need to scale this component. For the 
traffic matrix, SSD storage needs to be provisioned for the 
maximum load conditions. In addition, we use compute-
optimized VMs1 for its computation; these VMs can be 
scaled quickly to reduce operating costs. Similarly, the route 
optimization role is also hosted on compute-optimized VMs 
that are scaled as necessary. Clearly, the alternative imple-
mentation with a single VM role would not be able to achieve 
this level of flexibility and efficiency—any scale up is likely to 
result in resource wastage in at least one dimension.

To enable the above, each role is composed of:

1.  A dynamic scale set of VMs that scales based on a cus-
tom performance counter; the counter is tuned to the 
needs of the specific role.

2.  An Azure load balancer that spreads the requests to 
the VM scale set.

3.  An Azure traffic manager that handles the distribution 
of requests to the closest datacenter, as well as failover 
management in case of outage.

We conclude this section by briefly describing the inter-
face of MIO. Some applications need to calculate small 
schedules with very little latency. Although other applica-
tions have larger problems and more lenient time frames, 

they would like to run the service in the background while 
displaying perhaps a progress bar for the optimization. To 
address these different needs, we have designed MIO with 
both synchronous and asynchronous interfaces (i.e., for 
the former and latter applications, respectively). The syn-
chronous interface receives an optimization request and 
responds with an optimized itinerary, whereas the asynchro-
nous interface returns a callback id and schedules the job 
to be executed in the background. An Azure queue is used 
to orchestrate the execution of the background job on the 
service side, and the resulting itinerary is saved in Azure 
storage. When the client uses the callback id to poll for the 
completion of the job, MIO checks if the optimization result 
exists in Azure storage and, if so, sends the output back to 
the application.

4. EXPERIMENTAL RESULTS

4.1. Experiment setup
To evaluate the impact of traffic and the performance of 
MIO compared to state-of-the-art heuristics, we performed 
a large-scale computational study. In particular, we use the 
publicly available instances7 defined in a recent Microsoft 
Research project17. These instances have been designed 
to realistically model the technician routing and sched-
uling problem with uncertain service duration. The 1440 
instances use real-world locations and include a simplified 
traffic matrix obtained from our service. They cover a range 
of different sizes and have multiple agents with various shift 
starting times.

For a fair comparison of our algorithms, we use the 
expected value of the service duration and ignore instances 
where it is impossible to visit all waypoints when using max-
imum travel times. Accordingly, our optimization goal is to 
visit all waypoints while minimizing the travel time. If an 
algorithm cannot guarantee that time windows are satisfied 
(i.e., the agent is late to a waypoint), we prioritize minimiz-
ing lateness over minimizing travel time.

We compare traffic-agnostic and traffic-aware vari-
ants of MIO to heuristics based on Lin-Kernighan. These 
heuristics have been specifically designed to quickly find 
high-quality solutions to symmetric TSPs. For our experi-
ments, we use LKH v3.0.6,15 a state-of-the-art extension 
to Lin-Kernighan that supports constrained optimization 
of asymmetric TSPs. LKH has been designed to optimize 
many different VRP scenarios and has had great success at 
incredibly large-scale instances.

We configured LKH as a capacitated vehicle routing 
problem with time windows (CVRPTW), which also sup-
ports dwell times at locations. Demands were set to zero. 
The maximum travel time between pairwise locations was 
used to avoid time-window penalties when calculating the 
true cost with traffic. Default parameters were used, with the 
addition of “special”—we found that excluding this param-
eter increased the computation time for some instances by 
over 1500×, with little difference in solution quality.

All experiments ran on an Azure Standard DS14v2 
VM instance having 16 cores and 120GB RAM. Although 
MIO can exploit multiple cores, we restrict all algorithms 
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• Traffic calcs for each time interval
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• Hub labeling path search
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• Request validation

• Optimization algorithm

Tr
af

fic
m

at
rix

Baseline matrix

Figure 4. System architecture. Route optimization can take either 
traffic or distance matrix as input.
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For example, Figure 5 implies that for every additional way-
point mio requires an additional 17.1 minute travel time 
and takes an extra 201 ms runtime to solve (on average). This 
allows a fair comparison of instances with different sizes. 
In particular, Figure 6 highlights the “economy of scale” of 
large instances using the same geographic area—travel cost 
per waypoint decreases with the number of waypoints, which 
is expected as agents need to travel less between locations.

As can be seen from the results, max requires over 6% 
more travel per waypoint than mio, which incorporates traf-
fic. Nonetheless, the average runtime of max was the fast-
est of all algorithms. This is due to the ultra quick cache hit 
of static travel times; that is, max does not need a binary 
search for time-of-day lookup; in addition, using maxi-
mum travel leads to fewer valid routes for the algorithm to  
evaluate. In practice, using maximum travel time is not 
recommended with a hard time-window constraint, as 
waypoints might never be scheduled, because they 
“appear” to be impossible to reach within the time win-
dow. In contrast, MIN unknowingly compromises travel 
time with lateness. Consequently, its travel time is 1% less 
than MIO on average, but its combined travel and lateness 
is almost 15% larger.

to a single thread for a fair comparison. Experiments of 
the same algorithm were run in parallel on the same VM 
instance (i.e., up to 16 experiments running concurrently) 
for faster throughput.

4.2. Experiment design
In our experiments, we wish to examine the significance of 
incorporating traffic. To that end, we run MIO in its stan-
dard mode with traffic predictions (mio) and compare the 
results to settings where the traffic predictions are replaced 
with static travel times. In particular, we execute MIO under 
two variants of traffic-agnostic settings:

•	 min: minimum time between locations (i.e., traffic-free)
•  max: maximum time between locations (i.e., peak 

traffic over a one-week period)

We note that using minimum travel, as in min, has histori-
cally been the most common approach, as free-flow travel 
times can be accurately estimated using only distance and 
the enforced speed limits—instead of requiring the large 
volumes of traffic data (see Section 3.1.1). As discussed 
above, we compare the different MIO variants with the LKH 
algorithm, using maximum travel between locations (lkh).

By the design of our experiments, it is possible to visit 
all waypoints within their respective time windows; how-
ever, the traffic-agnostic solutions may result in schedul-
ing a waypoint that violates its time window. That is, the 
agent would arrive late when reintroducing the actual 
travel time (capturing the predicted traffic). When such a 
violation occurs, we record the lateness of the agent and 
increase the count of violations. More specifically, max and 
mio do not violate any time windows (i.e., the agent is never 
late), whereas min and lkh might. min is expected to vio-
late time windows, as it is unaware of extreme traffic condi-
tions. lkh seems to treat time windows as soft constraints; 
thus, some lateness is expected, although we configure the 
algorithm to prioritize arriving on time.

4.3. Results
A summary of our results is given in Figure 5; breakdowns by 
instance size are provided in Table 2 and Figure 6. All results 
have been normalized by the number of waypoints in an 
instance, that is, they represent average cost per waypoint. 
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Figure 5. Comparison of algorithms over the average travel time and 
lateness for each waypoint visited.

Table 2. Comparison of results per waypoint visited.

#WOs/agents 
[#Instances] Alg.

Travel 
(mins)

Lateness 
(mins)

Runtime 
(ms)

#Violations 
(count)

10/3 [228] MIO 23.9 0.0 141.0 0.00
MAX 25.5 0.0 105.6 0.00
MIN 23.7 2.8 121.8 0.15
LKH 26.8 5.7 5.9 0.07

20/7 [229] MIO 20.2 0.0 132.6 0.00
MAX 21.4 0.0 106.2 0.00
MIN 20.1 2.8 108.6 0.16
LKH 23.6 11.7 21.2 0.13

50/15 [135] MIO 16.8 0.0 164.9 0.00
MAX 17.7 0.0 128.7 0.00
MIN 16.5 2.5 142.2 0.15
LKH 18.1 8.0 38.6 0.10

100/30 [233] MIO 15.2 0.0 173.6 0.00
MAX 16.1 0.0 120.4 0.00
MIN 15.0 2.6 153.4 0.15
LKH 16.3 11.2 75.4 0.14

200/60 [231] MIO 13.8 0.0 226.8 0.00
MAX 14.9 0.0 149.5 0.00
MIN 13.8 2.7 181.3 0.16
LKH 14.5 14.0 153.4 0.17

225/75 [78] MIO 13.9 0.0 249.7 0.00
MAX 14.8 0.0 155.4 0.00
MIN 13.7 2.8 198.2 0.16
LKH 14.5 13.7 201.2 0.17

773/275 [79] MIO 12.6 0.0 409.6 0.00
MAX 13.6 0.0 203.8 0.00
MIN 12.3 2.6 296.7 0.15
LKH 12.3 15.1 606.2 0.18

999/350 [73] MIO 12.1 0.0 447.7 0.00
MAX 12.9 0.0 221.8 0.00
MIN 11.8 2.4 318.8 0.15
LKH 11.8 14.8 825.3 0.18
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Finally, we compare our results with lkh. For smaller 
instances, lkh is extraordinarily fast, being, on average, over 
17× faster than our mio variants—but this changes at scale, 
with mio being almost 2× faster than lkh. Unfortunately, 
lkh seems to struggle finding high-quality solutions across 
the board. As lkh uses maximum travel times, we expect the 
results to be similar to max; however, lkh seems to generate 
schedules with significantly larger lateness. The combined 
travel and lateness is over 72% higher than mio, that is, 
almost 2× greater on average. Careful inspection of our con-
figuration and the publicly available lkh code suggests that 
this particular issue with low-quality solutions is systemic to 
the lkh algorithm. Although we could not identify anything 
incorrect with their approach, we did not conduct a full anal-
ysis to see if the issues are inherent to the Lin-Kernighan 
approach, or within the extensions added by lkh.

5. RELATED WORK
Most literature relating to vehicle routing problems (VRP) 
makes the assumption that the travel time between loca-
tions is given as input.23 Often, these problems have a fixed 
set of locations (i.e., the distance matrix can be cached), but 
in general, the effort to optimize the VRP is significantly 
complex so that the shortest-path travel-time calculations 
are typically ignored. We, in contrast, pay close attention not 
only to the route optimization but also to the efficient calcu-
lation of travel times. Our system provides a complete end-
to-end service that supports waypoints anywhere across the 
globe and aims to give a high-quality solution within a very 
short time frame. In our service, we have implemented the 
necessary distance and traffic calculations between loca-
tions, which are algorithmically nontrivial.

5.1. Related commercial products
Enterprises offer related cloud services, such as Microsoft 
Dynamics 365 for Field Service (Resource Scheduling 
Optimization),4 Routific Routing Engine,5 Google Maps 
Directions,3 and TomTom Routing.6 Such commercial offer-
ings typically do not disclose the full details of the algorithms 
and/or use some algorithmic components as black box (e.g., 
the travel-time calculations). To the best of our knowledge, 
this paper is the first to report the full algorithmic details of 

an end-to-end cloud service that supports traffic-aware itin-
eraries for multiple agents.

5.2. Time-dependent shortest path
For an overview of query acceleration techniques for time-
dependent shortest-path algorithms, we refer to Delling 
and Wagner.10 An approach similar to our traffic matrix algo-
rithm was described in Geisberger12, who also uses con-
traction hierarchies with a modified Dijkstra algorithm to 
calculate time-dependent shortest travel between a single 
origin and multiple destinations.

5.3. The vehicle routing problem (VRP)
MIO was originally designed to solve the technician routing 
and scheduling problem (TRSP), which is a variant of VRP. 
The main extension of TRSP over VRP is the dwell time at 
each location, which can be different for each agent (i.e., 
based on skill/experience). Since our first design, MIO has 
been extended to include additional VRP features, such 
as vehicle capacity, pickup and delivery, multiple depots, 
and more. The ALNS method was originally introduced in 
Pisinger and Ropke21 as a general-purpose approach for 
solving VRPs and has been used in numerous papers, for 
example, to solve the TRSP.16, 20

6. CONCLUSION
In this paper, we described multi-itinerary optimization 
(MIO)—a Bing Maps service that is publicly available 
worldwide. MIO takes a list of agents and desired way-
points with various requirements and outputs an efficient 
schedule and route for each agent. MIO encompasses a 
variety of algorithms, such as shortest-path mechanisms 
for travel-time calculation and a carefully designed heu-
ristic for route optimization. Importantly, our algorithms 
account for traffic predictions, which have significant 
impact in urban areas. Our experiments show that MIO 
achieves efficient solutions with fast performance—
it produces high-quality schedules at scale with run-
ning times better than a state-of-the-art heuristic (LKH) 
approach. We see MIO as an attractive tool that can be 
used to automate relevant logistics operations of numer-
ous businesses and organizations.�

Figure 6. Comparison of algorithms, with results averaged over each waypoint visited.
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form of rigidity of quantum mechan-
ics. It is as if the verifier gets to peek 
into the secret quantum labs of the 
provers! Moreover, a quantum ver-
sion of low-degree tests enables self-
tests that verify exponentially long en-
tangled states, using only polynomial 
communication. Now comes a mind-
boggling idea: though the verifier’s 
messages are too short to specify its 
exponentially long questions about 
the doubly exponentially long proof, 
it can use quantum self-testing to ef-
ficiently force the provers to share an 
exponentially large, entangled state 
and then to correctly sample their 
questions themselves.

This result is just the start of the 
story; going all the way to the halting 
problem requires modifying the “com-
pression-by-entanglement” idea so it 
can be applied recursively. A plethora 
of new hurdles arise, whose solution 
is the tour de force in this paper.

The exciting applications include 
constructing infinite algebras that 
cannot be approximated in any finite 
dimension and separating quantum 
correlations models previously con-
jectured to be equal. Self-testing is 
connected to group stability, which 
raises hope for progress on major 
problems in group theory.

How to explain the strong impact 
this theoretical computer science re-
sult has on pure mathematics? PCPs 
and other powerful computational 
complexity concepts are applied here, 
but perhaps another aspect is the role 
protocols play in the result. These se-
quences of individual steps that de-
pend on time, constitute an intuitive 
way to think about highly complex 
mathematical objects, an approach 
that seems to offer a fresh look at phys-
ics and mathematical problems.	

Dorit Aharonov is a professor and Michael Chapman 
is a Ph.D. student in the CS department at the Hebrew 
University of Jerusalem, Israel.

Copyright held by authors.

WHAT IS  A  PROOF ?  Philosophers and 
mathematicians have pondered this 
question for centuries. Theoretical 
computer science offers a rigorous 
handle on this deep question. One 
can think of a proof as a two-player 
game: an all-powerful though un-
trusted prover who provides a proof of 
the statement, and a computationally 
weak verifier who needs only to verify 
it. In fact, NP problems can be pre-
sented exactly in this verifier-prover 
language. Viewing proofs as games 
turned out to be remarkably fruitful. 
For example, interactive proofs were 
invented, resembling Socratic dia-
logues; these are games in which the 
prover and verifier exchange (possibly 
randomized) messages. And, why just 
one prover? In multi-prover interac-
tive proofs (MIP) several non-com-
municating provers are involved. This 
gave birth to beautiful concepts such 
as zero knowledge and probabilisti-
cally checkable proofs (PCPs) with im-
mense impact not only theoretically 
but also in practice, for example, in 
digital currency.

The following paper studies quan-
tum interactive proofs. Here the prov-
ers are allowed to share an entan-
gled quantum state; this resembles 
sharing a random bit string, except 
quantum states have those funny, 
stronger-than-classical correlations; 
a prototypical example is the Einstein-
Podolsky-Rosen (EPR) state, which 
was said by Einstein to allow “spooky 
action at a distance.” Can quantum 
correlations be used to prove stronger 
statements?

The class of problems solvable by 
multi-prover quantum interactive 
proofs is denoted MIP*. Its computa-
tional power had been open for over 
15 years. In the following tour-de-
force paper, the culmination of a re-
markable line of works, the question 
is finally settled. While it was believed 
at first that MIP* equals its classi-
cal counterpart MIP, it turns out that 

MIP* contains the halting problem! 
The result not only resolved the stub-
born MIP* question, but at the same 
time solved several major decades-old 
open problems in mathematics. What 
ideas make this result so far reaching?

Best to start our journey into the 
MIP* rabbit hole with the landmark 
1991 result, showing that MIP equals 
NEXP, a scaled-up version of NP 
where the verifier needs to check ex-
ponentially long proofs. In MIP, the 
verifier only exchanges polynomi-
ally many bits with the provers—How 
can it verify the proof without fully 
reading it? The key tool is low degree 
tests, which leverage robustness of 
low-degree polynomials to allow the 
verifier to check, using little commu-
nication, that both provers hold con-
sistent such polynomials. In 2011, it 
was shown that the protocol is secure 
even against entangled provers. MIP* 
is thus at least as powerful as its clas-
sical counterpart.

But the point of the current paper 
is that MIP* is provably much larger 
than MIP. How can entanglement 
help? Insight can be drawn from a 
2019 paper, which showed for the 
first time that MIP* is strictly larger 
than MIP. The paper proved that MIP* 
contains the class of problems requir-
ing doubly exponential long proofs 
(NEEXP). How can the verifier check 
such a proof, when even specifying a 
single location in the proof requires 
exponentially many bits?

Entanglement comes to the rescue. 
More precisely, a remarkable prop-
erty of entangled states called self-
testing. In 1964, Bell had devised a 
game in which two players who share 
an EPR state can win with a strictly 
larger probability than classically 
possible. Uniqueness of the players’ 
optimal strategy implies that achiev-
ing maximal success probability 
serves as a certificate that their state 
and measurements are the unique 
optimal ones. This is a remarkable 
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Abstract
The complexity class NP characterizes the collection of com-
putational problems that have efficiently verifiable solu-
tions. With the goal of classifying computational problems 
that seem to lie beyond NP, starting in the 1980s complexity 
theorists have considered extensions of the notion of effi-
cient verification that allow for the use of randomness (the 
class MA), interaction (the class IP), and the possibility to 
interact with multiple proofs, or provers (the class MIP). The 
study of these extensions led to the celebrated PCP theorem 
and its applications to hardness of approximation and the 
design of cryptographic protocols.

In this work, we study a fourth modification to the notion 
of efficient verification that originates in the study of quan-
tum entanglement. We prove the surprising result that 
every problem that is recursively enumerable, including the 
Halting problem, can be efficiently verified by a classical 
probabilistic polynomial-time verifier interacting with two 
all-powerful but noncommunicating provers sharing entan-
glement. The result resolves long-standing open problems 
in the foundations of quantum mechanics (Tsirelson’s prob-
lem) and operator algebras (Connes’ embedding problem).

1. INTERACTIVE PROOF SYSTEMS 

An interactive proof system is an abstraction that generalizes the 
intuitively familiar notion of proof. Given a formal statement z 
(e.g., “this graph admits a proper 3-coloring”), a proof π for z 
is information that enables one to check the validity of z more 
efficiently than without access to the proof (in this example, π 
could be an explicit assignment of colors to each vertex of the 
graph, which is generally easier to verify than to find).

Complexity theory formalizes the notion of proof in a way 
that emphasizes the role played by the verification proce-
dure. To explain this, first recall that a language L is identified 
with a subset of {0, 1}*, the set of all bit strings of any length, 
that represents all problem instances to which the answer 
should be “yes.” For example, the language L = 3-Coloring 
contains all strings z such that z is the description (accord-
ing to some prespecified encoding scheme) of a 3-colorable 
graph G. We say that a language L admits efficiently verifiable 

The original version of this paper appeared on the quant-ph 
arXiv as arXiv:2001.04383.

proofs if there exists an algorithm V (formally, a polynomial-
time Turing machine) that satisfies the following two prop-
erties: (i) for any z ∈ L there is a string π such that V (z, π) 
returns 1 (we say that V “accepts” the proof π for input z) and 
(ii) for any z ∉ L, there is no string π such that V (z, π) accepts. 
Property (i) is generally referred to as the completeness prop-
erty and (ii) is the soundness. The set of all languages L such 
that there exists a verifier satisfying both completeness and 
soundness is the class NP.

Research in complexity and cryptography in the 1980s 
and 1990s led to a significant generalization of this notion 
of “efficiently verifiable proof.” The first modification is to 
allow randomized verification procedures by relaxing (i) and 
(ii) to high probability statements: every z ∈ L should have a 
proof π that is accepted with probability at least c (the com-
pleteness parameter), and for no z ∉ L should there be a 
proof π that is accepted with probability larger than s (the 
soundness parameter). A common setting is to take  
and  standard amplification techniques reveal that the 
exact values do not significantly affect the class of languages 
that admit such proofs, provided that they are chosen within 
reasonable bounds.

The second modification is to allow interactive verifica-
tion. Informally, instead of receiving a proof string π in its 
entirety and making a decision based on it, the verification 
algorithm (called the “verifier”) now communicates with 
another algorithm called a “prover,” and based on the inter-
action decides whether z ∈ L. There are no restrictions on the 
computational power of the prover, whereas the verifier is 
required to run in polynomial time.a We let IP (for “Interactive 
Proofs”) denote the class of languages having interactive, 
randomized polynomial-time verification procedures.

The third and final modification is to consider interac-
tions with two (or more) provers. In this setting, the provers 
are not allowed to communicate with each other and the ver-
ifier may “cross-interrogate” them in order to decide if z ∈ L. 
The provers are allowed to coordinate a joint strategy ahead 
of time, but once the protocol begins, they can only interact 
with the verifier. The condition that the provers cannot com-
municate with each other is a powerful constraint that can 
be leveraged by the verifier to detect attempts at making it 
accept a false claim, that is whenever z ∉ L.

a	 The reader may find the following mental model useful: in an interac-
tive proof, an all-powerful prover is trying to convince a skeptical, but 
computationally limited, verifier that a string z (known to both) lies in 
the set L, even when it may be that in fact z ∉ L. By interactively inter-
rogating the prover, the verifier can reject false claims, i.e. determine 
with high statistical confidence whether z ∈ L or not. Importantly, the 
verifier is allowed to probabilistically and adaptively choose its mes-
sages to the prover.

http://dx.doi.org/10.1145/3485628
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reason that no time-bounded upper bound holds in a self-
evident manner is because there is no a priori bound on the 
complexity of near-optimal provers in an MIP* interactive 
proof system. This is in contrast to MIP where any prover can 
be represented by its question–answer response function, 
an exponential-size object.)

In13 the first nontrivial lower bound on MIP* was obtained, 
establishing that MIP = NEXP ⊆ MIP*. This was shown by 
arguing that the completeness and soundness properties of 
the proof system of Babai1 are maintained in the presence 
of shared entanglement between the provers. Following13 a 
sequence of works established progressively stronger lower 
bounds, culminating in18 which showed the inclusion NEEXP 
⊆ MIP*, where NEEXP stands for nondeterminist doubly 
exponential time. Since it is known that NEXP  NEEXP it fol-
lows that MIP ≠ MIP*.

Our main result takes this line of work to its limit to show 
the exact characterization

MIP* = RE.

A complete problem for RE is the Halting problem. Thus a 
surprising consequence of the equality MIP* = RE is that 
there exists a (classical) polynomial-time transformation 
that takes as input any Turing machine M and returns the 
description of a classical randomized polynomial-time (in 
the description size of M) verification procedure such that 
the existence of quantum provers sharing entanglement 
that are accepted by this verification procedure is equivalent 
to the fact that the Turing machine halts. Since the actions 
of quantum provers are (in principle) physically realizable, 
the verification procedure can be interpreted as the specifi-
cation of a physical experiment that could be used to certify 
that a Turing machine halts. The reason that this is surpris-
ing is because the Halting problem does not refer to any 
notion of time bound (and, as shown by Turing, is in fact 
undecidable), whereas the verification procedure is time-
bounded. Yet all true statements (halting Turing machines) 
have valid proofs in this model, while false statements (non-
halting Turing machines) do not.

Before proceeding with a description of the main ideas 
that go in the proof of this result, we highlight some con-
sequences and describe open questions. Our result is 
motivated by a connection with Tsirelson’s problem from 
quantum information theory, itself related to Connes’ 
Embedding Problem in the theory of von Neumann alge-
bras.8 In a celebrated sequence of papers, Tsirelson22 initi-
ated the systematic study of quantum correlation sets, for 
which he gave two natural definitions. The first definition, 
referred to as the “tensor product model,” constrains iso-
lated systems to be in tensor product with one another: if 
two parties Alice and Bob are space-time isolated, then any 
measurement performed by Alice can be modeled using an 
operator A on Alice’s Hilbert space HA, while any measure-
ment performed by Bob can be modeled using an operator B 
on Bob’s Hilbert space HB; studying the correlations between 
Alice and Bob then involves forming the tensor product  
HA ⊗ HB and studying operators such as A ⊗ B. The second 
definition, referred to as the “commuting model,” is more 

Work in the 1980s and 1990s in complexity theory has 
shown that the combination of randomness, interaction, 
and multiple provers leads to an exponential increase in 
verification power. Concretely, the class of problems that 
can be verified with all three ingredients together, denoted 
MIP (for Multiprover Interactive Proofs), was shown to equal 
the class NEXP1 of languages that admit exponentially long  
“traditional” proofs verifiable in exponential time.

2. OUR RESULTS
We now introduce a fourth modification to the class MIP, 
leading to the class MIP* that is the focus of our work. 
Informally the class MIP* contains all languages that can 
be decided by a classical polynomial-time verifier interact-
ing with multiple quantum provers sharing entanglement. To 
be clear: compared with MIP, the only difference is that the 
provers may use entanglement, both in the case when z ∈ L 
(completeness) and when z ∉ L (soundness).

The study of MIP* is motivated by a long line of works in 
the foundations of quantum mechanics around the topic 
of Bell inequalities. Informally, a Bell inequality is a linear 
function that separates two convex sets: on the one hand, 
the convex set of all families of distributions that can be 
generated locally by two isolated parties using shared ran-
domness; on the other hand, the convex set of all families of 
distributions that can be generated locally by two isolated 
parties using quantum entanglement. (In neither case is 
there any computational restriction; the only difference is in 
the kind of shared resource available.) The most famous Bell 
inequality is the CHSH inequality5; we will describe another 
example later, in Section 4.1. The study of Bell inequalities 
is relevant not only to quantum foundations, where they are 
a tool to study the nonlocal properties of entanglement, but 
also in quantum cryptography, where they form the basis 
for cryptographic protocols, for example, quantum key dis-
tribution,9 and in the study of entangled states of matter in 
physics. The connection with complexity theory was first 
made by Cleve6 using the language of two-player games.

The introduction of entanglement in the setting of inter-
active proofs has interesting consequences for complexity 
theory; indeed, it is not a priori clear how the class MIP* com-
pares to MIP. This is because in general the use of entangle-
ment may increase the odds of the provers to convince the 
verifier of the validity of any given statement, true or false. 
Such an increase may render a previously sound proof sys-
tem unsound, because the provers are able to make the 
verifier accept false statements. Conversely, it is conceivable 
that new proof systems may be designed for which the com-
pleteness property (valid statements have proofs) holds only 
when the provers are allowed to use entanglement. As a con-
sequence, MIP* could a priori be smaller, larger, or incompa-
rable to MIP. The only clear inclusions are IP ⊆ MIP*, because 
if the verifier chooses to interact with a single prover, then 
entanglement does not play any role, and MIP* ⊆ RE, the class 
of recursively enumerable languages, that is languages L  
such that there exists a Turing machine M such that z ∈ L if 
and only if M halts and accepts on input z. (The inclusion 
MIP* ⊆ RE will be justified once we introduce the model 
more formally. At the moment we only point out that the 
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general because it only makes use of a single Hilbert space 
H on which both Alice’s operators A and Bob’s operators B 
act simultaneously; the constraint of “isolation” is enforced 
by requiring that A and B commute, AB = BA, so that neither 
operation can have a causal influence on the other.b The ques-
tion of equality between the families of distributions that can 
be generated in either model is known as Tsirelson’s prob-
lem.23 As already noted by Fritz,10 the undecidability of MIP* 
implies that Tsirelson’s two models are finitely separated 
(i.e., there is a constant-size family of distributions that can be 
realized in the second model but is within a constant distance 
of any distribution that can be realized in the first model); 
thus, our result that RE ⊆ MIP* resolves Tsirelson’s problem 
in the negative. Through a sequence of previously known 
equivalences,19 we also resolve Connes’ Embedding Problem 
in the negative. As a consequence, our result may lead to the 
construction of interesting objects in other areas of math-
ematics. In particular an outstanding open question that may 
now be within reach is the problem of constructing a finitely 
presented group that is not sofic, or even not hyperlinear.

3. PROOF OVERVIEW
For simplicity, we focus on the class MIP* (2,1), which corre-
sponds to the setting of one-round protocols with two prov-
ers sharing entanglement. (A consequence of our results is 
that this setting has equal verification power to the general 
setting of polynomially many provers and rounds of interac-
tion.) The verifier in such a protocol can be described as the 
combination of two procedures: a question sampling proce-
dure S that samples a pair of questions (x, y) for the provers 
according to a distribution µ and a decision procedure that 
takes as input the provers’ questions and their respective 
answers a, b and evaluates a predicate D(x, y, a, b) ∈ {0, 1} to 
determine the verifier’s acceptance or rejection. (In general, 
both procedures also take the problem instance z as input.)

Our results establish the existence of transformations 
on families of two-prover one-round protocols having cer-
tain properties. In order to keep track of efficiency (and 
ultimately, computability) properties, it is important to 
have a way to specify such families in a uniform manner. 
Toward this we introduce the following formalism. A nor-
mal form verifier is specified by a pair of Turing machines  
V = (S, D) that satisfy certain conditions. The Turing 
machine S (called a sampler) takes as input an index n ∈  
and returns the description of a procedure that can be used 
to sample questions (x, y) (this procedure itself obeys a cer-
tain format associated with “conditionally linear” distribu-
tions, defined in Section 4.3 below). The Turing machine D 
(called a decider) takes as input an index n, questions (x, y), 
and answers (a, b) and returns a single-bit decision. The sam-
pling and decision procedures are required to run in time 
polynomial in the index n. Note that normal form verifiers 
do not take any input other than the index n; we explain later 
in this section how the actual problem instance z is taken 
into account. Given a normal form verifier V = (S, D) and an 

b	 Precisely, commutation implies that the joint distribution of outcomes 
obtained by performing one measurement and then the other is indepen-
dent of the order chosen.

index n ∈ , there is a natural two-prover one-round proto-
col Vn associated to it. We let val* (Vn) denote the maximum 
success probability of quantum provers sharing entangle-
ment in this protocol.

Our main technical result is a gap-preserving compres-
sion transformation on normal form verifiers. The following 
theorem presents an informal summary of the properties of 
this transformation. For a verifier Vn and a probability 0 ≤ 
p ≤ 1, we let (Vn, p) denote the minimum local dimension 
of an entangled state shared by provers that succeed in the 
protocol executed by Vn with probability at least p.

Theorem 3.1 (Gap-preserving compression). There exists 
a polynomial-time Turing machine Compress that, when given as 
input the description of a normal form verifier V = (S, D), returns 
the description of another normal form verifier V′ = (S′, D′) that 
satisfies the following properties: for all n ∈ , letting N = 2n

1. 

2. 

3. 

The terminology compression is motivated by the fact, 
implicit in the (informal) statement of the theorem, that 
the time complexity of the verifier’s sampling and decision 
procedures in the protocol , which (as required in the def-
inition of a normal form verifier) is polynomial in n, is expo-
nentially smaller than the time complexity of the verifier 
VN, which is polynomial in N and thus exponential in n. As 
such our result can be understood as an efficient delegation 
procedure for (normal form) interactive proof verifiers. In 
the next section, we describe how the presence of entangle-
ment between the provers enables such a procedure. First, 
we sketch how the existence of a Turing machine Compress 
with the properties stated in the theorem implies the inclu-
sion RE ⊆ MIP*.

To show this, we give an MIP*(2, 1) protocol for the Halting 
problem, which is a complete problem for RE. Precisely, we 
give a procedure that given a Turing machine M as input 
returns the description of a normal form verifier VM = (SM, 
DM) with the following properties. First, if M does eventu-
ally halt on an empty input tape, then it holds that for all  
n ∈  , . Second, if M does not halt then for all 
n ∈  , . It follows that  is a valid MIP* 
(2, 1) proof system for the Halting problem.

We describe the procedure that achieves this. Informally, 
the procedure returns the specification of a verifier VM = (SM, 
DM) such that DM proceeds as follows: on input (n, x, y, a, b) 
it first executes the Turing machine M for n steps. If M halts, 
then DM accepts. Otherwise, DM computes the description 
of the compressed verifier V′ = (S′, D′) that is the output of 
Compress on input VM, then executes the decision procedure 
D′(n, x, y, a, b) and accepts if and only if D′ accepts.c

c	 The fact that the decider DM can invoke the Compress procedure on it-
self follows from a well-known result in computability theory known as 
Kleene’s recursion theorem (also called Roger’s fixed point theorem).15, 21
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To show that this procedure achieves the claimed trans-
formation, consider two cases. First, observe that if M 
eventually halts in some number of time steps T, then by def-
inition  for all n ≥ T. Using Theorem 3.1 along 
with an inductive argument it follows that  for 
all n ≥ 1. Second, if M never halts, then observe that for any 
n ≥ 1 Theorem 3.1 implies two separate lower bounds on 
the amount of entanglement required to win the protocol  

 with probability at least : the dimension is (a) at  
least  and (b) at least the dimension needed to succeed  
in the protocol  with probability at least . By induc
tion, it follows that an infinite amount of entanglement is 
needed to succeed in the protocol Vn with any probability 
greater than . By continuity, a sequence of finite-dimension 
prover strategies for Vn cannot lead to a limiting value larger 
than , and .

4. USING ENTANGLEMENT TO COMPRESS QUANTUM 
INTERACTIVE PROOFS
In the language introduced in the previous section, the inclu-
sion NEXP ⊆ MIP implies that for any NEXP-complete lan-
guage L, there is a pair of polynomial-time Turing machines 
V = (S, D) such that the following hold. The Turing machine 
S takes as input an integer n ∈  and returns a (probabilistic) 
circuit that can be used to sample questions (x, y) ∈ X × Y  
according to some distribution Sn. The Turing machine D on 
input n ∈  as well as an instance z ∈ {0, 1}n and (x, y, a, b) ∈ 
X × Y ×A × B returns a decision bit in {0, 1}. This proof sys-
tem is such that whenever z ∈ L there are “proofs” fA : X → A  
and fB : Y → B and such that for all (x, y) in the support of Sn, 
D(1n, z, x, y, fA(x), fB(y)) = 1, and whenever z ∉ L then for any 
purported “proofs” fA : X → A and fB : Y → B it holds that

	 � (1)

While the definition of MIP allows for more general proof 
systems, for example, the sampling of questions may 
depend on the input z and there may be multiple rounds of 
interaction, subsequent refinements of the original proof 
that NEXP ⊆ MIP imply that proof systems of the form above 
are sufficient to capture the entire class.

The maximum of the expression on the left-hand side 
of (1) can be computed exactly in nondeterministic expo-
nential time by guessing an optimal choice of ( fA, fB) and 
evaluating the expression. Therefore, the class MIP does not 
allow verification of languages beyond NEXP. In particular, 
Theorem 3.1 is clearly not possible in this model, because 
by applying it to the verifier for NEXP described in the pre-
ceding paragraph one would obtain a polynomial-time veri-
fier with the ability to decide a complete language for NEEXP; 
however, it is known that NEXP  NEEXP. To go beyond NEXP 
and prove Theorem 3.1, we must find ways for the verifier to 
constrain the provers to make use of entanglement so that 
even more complex computations can be delegated to them.

To prove Theorem 3.1, we will show how the actions of 
both the sampler S and the decider D can be delegated to 
the provers and their correct execution verified in time poly-
logarithmic in the sampler and decider’s time complex-
ity. This will enable a polynomial-time verifier to force the 

provers to “simulate” the action of S and D on inputs of size  
N = 2n using polynomial resources, as required by Theorem 
3.1. While the techniques for delegating deterministic pro-
cedures such as D are already present, to some extent, in 
the proof of MIP = NEXP (whose implications for delegated 
computation are well-known, see, e.g., Goldwasser12), for 
the inherently probabilistic procedure S, we are faced with 
an entirely new challenge: the delegation of randomness gen-
eration. In particular, it is clearly not reasonable to give the 
provers access to the random seed used by S, as this would 
provide them perfect knowledge of both questions and 
therefore allow them to easily defeat the protocol. In order to 
ensure that the provers sample from the correct distribution 
while each obtaining exactly the right amount of information 
about their respective input, we leverage entanglement in an 
essential way. In the next section, we give a classic example 
of how randomness can be certified by using entanglement. 
In Section 4.2, we introduce an asymptotically efficient 
entanglement test that builds on the example. In Section 4.3,  
we describe a class of question distribution that can be del-
egated (we will say “introspected”) by making use of the 
entanglement test. In Section 4.5, we explain a final step of 
parallel repetition, and in Section 4.6, we conclude.

4.1. The Magic Square game
We introduce a two-player game known as the “Magic Square 
game.” To specify the rules of the game, we first describe a 
(classical) constraint satisfaction problem that consists of 6 
linear equations defined over 9 variables that take values in 
the binary field F2. The variables are associated with the cells 
of a 3 × 3 grid, as depicted in Figure 1. Five of the equations 
correspond to the constraint that the sum of the variables in 
each row and the first two columns must be equal to 0, and 
the last equation imposes that the sum of the variables in 
the last column must be equal to 1.

This system of equations is clearly unsatisfiable. Now 
consider the following game associated to it. In the game, 
the trusted referee first samples one of the 6 equations uni-
formly at random and then one of the three variables appear-
ing in the constraint uniformly at random. It asks one prover 
for an assignment of values to all variables in the chosen 
constraint, and the other prover for the selected variable. It 
is not hard to see that no deterministic or randomized strat-
egy can succeed in this game with probability larger than ,  
since there are 18 pairs of questions in total and any deter-
ministic or randomized strategy that succeeds with a strictly 
larger probability is easily seen to imply a satisfying assign-
ment to the Magic Square.

What makes the game “magic” is the surprising fact, first 
demonstrated by Mermin and Peres,16, 20 that this game has 

x1 x2 x3

x4 x5 x6

x7 x8 x9

Figure 1. The Magic Square game.
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a perfect quantum strategy: two noncommunicating players 
sharing entanglement can win with probability 1. Moreover, 
this can be achieved by sharing a simple 4-dimensional 
quantum state (two EPR pairs) and making local measure-
ments on it (i.e., each prover only makes an observation on 
their local share of the state; see Section 4.2 for the mathe-
matical formalism of quantum strategies). The outcomes of 
local measurements are not causally related and entangle-
ment does not allow the provers to communicate informa-
tion. However, their outcome distribution can be correlated: 
in the Mermin-Peres quantum strategy for the Magic Square 
game, for any pair of questions selected by the referee the 
joint distribution of the player’s answers happens to be uni-
form over all pairs of possible answers.d

The Magic Square game is an example of a Bell inequality 
(specifically, the inequality is that classical strategies cannot 
win with probability larger than ). The game can be inter-
preted as a two-prover verification protocol for the satisfi-
ability of the underlying system of 9 equations, in which case 
the protocol is sound with classical provers but unsound 
with quantum provers. However, for our purposes, this is 
not a productive observation—we are interested in finding 
positive uses for entanglement. Is there anything useful that 
can be certified using this game?

We reproduce a crucial observation due to7: the only 
way that quantum provers are able to succeed in the Magic 
Square game beyond what is possible classically is by gener-
ating answers that are intrinsically random. This is because 
an intrinsically random strategy (by which we mean that the 
computation of each answer must involve injecting fresh 
randomness, that was not determined prior to the questions 
being generated) is the only possibility for evading the clas-
sical impossibility (the aforementioned “Bell inequality”). 
Indeed if the two players always give a deterministic and 
valid answer to their questions then listing those 18 pairs 
of answers will lead to a satisfying assignment for the magic 
square constraints. Since this is not possible it must be that 
each pair of answers is generated “on the fly,” so that any two 
answers are correlated in the right way but there is no mean-
ingful correlation between pairs of answers obtained to dif-
ferent pairs of questions (e.g., in different runs of the game). 
In other words, quantum randomness cannot be “fixed,” and 
this is what allows quantum provers to succeed in the game.

Based on this observation and with further technical 
work, it is possible to use the Magic Square game to develop 
a simple two-prover test (i.e., a small self-contained protocol 
that can be used as a building block towards a larger MIP* 
protocol) that constrains the provers to obtain, and report 
to the verifier, identical uniformly random outcomes. Note 
that this is stronger than merely allowing the provers to use 
shared randomness, in the sense that it is verifiable: upon 
seeing either prover’s answer, the verifier has the guaran-
tee that it has been chosen near-uniformly at random—the 
provers cannot bias the randomness in any way (unless they 
pay a price by failing in the test with positive probability).

d	 Not every game has such a perfect quantum strategy. For example, a game 
in which the second player has to answer the first player’s question: this 
would violate the nonsignaling principle.

While this is already a genuinely quantum possibility 
that transforms the realm of achievable protocols, it does 
not suffice for our purposes, for two reasons. First of all the 
distributions that we aim to sample from, that is the dis-
tributions Sn, are more complicated than uniform shared 
randomness. We discuss this point in detail in Section 4.3. 
Second, executing as many copies of the Magic Square game 
as there are bits of randomness required to sample from Sn 
would not lead to the complexity savings that we are aiming 
to achieve. This problem can be solved by employing a more 
efficient means of randomness and entanglement genera-
tion that builds simultaneously on the Magic Square game 
and on a quantum version of the classical low-degree test, a 
key component in the proof of NEXP ⊆ MIP, which we repur-
pose for this new goal. We explain this in the next section.

4.2. The quantum low-degree test
The quantum low-degree test, first introduced by Natarajan17 
and analyzed by Ji,14 is one of the core technical components 
behind the proof of Theorem 3.1. The test provides an effi-
cient means of certifying entanglement (and, as a corollary, 
randomness generation) between two provers. The test 
builds upon classical results in the property testing and 
probabilistically checkable proofs literature for testing low-
degree polynomials, a line of work initiated by Gemmel11 
building upon the multilinearity test by Babai.1 In this sec-
tion, we first state the “quantum” version of these results and 
then explain its use for delegating the sampling procedure.

To state the quantum low-degree test in sufficient tech-
nical depth, we introduce the standard formalism used to 
model quantum strategies. A strategy for two quantum prov-
ers (in a one-round protocol) consists of (i) a quantum state 
shared by the provers, which is represented by a unit vec-
tor ⏐ψ〉 ∈ HA ⊗ HB where HA and HB are finite-dimensional 
Hilbert spaces associated with each prover (e.g., if ⏐ψ〉 con-
sists of n EPR pairs then HA = HB = C2n) and (ii) for each ques-
tion to a prover, say x ∈ X to the first prover, a measurement 

 that the prover performs on their share of the quan-
tum state to produce an answer a ∈ A. Mathematically each  

 is a positive semidefinite operator acting on HA such that 
. The measurement rule states that two provers 

modeled in this way generate answers (a, b) in response to 
questions (x, y) with probability

Clearly two strategies generate the same distributions if 
they are unitarily equivalent, that is, exchanging ⏐ψ〉 for UA 
⊗ UB ⏐ψ〉 for unitaries UA on HA and UB on HB and conjugat-
ing all operators by UA or UB leads to the same strategy. So 
any characterization of near-optimal strategies will only be 
“up to local unitaries.” More generally, the provers may 
have access to a larger space that is not directly used in 
their strategy. For this reason, a characterization of near-
optimal quantum strategies is generally formulated “up to 
local isometries,” where a local isometry is a linear map φA : 
HA → HA′ ⊗ HA″ (resp. φB : HB → HB′ ⊗ HB″).

The quantum low-degree test comes in the form of a rigid-
ity result, which guarantees that any near-optimal strategy 
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in a certain two-prover protocol is essentially unique—up 
to local isometries. The test is parametrized by a tuple 
qldparams = (q, m, d) where q is a field size, m a number of 
variables, and d a degree satisfying some conditions that 
we omit from this abstract. We denote the associated two-
prover one-round verifier . In the associated proto-
col, whose exact description we also omit, the provers are 
expected to (i) measure 2m log q shared EPR pairs in a cer-
tain basis (either the computational basis or the Hadamard 
basis, which is its Fourier transform), obtaining an outcome 

; (ii) interpolate a polynomial  of individ
ual degree at most d; and (iii) return the restriction of ga to 
a line or point in that is provided to them as their ques-
tion. This is almost exactly the same as the classic test from 
Babai1 and Gemmel11; the “quantum” part of the test lies in 
the fact that the specification a for the polynomial ga used by 
the provers should be obtained as a result of a measurement 
on an entangled state. This measurement can be required 
to be made in different, incompatible bases (depending on 
the question), and thus its outcome cannot be fixed a priori, 
before the protocol starts. (In contrast, in the classical case, 
it is assumed that a is a fixed string on which the provers 
pre-agree.) Tests based on the Magic Square game are per-
formed in addition to the above to enforce that the provers 
make their measurements in the right bases.

Theorem 4.1. There exists a function

for universal constants a ≥ 1 and 0 < b < 1 such that the fol-
lowing holds. For all admissible parameter tuples qldparams = 
(q, m, d) and for all strategies  = (⏐ψ〉, A, B) for  that 
succeed with probability at least 1 – ε, there exist local isom-
etries φA : HA → HA′ ⊗ HA″, φB : HB → HB′ ⊗ HB″ and a state 
⏐AUX〉 ∈ HA′ ⊗ HB′ such that

where |EPR〉 denotes an EPR pair. Moreover, letting 
 and  we have for W ∈ {X, Z}

In the theorem statement, the approximation  is 
measured in a norm that depends on the sate shared by the 
provers and is appropriate for arguing that the two measure-
ment operators on the left and right of the approximation 
sign lead to similar outcome distributions, even when some 
other operator is applied by the other prover. The measure-
ment operators and on the left-hand side are the 
provers’ measurement operators associated with a desig-
nated pair of questions W = X, Z in the protocol. The opera
tors  that appear on the right-hand side denote tensor 
products of singlequbit Pauli measurements in the basis 
W, which is the computational basis in case W = Z and the 
Hadamard basis in case W = X. Here u is an element of , 
which can be interpreted as an (2m log q)-bit string.

Informally, the theorem guarantees that any prover strat-
egy that achieves a high probability of success in the test is 
“locally equivalent” to a strategy that consists in measuring 
2m log q EPR pairs in the appropriate basis, which is a strategy 
of the “honest” form described above. Crucially, the number 
of EPR pairs tested is exponential in the verifier complexity, 
which scales polynomially in log q, m, and d.

We turn our attention back to the problem of delegat-
ing the sampling from the distribution Sn to the provers. 
Referring to the provers producing their own questions, 
we call this procedure “introspection.” In general, it is not 
known how to introspect arbitrary unstructured distribu-
tions Sn. The verifier that underlies the protocol from Babai1 
chooses most of its question from the “line-point” distri-
bution Sn, which is the distribution over pairs (x, y) such 
that x is the description of a uniformly random line  
and y is a uniformly random point on l. It is natural to first 
consider introspection of this distribution. This is done by 
Natarajan18 to “compress” the protocol from Babai1 and 
thereby show the inclusion NEEXP ⊆ MIP*. The compressed 
protocol relies on the test from Theorem 4.1 to efficiently 
sample its questions to the provers; the randomness used 
by the provers for sampling is based on their measurement 
outcomes in the test, which are bitstrings of length 2m log q.

Unfortunately the distribution used to sample the ques-
tions in the compressed protocol no longer has such a nice 
form as the lines-point distribution. In particular, it includes 
the question distribution from the quantum low-degree test, 
which itself incorporates the Magic Square game question 
distribution. Since our goal is to compress protocols itera-
tively (recall the end of Section 3), it is essential to identify a 
class of distributions that is sufficiently general and “closed 
under introspection” in the sense that any distribution 
from the family can be tested using a distribution from the 
same family with reduced randomness complexity. For this, 
we introduce the class of conditionally linear distributions, 
which generalizes the low-degree test distribution. We show 
that conditionally linear distributions can be “introspected” 
using conditionally linear distributions only, enabling recur-
sive introspection. (As we will see later, other closure prop-
erties of conditionally linear distributions, such as taking 
direct products, play an important role as well.) We describe 
this family of distributions next.

4.3. Conditionally linear distributions
Fix a vector space V that is identified with , for a finite  
field Fq and integer m. Informally, a function L on V is condi-
tionally linear (CL for short) if it can be evaluated by a proce-
dure that takes the following form: (i) read a substring z(1) of 
z; (ii) evaluate a linear function L1 on z(1); and (iii) repeat steps 
(i) and (ii) with the remaining coordinates zz(1), such that 
the next steps are allowed to depend in an arbitrary way on L1 
(z(1)) but not directly on z(1) itself. What distinguishes a func-
tion of this form from an arbitrary function is that we restrict 
the number of iterations of (i)—(ii) to a constant number (at 
most 9, in our case). (One may also think of CL functions as 
“adaptively linear” functions, where the number of “levels” 
of adaptivity is the number of iterations of (i)—(ii).) A distri-
bution µ over pairs (x, y) ∈ V × V is called conditionally linear 
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in the Hadamard, instead of computational, basis; due to 
the uncertainty principle, this has the effect of “erasing” 
the outcome in the computational basis. The case of the 
“line” prover is a little more complex: the goal is to ensure 
that, conditioned on the specification of the line l received 
by the “line” prover, the point x received by the “point” 
prover is uniformly random within l. This was shown to be 
possible in [18].

4.4. Answer reduction
The previous section sketches how we are able to use entan-
glement testing techniques to delegate the sampling of 
questions directly to the provers, with an exponential 
savings in the verifier’s effort. Let denote the result-
ing “question-reduced” verifier. However, the players still 
respond with poly (N)-length answers, which the verifier has 
to check satisfies the decision predicate of the original 
protocol. We explain how to obtain a similar exponential 
savings in the verification of the answers.

For this, we use probabilistically checkable proofs (PCPs) 
as follows. The verifier in  samples questions as  
would and sends them to the players. Instead of receiving 
the introspected questions and answers (x, y, a, b) for the 
original verifier VN and running the decision procedure D 
(N, x, y, a, b), the verifier instead asks the provers to compute 
a PCP Π for the statement that the original decider D accepts 
the input (N, x, y, a, b) in time T = poly (N). The verifier then 
samples additional questions for the provers that ask them 
to return specific entries of the proof Π. Finally, upon receipt 
of the provers’ answers, the verifier executes the PCP verifi-
cation procedure. Because of the efficiency of the PCP, both 
the sampling of the additional questions and the decision 
procedure can be executed in time poly (n).e

This sketch presents some difficulties. A first difficulty 
is that in general no prover by themselves has access to the 
entire input (N, x, y, a, b) to D, so no prover can compute 
the entire proof n. This issue is addressed using oracular-
ization, which is a classical technique and so we omit the 
details (there are some subtleties specific to the quantum 
case). A second difficulty is that a black-box application of 
an existing PCP, as done by Natarajan,18 results in a question 
distribution for (i.e., the sampling of the proof locations 
to be queried) that is rather complex—and in particular, 
it may no longer fall within the framework of CL distribu-
tions for which we can do introspection. To avoid this, we 
design a bespoke PCP based on the classical MIP for NEXP 
(in particular, we borrow and adapt techniques from Ben-
Sasson3,4). Two essential properties for us are that (i) the PCP 
proof is a collection of several low-degree polynomials, two 
of which are low-degree encodings of each prover’s uncom-
pressed answers, and (ii) verifying the proof only requires 
(a) running low-degree tests, (b) querying all polynomials at 
a uniformly random point, and (c) performing simple con-
sistency checks. Property (i) allows us to eliminate the extra 
layer of encoding by Natarajan,18 who had to consider a PCP 

e	 This idea is inspired by the technique of composition in the PCP litera-
ture, in which the complexity of a verification procedure can be reduced 
by composing a proof system (often a PCP itself) with another PCP.

if it is the image under a pair of conditionally linear func-
tions LA, LB : V → V of the uniform distribution on V, that is, 
(x, y) ∼ (LA(z), LB(z)) for uniformly random z ∈ V.

An important class of CL distributions are low-degree test 
distributions, which are distributions over question pairs 
(x, y) where y is a randomly chosen affine subspace of  
and x is a uniformly random point on y. We explain this for 
the case where the random subspace y is one-dimensional 
(i.e., a line). Let V = VX ⊗ VV where . Let LA be the 
projection onto VX (i.e., it maps (x, υ) → (x, 0) where x ∈ VX 
and υ ∈ VV). Define LB : V → V as the map  
where is a linear map that, for every υ ∈ VV, proj-
ects onto a complementary subspace to the one-dimen-
sional subspace of VX spanned by υ (one can think of this 
as an “orthogonal subspace” to the span of {υ}). LB is con-
ditionally linear because it can be seen as first reading the 
substring υ ∈ VV (which can be interpreted as specifying the  
direction of a line), and then applying a linear map  to 
x ∈ VX (which can be interpreted as specifying a canonical 
point on the line . It is not hard to see that 
the distribution of (LA(z), LB(z)) for z uniform in V is identi-
cal (up to relabeling) to the low-degree test distribution (x, l)  
where l is a uniformly random affine line in , and x is a 
uniformly random point on l.

We show that any CL distribution m, associated with a 
pair of CL functions (LA, LB) over a linear space , can 
be “introspected” using a CL distribution that is “exponen-
tially smaller” than the initial distribution. Slightly more 
formally, to any CL distribution m, we associate a two-prover 
test in which questions from the verifier are sampled from  
a CL distribution m′ over for some m′ = poly log (m) and 
such that in any successful strategy, when the provers are 
queried on a special question labeled Intro they must 
respond with a pair (x, y) that is approximately distributed 
according to m. (The test allows us to do more: it allows us 
to conclude how the provers obtained (x, y)—by measur-
ing shared EPR pairs in a specific basis—and this will be 
important when using the test as part of a larger protocol 
that involves other checks.) Crucially for us, the distribution 
m′ only depends on a size parameter associated with (LA, LB) 
(essentially, the integer m together with the number of “lev-
els” of adaptivity of LA and LB), but not on any other structural 
property of (LA, Lb). Only the decision predicate for the asso-
ciated protocol depends on the entire description of (LA, LB).

We say a few words about the design of m′ and the associ-
ated test, which borrow heavily from Natarajan.18 Building 
on the quantum low-degree test introduced in Section 4.2, 
we already known how a verifier can force a pair of prov-
ers to measure m EPR pairs in either the computational 
or Hadamard basis and report the (necessarily identical) 
outcome z obtained, all the while using questions of length 
polylogarithmic in m only. The added difficulty is to ensure 
that a prover obtains, and returns, precisely the informa-
tion about z that is contained in LA (z) (resp. LB (z)), and 
not more. A simple example is the line-point distribution 
described earlier: there, the idea to ensure that, for exam-
ple, the “point” prover only obtains the first component, 
x of (x, υ) ∈ VX ⊗ VV, the verifier demands that the “point” 
prover measures their qubits associated with the space VV 
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of proximity for a circuit applied to the low-degree encod-
ings of the provers’ uncompressed answers. Property (ii) 
allows us to ensure the question distribution employed by 
the verifier remains conditionally linear.

4.5. Parallel repetition 

The combined steps of question reduction (via introspection) 
and answer reduction (via PCP composition) result in a protocol 
whose verifier  has complexity poly (n). Furthermore, the 
property of having a perfect quantum strategy is preserved 
by the reduction. Unfortunately, the sequence of transforma-
tions incurs a loss in the soundness parameters: if ,  
then we can only establish that  for some  
positive constant  (we call C the soundness gap). Such a 
loss would prevent us from recursively applying the compres-
sion procedure Compress an arbitrary number of times, which 
is needed to obtain the desired complexity results for MIP*.

To overcome this, we need a final transformation to 
restore the soundness gap after answer reduction to a con-
stant larger than . To achieve this, we use the technique 
of parallel repetition. The parallel repetition of a two-prover 
one-round protocol G is another protocol Gk, for some num-
ber of repetitions k, which consists of executing k indepen-
dent and simultaneous instances of G and accepting if and 
only if all k instances accept. Intuitively, parallel repetition 
is meant to decrease the prover’s maximum success prob-
ability in a protocol G exponentially fast in k, provided 

 to begin with. However, it is an open question 
of whether this is generally true for the entangled value val*.

Nevertheless, some variants of parallel repetition are known 
to achieve exponential amplification. We use a variant called 
“anchored parallel repetition” introduced by Bavarian.2 This 
allows us to devise a transformation that efficiently amplifies 
the soundness gap to a constant. The resulting protocol   
has the property that if , then  
(and moreover this is achieved using a commuting and 
consistent strategy), whereas if  for some 
universal constant C > 0, then . Furthermore, 
we have the additional property, essential for us, that good 
strategies in  require as much entanglement as good 
strategies in  (which in turn require as much entangle-
ment as good strategies in VN). The complexity of the verifier 
in remains poly (n).

The anchored parallel repetition procedure, when applied 
to a normal form verifier, also yields a normal form verifier: 
this is because the direct product of CL distributions is still 
conditionally linear.

4.6. Putting it all together
This completes the overview of the transformations performed 
by the compression procedure Compress of Theorem 3.1. 
To summarize, given an input normal form verifier V, ques-
tion and answer reduction are applied to obtain , and  
anchored parallel repetition is applied to obtain , which is 
returned by the compression procedure. Each of these trans-
formations preserves completeness (including the commut-
ing and consistent properties of a value-1 strategy) as well as 
the entanglement requirements of each protocol; moreover, 
the overall transformation preserves soundness.�
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Johns Hopkins University
Lecturer/Sr. Lecturer in Computer Science

The Department of Computer Science at Johns 
Hopkins University seeks applicants for full-time 
teaching positions. These are career-oriented, 
renewable appointments, responsible for the de-
velopment and delivery of undergraduate and/or 
graduate courses, depending on the candidate’s 
background. We are searching broadly to meet 
teaching needs across the discipline, including 
data science and machine learning. Each posi-
tion carries a 3-course load per semester, usually 
with only 2 different preps. Teaching faculty are 
encouraged to engage in educational research 
and departmental and university service and may 
have advising responsibilities. Extensive grading 
support is given to all instructors. The university 
has instituted a non-tenure track career path for 
full-time teaching faculty culminating in the rank 
of Teaching Professor.

Johns Hopkins is a private university known 
for its commitment to academic excellence and 
research. The Computer Science department is 
one of nine academic departments in the Whiting 
School of Engineering, on the beautiful Home-
wood Campus. We are located in Baltimore, 
MD in close proximity to Washington, DC and 
Philadelphia, PA. See the department webpage 
at https://cs.jhu.edu for additional information 
about the department, including undergraduate 
and graduate programs and current course de-
scriptions.

Applications may be submitted online at 
http://apply.interfolio.com/94564. Questions 
may be directed to lecsearch2021@cs.jhu.edu. 
For full consideration, applications should be 
submitted by December 1, 2021. Applications will 
be accepted until the position is filled.

The Department is conducting a broad and 
inclusive search and is committed to identifying 
candidates who through their teaching and ser-
vice will contribute to the diversity and excellence 
of the academic community.

The Johns Hopkins University is commit-
ted to active recruitment of a diverse faculty and 
student body. The University is an Affirmative Ac-
tion/Equal Opportunity Employer of women, mi-
norities, protected veterans and individuals with 
disabilities and encourages applications from 
these and other protected group members. Con-
sistent with the University’s goals of achieving 
excellence in all areas, we will assess the compre-
hensive qualifications of each applicant.

Requirements
Applicants for the position should have a Ph.D. 
in Computer Science or a closely related field. 
Demonstrated excellence in and commitment to 
teaching, and excellent communication skills are 
expected of all applicants.

campus interview. Initial screening of applica-
tions begins November 15, 2021 and continues 
until position is filled.

Required Qualifications for Non-Tenure 
Track Positions:

	˲ M.S. in Computer Science or a closely related 
area required; Ph.D. in Computer Science or a 
closely related areas preferred

	˲ Demonstrated ability to teach existing courses 
at the undergraduate and/or graduate levels

	˲ Excellent verbal and written communication 
skills

The Application Process for Non-Tenure Track 
Positions: To apply online, go to https://jobs.
ucmo.edu. Apply to positions #997336, #997337, 
#997338, #997344 or #997375. The following 
items should be attached: a letter of interest, a 
curriculum vitae, copies of transcripts, and a list 
of at least three professional references including 
their names, addresses, telephone numbers and 
email addresses. Official transcripts and three 
letters of recommendation will be requested for 
candidates invited for on-campus interview. Ini-
tial screening of applications begins October 15, 
2021, and continues until position is filled.

The University of Central Missouri is an Equal 
Opportunity employer. We accept applications 
from qualified applicants regardless of race, gen-
der, or abilities. Minorities, women, disabled, 
and veterans are encouraged to apply.

University of Michigan
Computer Science and Engineering Faculty 
Positions

Computer Science and Engineering (CSE) at the 
University of Michigan College of Engineering 
invites applications for multiple tenure-track and 
teaching faculty (lecturer) positions, as part of its 
aggressive long-term growth plan. We seek excep-
tional candidates in all areas across computer 
science and computer engineering and across all 
ranks. Qualifications include an outstanding aca-
demic record; an awarded or expected doctorate 
(or equivalent) in computer science, computer 
engineering, or a related area. We seek faculty 
members who commit to excellence in graduate 
and undergraduate education, will develop im-
pactful, productive and novel research programs, 
and will contribute to the department’s goal of 
eliminating systemic racism and sexism by em-
bracing our culture of Diversity, Equity and Inclu-
sion.

We will begin reviewing applications as soon 
as they are received starting October 1st, 2021 
and continuing throughout the year. For more 
details on these positions and to apply, please 
visit https://cse.engin.umich.edu/about/faculty-
hiring/.

San Diego State University
Department of Computer Science
Tenure-Track Assistant Professor

Tenure-Track Assistant Professor Position The 
Department of Computer Science is seeking to 
hire a tenure-track assistant professor begin-
ning Fall 2022. Strong candidates in all fields of 
computer science will be considered, with an em-
phasis on software engineering. The candidates 
should have a PhD degree in Computer Science 
or a closely related field. Position details and in-
structions to apply can be found at https://apply.
interfolio.com/94563. Questions about the posi-
tion may be directed to COS-CS-SE-Search2022@
sdsu.edu. SDSU is an equal opportunity/Title IX 
employer.

University of Central Missouri
Multiple Faculty Positions

The School of Computer Science and Mathemat-
ics at the University of Central Missouri is accept-
ing applications for three tenure-track positions 
in Computer Science at the rank of Assistant Pro-
fessor (appointment starts August 2022) and five 
non-tenure track positions in Computer Science 
at the rank of Assistant Instructor (appointment 
starts January 2022). We are looking for faculty ex-
cited by the prospect of shaping our school’s fu-
ture and contributing to its sustained excellence.

Required Qualifications for Tenure Track Po-
sitions:

	˲ Ph.D. in Computer Science by August 2022
	˲ Research expertise and/or industrial experienc-

es in Cloud Computing, Data Science, Operating 
Systems or Software Engineering

	˲ Demonstrated ability to teach existing courses 
at the undergraduate and graduate levels

	˲ Ability to develop a quality research program 
and secure external funding

	˲ Commitment to engage in curricular devel-
opment/assessment at the undergraduate and 
graduate levels

	˲ A strong commitment to excellence in teach-
ing, research, and continued professional growth

	˲ Excellent verbal and written communication 
skills

The Application Process for Tenure-Track 
Positions: To apply online, go to https://jobs.
ucmo.edu. Apply to positions #998453, #998454 
or #998560. The following items should be at-
tached: a letter of interest, a curriculum vitae, a 
teaching and research statement, copies of tran-
scripts, and a list of at least three professional 
references including their names, addresses, 
telephone numbers and email addresses. Official 
transcripts and three letters of recommendation 
will be requested for candidates invited for on-

https://cs.jhu.edu
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mailto:lecsearch2021@cs.jhu.edu
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statement, a statement that summarizes their 
planned contributions to diversity, equity, and 
inclusion, and contact information for three 
professional references. To guarantee full con-
sideration, applications must be received by No-
vember 5, 2021; however, review of applications 
will continue until December 17, 2021. Informa-
tion about all positions may be found at https://
cse.nd.edu/about-cse/faculty-job-openings in-
cluding links to the specific job openings.

The Department offers the Ph.D. degree and 
undergraduate Computer Science and Comput-
er Engineering degrees. Faculty members are 
expected to excel in classroom teaching and to 
serve the profession and the University. Tenure 
track faculty members are expected to lead high-
ly-visible research projects that attract substan-
tial external funding, and to advise graduate stu-
dents. More information about the department 
can be found at: https://cse.nd.edu/.

The University is an Equal Opportunity and 
Affirmative Action employer; we strongly en-
courage applications from women, minorities, 
veterans, individuals with a disability and those 
candidates attracted to a university with a Catho-
lic identity.

Vanderbilt University
Tenure-Track Faculty Positions in Computer 
Science

The Department of Computer Science (CS) 
launched in 2020 a multi-year faculty recruitment 
and hiring process for 20 tenure-track positions 
at the Assistant, Associate, and Full Professor 
levels over and above normal hiring patterns, 
with preference at early-career appointments. 
In the first year of the initiative, the department 
welcomed eight new faculty members. In the 
second year, the initiative will support at least 
eight new faculty positions starting in the 2022-
2023 academic year. Destination Vanderbilt-
CS is part of the university’s recently launched 
Destination Vanderbilt, a $100 million university 
excellence initiative to recruit new faculty. Over 
the next three years, the university will leverage 
the investment to recruit approximately 60 
faculty who are leaders and rising stars in their 
fields. All hires who are part of this initiative are 
over and above the normal faculty hiring rate at 
the university.

We seek exceptional candidates in broadly 
defined areas of computer science that enhance 
our research strengths in areas that align with the 
following investment and growth priorities of the 
Vanderbilt University School of Engineering:

1. Cybersecurity and Resilience
2. Autonomous and Intelligent Human-

AI-Machine Systems and Urban 
Environments

3. Computing and AI for Health, Medicine, 
and Surgery

4. Design of Next Generation Systems, 
Structures, Materials, and Manufacturing

Our priorities are designed to ensure the 
strongest positive impact on computer science 
and cross-disciplinary areas at all six academic 
departments in the School of Engineering and 
other colleges and schools across campus. The 
hiring initiative builds on these strengths and 
aspires to propel the Vanderbilt CS Department 

The University of Michigan is one of the 
world’s leading research universities, consisting 
of highly ranked departments and colleges across 
engineering, sciences, medicine, law, business, 
and the arts, with a commitment to interdisci-
plinary collaboration. CSE is a vibrant and inno-
vative community, with over 90 world-class fac-
ulty members, over 400 graduate students, and 
a large and illustrious network of alumni. Ann 
Arbor is known as one of the best small cities in 
the nation.

Michigan Engineering’s vision is to be the 
world’s preeminent college of engineering serv-
ing the common good. This global outlook, lead-
ership focus, and service commitment permeate 
our culture. Our vision is supported by our mis-
sion and values that, together, provide the frame-
work for all that we do. Information about our vi-
sion, mission and values can be found at http://
strategicvision.engin.umich.edu/.

The University of Michigan has a demon-
strated legacy of commitment to Diversity, 
Equity and Inclusion (DEI). The Michigan En-
gineering component of the University’s com-
prehensive, five-year, DEI strategic plan—with 
updates on our programs and resources dedi-
cated to ensuring a welcoming, fair, and inclu-
sive environment—can be found at: https://
www.engin.umich.edu/culture/diversity-equity-
inclusion/. CSE is firmly committed to DEI and 
improving our climate through transparent 
communication and effective action, as shown 
in our annual report: https://cse-climate.engin.
umich.edu/reports/climate-dei-reports/cse-cli-
mate-dei-report-20-21/.

U-M COVID-19 Vaccination Policy
COVID-19 vaccinations are now required for all 
University of Michigan students, faculty and 
staff across all three campuses, including Michi-
gan Medicine, by the start of the fall term on 
August 30, 2021. This includes those working 
or learning remotely. More information on this 
policy is available on the Campus Blueprint web-
site.

University of Notre Dame
Two Faculty Positions

The Department of Computer Science and Engi-
neering at the University of Notre Dame invites 
applications for two faculty positions. The De-
partment seeks to attract, develop, and retain 
excellent faculty members with strong records 
and future promise. The Department is especial-
ly interested in candidates who will contribute 
to the diversity and excellence of the University’s 
academic community through their research, 
teaching, and service.

One position is a tenure-track position at 
the Assistant Professor rank in the systems area 
(IoT, security, etc.). Outstanding candidates in 
other areas may be reviewed with special con-
sideration for faculty with research interests at 
the interface of computer science and biology, 
medicine, and/or health.

The other position is a teaching position at 
the Assistant Teaching Professor rank.

Applicants must submit a cover letter, a CV, 
a research statement (if applicable), a teaching 

The Department of Electrical and Computer Engineering at the Air Force Institute of 
Technology is seeking applications for a tenured or tenure-track faculty position. All 

academic ranks will be considered. Applicants must have an earned doctorate in Electrical 
Engineering or a closely affiliated discipline by the time of their appointment (anticipated  
1 September 2022).

We are particularly interested in applicants specializing in one or more of the following 
areas: radar cross section analysis, low observables, electromagnetic scattering analysis, 
computational electromagnetics, antennas and propagation, or microwave theory and 
measurements. Applicants having experience in the electromagnetic survivability community 
are highly desired. This position requires teaching at the graduate level as well as establishing 
and sustaining a strong Department of Defense relevant externally funded research program 
with a sustainable record of related peer-reviewed publications.

The Air Force Institute of Technology (AFIT) is the premier Department of Defense 
institution for graduate education in science, technology, engineering, and management, and 
has a Carnegie Classification as a High Research Activity Doctoral University. The Department 
of Electrical and Computer Engineering offers accredited M.S. and Ph.D. degree programs 
in Electrical Engineering, Computer Engineering, and Computer Science as well as an MS 
degree program in Cyber Operations.

For more information on the position and how to apply, please visit https://www.usajobs.
gov/GetJob/ViewDetails/jobadnumber. Be sure to include

•  A letter of application to include the USA Jobs announcement number jobadnumber.
•  Your curriculum vitae (no photographs please).
•  Transcripts for all degrees listed on curriculum vitae (official copies must follow).
•  A statement of your research plans (limited to one page) and a statement of your 

teaching philosophy at the graduate level (limited to one page).
•  A list of three professional references including name, complete mailing address, email 

address, and phone number.

Applicants must be U.S. citizens and currently hold or be able to obtain a security clearance. 
More information on AFIT and the Department of Electrical and Computer Engineering can be 
found at http://www.afit.edu/ENG/. Review of applications will begin on January 3, 2022. The 
United States Air Force is an equal opportunity, affirmative action employer.

Department of Electrical and Computer Engineering
Graduate School of Engineering and Management
Air Force Institute of Technology (AFIT)
Dayton, Ohio

Faculty Position
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to one of the leading academic programs 
nationally and beyond. Successful candidates 
are expected to teach at the undergraduate and 
graduate levels and to develop and grow vigorous 
programs of externally funded research.

Ranked #14 nationally, Vanderbilt Univer-
sity is a private, internationally recognized re-
search university located on 330 park-like acres 
1.5 miles from downtown Nashville, Tennessee. 
Its 10 distinct schools share a single cohesive 
campus that values collaboration. The univer-
sity enrolls over 13,500 undergraduate, gradu-
ate, and professional students, including 36% 
minority students and over 1,100 international 
students from 84 countries. The School of En-
gineering is on a strong upward trajectory in 
national and international stature and promi-
nence, and has built infrastructure to support a 
significant expansion in faculty size. In the rank-
ings of graduate engineering programs by U.S. 
News & World Report, the school ranks in the 
top 20 private, research-extensive engineering 
schools. Five-year average T/Tk faculty funding 
in the formerly combined EECS department is 
above $800k per year per person. Nearly all ju-
nior faculty members hired during the past 15 
years have received prestigious young investi-
gator awards, such as NSF CAREER and DARPA 
CSSG.

With a metro population of over two 
million people, Nashville’s top industries by 
employment include trade, transportation 
and utilities; education and health services; 
professional and business services; government; 
and leisure and hospitality. Other industries 
include manufacturing, financial activities, 
construction, and information. Long known 
as a hub for health care and music, Nashville 
is a technology center with a considerable 
pool of health care, AI, and defense-related 
jobs available. In recent years, the city has 
experienced an influx of major office openings 
by some of the largest global tech companies 
and prime Silicon Valley startups.

Vanderbilt University has a strong 
institutional commitment to recruiting and 
retaining an academically and culturally diverse 
community of faculty. Minorities, women, 
individuals with disabilities, and members of 
other underrepresented groups, in particular, 
are encouraged to apply. Vanderbilt is an Equal 
Opportunity/Affirmative Action employer.

Vanderbilt University has made the safety 
of our students, faculty and staff, and our 
surrounding communities a top priority. As part 
of that commitment, the University recently 
announced that students, faculty, and staff, 
are required to be vaccinated against COVID. 
As a prospective and/or a new employee at 
Vanderbilt, you will be required to comply with 
the University’s vaccination protocol. Effective, 
August 1, 2021, proof of full vaccination or an 
approved accommodation will be required 
before the start of employment in order to work 
at Vanderbilt University.

Applications should be submitted on-line 
at: http://apply.interfolio.com/94225. For more 
information, please visit our web site: http://
vu.edu/destination-cs. Applications will be 
reviewed on a rolling basis beginning December 1,  
2021 with interviews beginning January 1, 2022. 
For full consideration, application materials 
must be received by January 31, 2022.

The School of Computer and Communication Sciences 
(IC) at EPFL invites applications for tenure track faculty 
positions in all areas of computer and communication sci-
ences. The appointments will be at the assistant professor 
level, but senior appointments are also possible. 

Candidates must have an outstanding academic record, a 
compelling high-impact vision, and a strong commitment 
to excellence in teaching and mentoring students. 

EPFL attracts top students from all over the world and of-
fers competitive salaries, generous research funding and 
excellent research infrastructure. 

Switzerland has an exceptionally high human develop-
ment index and consistently ranks highly in quality of life, 
economic competitiveness, and innovation.

Applicants must  submit a cover letter, a curriculum vitae 
including a publication list, brief statements of research 
and teaching interests, and contact information of at least 
3 references (for senior positions, at least 5) who are ready 
to supply a letter upon request.

Applications must be uploaded in PDF format to the re-
cruitment website:

https://facultyrecruiting.epfl.ch/position/34865159

Screening will start on December 1, 2021, but applications 
submitted after this date will also be considered.

Further questions can be addressed to: 
Prof. George Candea 
Chair of the Faculty Recruiting Committee 
Email : recruiting.ic@epfl.ch 

For more information on EPFL and our School, please visit: 
www.epfl.ch and https://ic.epfl.ch.

EPFL is an equal opportunity employer and a family friend-
ly university. We are committed to improving the diversity 
of our faculty.

at the Ecole polytechnique fédérale  
de Lausanne (EPFL)

Faculty Positions  
in Computer and  
Communication Sciences

Titre sur 2 lignes xxx xxx xxx 
xxx xxx xxx
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last byte 

playing the equivalent of a card game 
on tablet computers. The system run-
ning the game distributed random frag-
ments of code, like cards, but in these 
four suits: Fortran, Cobol, Pascal, and 
BASIC. Players had to understand all the 
code so they could group the fragments 
to make the best hand. For example, I 
made a full house when two fragments 
performed one function, such as Pas-
cal and BASIC code displaying the same 
bar graph, and three other fragments 
performed another function, such as 
erasing a player’s most recent file. That 
hand earned me the fifth letter, so I had 
G-E-N-I-A. Remarkably, with that clue, I 
was able to find the answer on Wikipe-
dia, so I knew what I had to find in the 
final game: Computer Museum.

I searched through the museum’s 
virtual halls, looking for a small card-
board box hidden among massive 
hardware junk. There! I opened the box 
to see six glorious, perforated Masonite 
disks, the brass jumpers and wires, bat-
teries, and little light bulbs. The most 
marvelous computer of all time—the 
educational GENIAC, or “GENIus Al-
most-automatic Computer,” which I 
had received for my birthday way back 
in 1956. Teenagers could assemble 
many different logical circuits to solve 
If-Then puzzles, play games, and ignite 
the sparks that would create the future 
world of computer science.

William Sims Bainbridge (wsbainbridge@hotmail.com) 
is a sociologist who taught classes on crime and deviant 
behavior at respectable universities before morphing 
into a computer scientist, editing an encyclopedia of 
human-computer interaction, writing many books on 
things computational, from neural nets to virtual worlds 
to personality capture, then repenting and writing harm-
less fiction.

© 2021 ACM 0001-0782/21/11 $15.00

Hobbit ma-
thom house. Just as our raid team van-
quished a Hobbit boss named Babbage, 
I got another clue in the text chat: “You 
got GE, now look for N in Narrational.”

This amateur-programmed game 
was turgid in the extreme, lacking 
graphics and played via email. It con-
sisted of one huge decision tree of If-
Thens, each selection taking a verbose,  
text-based story in a different direction, 
with no battles or beautiful scenery to 
provide pleasure. The first decision con-
cerned whether the narrative’s main 
character would be “good and honest” 
(select A = A) or “bad and deceptive” (A = 
B). I chose the good path, which led no-
where, so I restarted as a bad character 
and always chose the worse alternative. 
When I reached the worst possible cli-
max, step Z, I was surprised to earn the 
symbol “≠” meaning “not equal.” After 
cursing and meditating, I returned to 
the very beginning, and instead of se-
lecting A = A, or A = B, was now able to 
choose A ≠ A. I immediately earned:

“You have GEN, now seek I in Infernal.” 
(I wondered if G-E-N referred to Gener-
al Semantics, the linguistic philosophy 
that claimed nothing is itself?)

Oddly, Infernal was a dark occult hor-
ror show situated in a battle between 
two fleets of sci-fi spaceships, one oper-
ated by a cult having the uninformative 
name “This,” and the other belonging to 
the equally irrational “Deji.” One could 
play solo, as a character unimaginatively 
named Solo, or stumble across other 
players in a version where each avatar 
was assigned a short name composed 
of random letters, like Duck, Dark, or 
Darth. It did not take long to figure out 
that I needed to learn some mysterious 
magic spell which would enable travel 
faster than the speed of light, gravity to 
be switched on or off inside the space-
ship, or a little robot resembling a gar-
bage can to tell jokes that were actually 
funny. “Academy it is that you seek, Mas-
ter GENI!” exclaimed a frog whose name 
was something like Day-Zero, apparently 
unrelated to any puzzle I had solved and 
suggesting that chaos ruled this galaxy.

Academy at first looked like a pla-
giarized version of Fallout 4. It was set 
in some institution of higher learning 
in Cambridge, Massachusetts, after 
civilization had collapsed, but I found 
no other similarities. Avatars looking 
like college students sat around a table 

[CONT IN UE D  F ROM P.  144]

I opened the box 
to see six glorious, 
perforated Masonite 
disks, the brass 
jumpers and wires, 
batteries, and  
little light bulbs.
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From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 
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in a guild form “bands,” not for fighting 
but for playing music (using the ABC 
scripting language) and for dancing like 
a prancing pony. I deduced that the way 
to find the “G” was to create virtual ob-
jects, so I developed crafting skills and 
hunted for the recipes required to make 
simple computers. I began with a sun-
dial, discovering that the part that casts 
the shadow is a Gnomon (the “G” is not 
even pronounced). That was a sophisti-
cated but false hypothesis. My second 
guess turned out to be correct: the letter 
being sought was not really a clue; upon 
building a “slipstick” or slide rule, I trig-
gered this message: “You got G, now look 
for E in Elfdom.”

Elfdom, a subgame in the amateur 
ring, had millions of players but a very 
narrow fantasy backstory. Elf Doom 
would have been a more appropriate 
name. In creating your avatar, you se-
lect from one of the long lists of races 
which are totally hostile to one another 
but are merely different varieties of 
elves. It is perfectly clear why the nature-
loving Night Elves warred with the tech-
nocratic Blood Elves. But I never could 
fathom why the Dark Elves, High Elves, 
Half Elves, Wood Elves, Eth Elves, Grey 
Elves, Painted Elves, and Deep Elves 
hated each other so much. You would 
think that the 10 varieties of Elves, all 
played by people, would unite against 
the two computer-controlled enemy 
races, the Halflings and Hobbits. Each 
quest arc must be completed by a team 
uniformly comprising one type of elf—
sneaking deep into enemy territory 
and often battling other elf teams to 
assassinate an enemy boss in a Half-
ling temple or 

I entered the hub, I needed to select a 
mystery to solve, and I chose:

“What is the name of the absolutely 
most significant computer ever created?”

The tutorial told me to seek the let-
ter “G” in the quest arc of a game called 
Guild of the Rings, but it was not imme-
diately obvious what that meant. Click-
ing the “GO” button hurled my avatar 
into the game, specifically into The 
Prancing Pony, a tavern where drunken 
avatars were singing,

“Far over the misty mountains grim, 
to dungeons deep and caverns dim.”

Starting at Level 1, a player ventures 
into the dangerous world outside the 
tavern to collect resources, such as hops 
and barley to brew beer and other essen-
tial components of tavern life. Unfortu-
nately, each resource is in a different 
location, guarded by increasingly pow-
erful non-player enemies. Players with-

LET ME INTRODUCE  myself as who I re-
ally am rather than role-playing through 
one of my hundred avatars. I am Leigh 
Jenkins, a professional journalist for 
the gamer blog Highly Ludic, who main-
ly writes about developments in mas-
sively multiplayer online role-playing 
games, aka MMORPGs. My writing ca-
reer began in 1997, when I first explored 
Ultima Online, which still exists nearly a 
quarter-century later, while many of the 
best subsequent games—including The 
Matrix Online, Tabula Rasa, and Fallen 
Earth—have gone out of business.

During the first few months of 2021, 
I had been storming through illegal 
rogue servers, looking for MMORPGs 
that had been shut down by the compa-
nies that owned them, such as Star Wars 
Galaxies and City of Heroes, cancelled 
in 2011 and 2012 respectively. Then 
I learned that the Defiance skirmish 
MMO, which had originally launched 
in 2013, was shutting down at the end 
of April, so I asked my readers if any of 
them planned to set up a rogue version.

Several of my adorable fans told me 
I was outdated; I should know that law-
abiding hackers created an MMORP-
GMWM (MWM = Multi-World Maze) 
named Hackcraft—a virtual-reality 
version of the antique social media 
webring structure that predated Face-
book. Unlike the old-fashioned rogue 
games, Hackcraft was legal because it 
assembled metaphors based on doz-
ens of games rather than duplicating 
one and violating copyrights.

In any of Hackcraft’s subgames, 
a user accepts a major quest arc, the 
completion of which opens the door 
to the next subgame on the ring. When 

Future Tense 
World of Hackcraft
An obsessive gamer’s quest for the absolutely  
most significant computer ever.
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